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DATA PACKET PROCESSING METHOD , method is applied to a cloud computing system , and the 
HOST , AND SYSTEM cloud computing system includes a cloud management plat 

form and at least one host . Hosts in the cloud computing 
CROSS - REFERENCE TO RELATED system may be hosts that use different virtualization tech 

APPLICATIONS 5 nologies . The virtualization technologies include but are not 
limited to a VMWARE virtualization technology , a 

This application is a continuation of U.S. patent applica HYPER - V virtualization technology , a XEN virtualization 
tion Ser . No. 16 / 018,861 , filed on Jun . 26 , 2018 , which is a technology , and a KVM virtualization technology . The host 
continuation of International Patent Application No. PCT / includes a virtual switch and a network processing device . 
CN2016 / 110803 , filed on Dec. 19 , 2016. Both of the afore- 10 Multiple computing instances run on the host . The comput 
mentioned applications are hereby incorporated by reference ing instances may be virtual machines or containers . Virtual 
in their entireties . local area network ( VLAN ) identifiers are configured for 

virtual ports of the multiple computing instances . A virtual 
TECHNICAL FIELD port indicates a logical port of a virtual network interface 

15 card of a computing instance , and VLAN identifiers of 
The present disclosure relates to the field of information virtual ports of computing instances on a same host are 

technology ( IT ) technologies , and in particular , to a data different from each other . A VLAN identifier indicates an 
packet processing method , a host , and a system . identifier of a VLAN to which a virtual port belongs . The 

different VLAN identifiers of the virtual ports on the host 
BACKGROUND 20 indicate different VLANs to which the virtual ports belong . 

In this way , the computing instances on the host are in 
The development of virtualization technologies is accom- different VLANs , and cannot interwork with each other 

panied with emergence of different types of virtualization directly . The host communicates with another device in the 
technologies , for example , ESXi of VMWARE Incorpora- cloud computing system using the network processing 
tion , HYPER - V of MICROSOFT Corporation . Kernel- 25 device . The other communications device includes but is not 
based Virtual Machine ( KVM ) , XEN of CITRIX Systems , limited to a switch , a router , a network processing device , or 
and container . Multiple computing instances can be obtained another host in the cloud computing system . 
on a host by means of virtualization using a virtualization The cloud management platform sends VPC network 
technology . information of a computing instance running on the host to 
A cloud resource pool includes multiple hosts . Hosts 30 the network processing device according to a correspon 

using different virtualization technologies may constitute dence between a management network Internet Protocol ( IP ) 
different types of cloud resource pools . For example , cloud address of the host and a management network IP address of 
resource pool types include a VMWARE cloud resource the network processing device . The management network IP 
pool , a HYPER - V cloud resource pool , a KVM cloud address indicates an IP address in a management network , 
resource pool , a XEN cloud resource pool , and the like . 35 and the management network mainly transmits a control 

Different types of cloud resource pools are opened to command . The VPC network information indicates a data 
different degrees . Therefore , different types of cloud packet processing rule , and the VPC network information 
resource pools provide different virtual private cloud ( VPC ) includes but is not limited to one or more of a DHCP rule , 
network features . Basically , to implement an advanced net- a port security rule , an L2 forwarding rule , an L3 routing 
work feature , a user needs to purchase a dedicated network 40 rule , or a tunnel encapsulation rule . 
component . For example , a virtual standard switch ( VSS ) / The virtual switch receives a data packet that is sent by the 
virtual distributed switch ( VDS ) may be deployed for an computing instance using a virtual port of the computing 
ESXi host in the VMWARE cloud resource pool . The instance , and the data packet carries a network address of the 
VSS / VDS is capable of providing a layer 2 ( L2 ) forwarding computing instance and a VLAN identifier of the virtual port 
capability . If the ESXi host needs to implement a network 45 that sends the data packet . Because the VLAN identifiers of 
feature such as a security group , layer 3 ( L3 ) routing , or the the virtual ports of the computing instances on the host are 
Dynamic Host Configuration Protocol ( DHCP ) , a corre- different , the computing instances cannot communicate with 
sponding network component needs to be purchased . There- each other directly . The virtual switch sends the data packet 
fore , when a user uses a cloud computing system that to the network processing device , that is , the virtual switch 
includes different types of multiple cloud resource pools , it 50 sends the data packet according to the VLAN identifier , and 
is inconvenient to manage the cloud resource pools because routes the data packet to the network processing device . 
the resource pools provide different network features , and The network processing device receives the data packet , 
complexity of deploying the cloud computing system is also determines the VPC network information of the computing 
increased . instance according to the network address of the computing 

55 instance , performs network function processing on the data 
SUMMARY packet , and sends the data packet . 

By implementing the foregoing embodiment , the host 
This application discloses a data packet processing diverts the data packet of the computing instance to the 

method , a host , and a system to transfer processing of a VPC network processing device , and the network processing 
network feature of a data packet to a network processing 60 device performs corresponding processing on the data 
device coupled to a host such that the VPC network feature packet according to preconfigured VPC network informa 
is no longer limited by a resource pool type . This facilitates tion . The network processing device may implement com 
dynamic management of a VPC network feature of a com- plete VPC network feature processing , and may add or 
puting instance , and reduces complexity of deploying a remove a VPC network feature of the computing instance 
cloud computing system . 65 according to a requirement in order to facilitate VPC net 

According to a first aspect , this application provides a data work feature management of the computing instance and 
packet processing method . The data packet processing reduce costs of deploying a cloud resource pool . 

a 

a 
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In a possible implementation of the first aspect , the data information of a computing instance running on the host to 
packet processing method further includes receiving , by the the network processing device , the data packet processing 
network processing device , online information sent by the method further includes sending , by the cloud management 
cloud management platform , where the online information platform , an instance creation request to the host , where the 
includes a service network IP address of another network 5 instance creation request carries resource configuration 
processing device and a network address of a computing information and the network address that are of the com 
instance running on a host connected to the other network puting instance , the resource configuration information indi 
processing device . cates configuration information of a hardware resource and 

By implementing the foregoing embodiment , the cloud a software resource that are allocated to the computing 
management platform sends online information of the vir- 10 instance , for example , specifications of a central processing 
tual port of the computing instance to another network unit ( CPU ) , a memory , and a magnetic disk that are allocated 
processing device within a management range . In this way , to the computing instance , and types of an operating system 
when the computing instance gets online , the other network and an application program that are installed in the com 
processing device in the cloud management platform can puting instance , and the network address indicates an 
learn the network address of the computing instance and a 15 address of the virtual port of the computing instance , and 
service network IP of the network processing device in time . may be an IP address and a media access control ( MAC ) 

In a possible implementation of the first aspect , the data address , creating , by the host , the computing instance and 
packet processing method further includes determining , by the virtual port of the computing instance according to the 
the network processing device according to a destination resource configuration information and the network address , 
network address of the data packet , a service network IP 20 and returning , to the cloud management platform , an indi 
address of a network processing device corresponding to a cation message that the computing instance is successfully 
destination computing instance of the data packet , establish- created , where the indication message carries the manage 
ing a tunnel between the network processing device and the ment network IP address of the host and the network address 
network processing device corresponding to the destination of the computing instance , and allocating , by the cloud 
computing instance of the data packet , and sending the data 25 management platform , the VLAN identifier to the virtual 
packet using the established tunnel , where the data packet port of the created computing instance , where the allocated 
carries a source network address and the destination network VLAN identifier is different from a VLAN identifier of any 
address , both the source network address and the destination existing virtual port on the host . 
network address are service network IP addresses , the source In a possible implementation of the first aspect , after 
network address is the network address of the computing 30 sending , by the cloud management platform , VPC network 
instance that sends the data packet , and the destination information of a computing instance running on the host to 
network address is a network address of a computing the network processing device , the data packet processing 
instance that receives the data packet . method further includes creating , by the network processing 
By implementing the foregoing embodiment , the network device according to the received VPC network information , 

processing device establishes the tunnel between the net- 35 a virtual network element that provides a network process 
work processing device and the network processing device ing function for the computing instance , where each virtual 
corresponding to the destination computing instance using network element may correspond to a virtual port , and the 
the destination network address of the data packet , and can virtual network element may provide the network processing 
forward the data packet to the destination computing function using the virtual port , and determining , by the 
instance using the tunnel . In this way , the data packet can be 40 network processing device , the VPC network information of 
sent to a peer end using a public network . the computing instance according to the network address of 

In a possible implementation of the first aspect , the the computing instance , and performing network function 
network processing device is connected to the host using a processing on the data packet includes determining , by the 
peripheral component interconnect ( PCI ) bus , and is used as network processing device according to the source network 
a network interface card of the host to provide a network 45 address of the data packet , the virtual network element 
access service for the host , when a quantity m of network corresponding to the computing instance such that the 
ports of the network processing device is greater than a determined virtual network element provides the network 
quantity n of network ports of the host , any n network ports processing function for the computing instance . 
in the m network ports of the network processing device are In a possible implementation of the first aspect , the cloud 
connected to the n network ports of the host in a one - to - one 50 computing system further includes another host , the other 
manner , where both m and n are positive integers greater host is a destination host of the data packet , and the 
than 1 , or when a quantity m of network ports of the network destination computing instance runs on the destination host , 
processing device is less than or equal to a quantity n of and the method further includes receiving , by the destination 
network ports of the host , the m network ports of the network processing device corresponding to the destination 
network processing device are connected to the n network 55 host , the data packet , determining VPC network information 
ports of the host using a physical switching device , where of the destination computing instance according to the 
both m and n are positive integers greater than 1 , and the destination network address of the data packet , performing 
physical switching device may be a switch . network function processing on the data packet according to 

In a possible implementation of the first aspect , the cloud the VPC network information of the destination computing 
management platform allocates the management network IP 60 instance , and sending the data packet to the destination 
address and a service network IP address to the network computing instance on the destination host . 
processing device , and records the correspondence between According to a second aspect , this application provides a 
the management network IP address of the host and the data packet processing method . The data packet processing 
management network IP address of the network processing method is applied to a host , and the host includes a virtual 
device . 65 switch and a network processing device . Multiple comput 

In a possible implementation of the first aspect , before ing instances run on the host , and the computing instances 
sending , by the cloud management platform , VPC network include but are not limited to a virtual machine and a 
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container . The host implements a running environment of of network ports of the network processing device is less 
the virtual machine or the container using a virtualization than a quantity n of network ports of the host , the m network 
technology , and the virtualization technology includes but is ports of the network processing device are connected to the 
not limited to a VMWARE virtualization technology , a n network ports of the host using a physical switching 
HYPER - V virtualization technology , a XEN virtualization 5 device , where both m and n are positive integers greater than 
technology , and a KVM virtualization technology . VLAN 1 . 
identifiers are configured for virtual ports of the multiple In a possible implementation of the second aspect , the computing instances and the VLAN identifiers of the virtual data packet processing method further includes creating , by ports of the computing instances are different from each 
other . The host communicates with another device in a cloud 10 VPC network information , a virtual network element that 

the network processing device according to the received 
computing system using the network processing device . The 
method includes receiving , by the network processing provides a network processing function for the computing 

instance , where each virtual network element may corre device , VPC network information that is of a computing 
instance running on the host and that is sent by a cloud spond to a virtual port , and the virtual network element may 
management platform , where the VPC network information 15 provide the network processing function using the virtual 
indicates a data packet processing rule , and the VPC net port , and determining , by the network processing device , the 
work information includes but is not limited to one or more VPC network information of the computing instance accord 
of a DHCP rule , a port security rule , an L2 forwarding rule , ing to the network address of the computing instance , and 
an L3 routing rule , or a tunnel encapsulation rule , sending , performing network function processing on the data packet 
by the computing instance , a data packet using a virtual port 20 includes determining , by the network processing device 
of the computing instance , where the data packet carries a according to a source network address of the data packet , the 
network address of the computing instance and a VLAN virtual network element corresponding to the computing 
identifier of the virtual port that sends the data packet , instance such that the determined virtual network element 
sending , by the virtual switch , the data packet according to provides the network processing function for the computing 
the VLAN identifier , and routing the data packet to the 25 instance . 
network processing device , and receiving , by the network According to a third aspect , this application discloses a 
processing device , the data packet , determining the VPC cloud computing system . The cloud computing system 
network information of the computing instance according to includes a cloud management platform and at least one host . 
the network address of the computing instance , performing The cloud management platform is configured to manage 
network function processing on the data packet , and sending 30 ment a host in a cloud resource pool . Each cloud resource 
the data packet . pool includes one or more hosts , and the cloud resource pool 
By implementing the foregoing embodiment , the host includes but is not limited to an ESXi cloud resource pool , 

diverts the data packet of the computing instance to the a HYPER - V cloud resource pool of MICROSOFT Corpo 
network processing device , and the network processing ration , a XEN cloud resource pool , and a KVM cloud 
device performs corresponding processing on the data 35 resource pool . The host includes a virtual switch and a 
packet according to preconfigured VPC network informa- network processing device . Multiple computing instances 
tion . The network processing device implements complete run on the host , and the computing instances include but are 
VPC network feature processing , and may add or remove a not limited to a container and a virtual machine . VLAN 
VPC network feature of the computing instance according to identifiers are configured for virtual ports of the multiple 
a requirement in order to facilitate VPC network feature 40 computing instances . A virtual port of a computing instance 
management of the computing instance and reduce costs of indicates a logical port of a virtual network interface card , 
deploying a cloud resource pool . and a VLAN identifier indicates an identity of a VLAN to 

In a possible implementation of the second aspect , the which a virtual port belongs . The VLAN identifiers config 
network processing device receives online information sent ured for the virtual ports of the computing instances on the 
by the cloud management platform , and the online informa- 45 host are different from each other , that is , a virtual port of 
tion includes a service network IP address of another net- each computing instance belongs to a different VLAN . In 
work processing device and a network address of a com- this way , the computing instances on the host cannot inter 
puting instance corresponding to the other network work with each other directly . The host is connected to the 
processing device . The network processing device deter- network processing device . The host communicates with 
mines , according to a destination network address of the data 50 another device in the cloud computing system using the 
packet , a service network IP address of a network processing network processing device . 
device corresponding to a destination computing instance of The cloud management platform is configured to send 
the data packet , establishes a tunnel between the network VPC network information of a computing instance running 
processing device and the network processing device cor- on the host to the network processing device according to a 
responding to the destination computing instance of the data 55 correspondence between a management network IP address 
packet , and sends the data packet using the established of the host and a management network IP address of the 
tunnel . network processing device . The virtual switch is configured 

In a possible implementation of the second aspect , the to receive a data packet that is sent by the computing 
network processing device is connected to the host using a instance using a virtual port of the computing instance , 
bus , and is used as a network interface card of the host to 60 where the data packet carries a network address of the 
provide a network access service for the host , when a computing instance and a VLAN identifier of the virtual port 
quantity m of network ports of the network processing that sends the data packet . The virtual switch is further 
device is greater than a quantity n of network ports of the configured to send the data packet according to the VLAN 
host , any n network ports in the m network ports of the identifier , and route the data packet to the network process 
network processing device are connected to the n network 65 ing device , and the network processing device is configured 
ports of the host in a one - to - one manner , where both m and to receive the data packet , determine the VPC network 
n are positive integers greater than 1 , or when a quantity m information of the computing instance according to the 
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network address of the computing instance , perform net- network information , and send the data packet to the desti 
work function processing on the data packet , and send the nation computing instance on the destination host . 
data packet . According to a fourth aspect , this application provides a 

In a possible implementation of the third aspect , the cloud host , where the host includes a virtual switch and a network 
management platform is further configured to send online 5 processing device , multiple computing instances run on the 
information of the virtual port of the computing instance to host , VLAN identifiers are configured for virtual ports of the another network processing device within a management multiple computing instances , the VLAN identifiers of the 
range , and the online information includes the network virtual ports of the computing instances are different from address of the computing instance and a service network IP each other , and the host communicates with another device address of the network processing device . in a cloud computing system using the network processing In a possible implementation of the third aspect , the device . The network processing device is configured to network processing device is further configured to receive 
the online information sent by the cloud management plat receive VPC network information that is of a computing 
form , where the online information includes a service net instance running on the host and that is sent by a cloud 
work IP address of another network processing device and 15 management platform . The computing instance is config 
a network address of a computing instance running on a host ured to send a data packet using a virtual port of the 
connected to the other network processing device , deter- computing instance , where the data packet carries a network 
mine , according to a destination network address of the data address of the computing instance and a VLAN identifier of 
packet , a service network IP address of a network processing the virtual port that sends the data packet . The virtual switch 
device corresponding to a destination computing instance of 20 is configured to send the data packet according to the VLAN 
the data packet , establish a tunnel between the network identifier , and route the data packet to the network process 
processing device and the network processing device cor- ing device , and the network processing device is configured 
responding to the destination computing instance of the data to receive the data packet , determine the VPC network 
packet , and send the data packet using the established information of the computing instance according to the 
tunnel . 25 network address of the computing instance , perform net 

In a possible implementation of the third aspect , the cloud work function processing on the data packet , and send the 
management platform is further configured to send an data packet . 
instance creation request to the host , where the instance According to a fifth aspect , this application provides a 
creation request carries resource configuration information host , including a first processor , a first memory , and a 
and the network address that are of the computing instance . 30 network processing device , where the network processing 
The host is further configured to create the computing device includes a second processor and a second memory , 
instance and a network port of the computing instance multiple computing instances run on the host , VLAN iden 
according to the resource configuration information and the tifiers are configured for virtual ports of the multiple com 
network address , and return , to the cloud management puting instances , the VLAN identifiers of the virtual ports of 
platform , an indication message that the computing instance 35 the computing instances are different from each other , the 
is successfully created , where the indication message carries first memory and the second memory store instructions , the 
the management network IP address of the host and the first processor executes an instruction in the first memory to 
network address of the computing instance , and the cloud implement a function of a computing instance running on 
management platform is further configured to allocate the the host in the foregoing aspects , the first processor executes 
VLAN identifier to the virtual port of the created computing 40 an instruction in the first memory to implement a function of 
instance , where the allocated VLAN identifier is different a virtual switch running on the host in the foregoing aspects , 
from a VLAN identifier of any existing virtual port on the and the second processor is configured to execute an instruc 
host . tion in the second memory to implement network function 

In a possible implementation of the third aspect , the processing on a data packet sent by a computing instance in 
network processing device is further configured to create , 45 the foregoing aspects . 
according to the received VPC network information , a 
virtual network element that provides a network processing BRIEF DESCRIPTION OF DRAWINGS 
function for the computing instance , and determining , by the 
network processing device , the VPC network information of To describe the technical solutions in the embodiments of 
the computing instance according to the network address of 50 the present disclosure more clearly , the following briefly 
the computing instance , and performing network function describes the accompanying drawings required for describ 
processing on the data packet includes determining , by the ing the embodiments . The accompanying drawings in the 
network processing device according to a source network following description show some embodiments of the pres 
address of the data packet , the virtual network element ent disclosure , and a person of ordinary skill in the art may 
corresponding to the computing instance such that the 55 still derive other drawings from these accompanying draw 
determined virtual network element provides the network ings without creative efforts . 
processing function for the computing instance . FIG . 1 is a schematic structural diagram of a cloud 

In a possible implementation of the third aspect , the cloud computing system according to an embodiment of the pres 
computing system further includes another host . The other ent disclosure ; 
host is a destination host of the data packet . The destination 60 FIG . 2A and FIG . 2B are schematic structural diagrams of 
computing instance runs on the destination host . The desti- a host according to an embodiment of the present disclosure ; 
nation network processing device corresponding to the des- FIG . 3A , FIG . 3B and FIG . 3C are schematic diagrams of 
tination host is configured to receive the data packet , deter- a connection between a network processing device and a 
mine VPC network information of the destination host according to an embodiment of the present disclosure ; 
computing instance according to the destination network 65 FIG . 4A and FIG . 4B are a schematic flowchart of a data 
address of the data packet , perform network function pro- packet processing method according to an embodiment of 
cessing on the data packet according to the determined VPC the present disclosure : 
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FIG . 5A and FIG . 5B are another schematic flowchart of warding function for the computing instance deployed on 
a data packet processing method according to an embodi- the host . The switching device 20 includes but is not limited 
ment of the present disclosure ; and to an L2 switch or an L3 switch . 
FIG . 6 is a schematic structural diagram of hardware of a FIG . 2A is a schematic structural diagram of a host 211 

host according to an embodiment of the present disclosure . 5 according to an embodiment of the present disclosure . In this 
embodiment of the present disclosure , the host 211 is located 

DESCRIPTION OF EMBODIMENTS in a cloud resource pool 21 , the host 211 is any host in the 
cloud resource pool 21 , the host 211 includes a virtual switch 

The following describes the technical solutions in the 212 and a network processing device 213 , multiple comput 
embodiments of the present disclosure with reference to the 10 ing instances 1 to m are deployed on the host 211 , m is an 
accompanying drawings in the embodiments of the present integer greater than 0 , and the computing instances 1 to m 
disclosure . may be virtual machines or containers . The host 211 is a 

Referring to FIG . 1 , FIG . 1 is a schematic structural physical server . A bottom layer of the physical server is a 
diagram of a cloud computing system according to an hardware layer . The hardware layer includes hardware 
embodiment of the present disclosure . The cloud computing 15 resources such as a CPU , a memory , a hard disk , and a 
system includes a cloud management platform 10 , a switch- network interface card . When the computing instances 1 to 
ing device 20 , a cloud resource pool 11 ... , and a cloud m are virtual machines , the host 211 implements a virtual 
resource pool 1m , where m is an integer greater than 2. Each ized running environment of the computing instances 1 to m 
cloud resource pool may include multiple hosts and a using virtualization software ( for example , VMWARE ESXi 
network processing device associated with the hosts . In a 20 or CITRIX Systems XEN ) . A software layer that is installed 
possible implementation , each host may be connected to one on the host 211 to implement a virtualized environment is 
network processing device . A specific form of the network referred to as a virtual machine monitor ( VMM ) . The VMM 
processing device may be an embedded board , and an is configured to schedule , allocate , and manage the hardware 
operating system is installed on the embedded board . A resources at the hardware layer . The computing instances 1 
complete VPC network feature can be implemented using 25 to m run on the VMM . The VMM provides a virtualized 
the operating system . In another possible implementation , hardware environment such as a CPU , a memory , a storage , 
one network processing device may be connected to mul- an input / output ( 10 ) device ( such as a network interface 
tiple hosts , and provide a network function processing card ) , and an Ethernet switch for each computing instance to 
service for the multiple hosts at the same time . A quantity of ensure that the computing instances 1 to m run in an isolated 
hosts served by one network processing device may be set 30 manner . 
according to a processing capability of the network process- The host 211 creates a virtual port for each computing 
ing device . This is not limited in this embodiment . instance , and the virtual port is a port corresponding to a 

It may be understood that , in addition to the embedded virtual network interface card of the computing instance . In 
board , the network processing device may also be a hard- an embodiment , the computing instances 1 to m includes 
ware server that implements network function processing . 35 Virtual network interface cards 11 to m1 . The virtual switch 
The host may be connected to the hardware server using a 212 provides a capability of communication among the 
switch . The network processing device may be connected to computing instances 1 to m and between the computing 
the host using an existing communications protocol . The instance and an external network . The virtual port of each 
communications protocol includes but is not limited to the computing instance is connected to one or more virtual ports 
PCI Express ( PCIE ) protocol , the Universal Serial Bus 40 of the virtual switch 212. A data packet of the computing 
( USB ) protocol , or the Serial Advanced Technology Attach- instance is sent to the virtual switch 212 using the virtual 
ment ( SATA ) protocol . port , and the virtual switch 212 forwards the data packet to 

For example , as shown in FIG . 1 , the cloud resource pool the network processing device 213 in order to implement 
11 includes n hosts 111 to 11n and n network processing communication between the computing instance and the 
devices 1111 to 11n1 , and the cloud resource pool 1m 45 network processing device 213. The network processing 
includes k hosts 1ml to 1mk and k network processing device 213 further coupled to a switching device 22 . 
devices 1m11 to 1mk1 . Each host is connected to one In the host 211 shown in FIG . 2A , the network processing 
network processing device . The cloud resource pools 11 to device 213 may be used as a physical network interface card 
1m include multiple types of cloud resource pools . Accord- to provide a network access capability for the computing 
ing to a computing capability providing manner , cloud 50 instances 1 to m on the host 211 . 
resource pools are classified into bare - metal cloud resource FIG . 2B is another schematic structural diagram of a host 
pools and virtualized cloud resource pools . In the virtualized according to an embodiment of the present disclosure . A 
cloud resource pool , a host provides a computing capability difference from the host in FIG . 2A lies in that a physical 
for multiple users using a virtualization technology , a com- network interface card 214 is installed on a host 211 in FIG . 
puting instance deployed on the host is a virtual machine or 55 2B . The physical network interface card 214 is connected to 
a container , and multiple computing instances may be a virtual switch 212 , and the physical network interface card 
deployed on one host . In the bare - metal cloud resource pool , 214 is connected to the switching device 22 using the 
a host directly provides a computing capability of the host network processing device 213 . 
for a user , and a computing instance deployed on the host is VLAN identifiers are configured for virtual ports of all 
bare metal , that is , the host itself . According to different 60 computing instances deployed on the host 211 , and the 
virtualization technologies , the virtualized cloud resource VLAN identifiers of the virtual ports of the computing 
pool may further include an ESXi cloud resource pool of instances are different from each other . For any computing 
VMWARE Incorporation , a HYPER - V cloud resource pool instance on the host 211 , the computing instance is config 
of MICROSOFT Corporation , a XEN cloud resource pool , ured to send , using a virtual port of the computing instance , 
and a KVM cloud resource pool . The switching device 20 is 65 a data packet to the virtual switch 212 disposed on the host 
configured to receive and forward a data packet of the 211. The data packet carries a VLAN identifier of the virtual 
network processing device , and provide a routing and for- port that sends the data packet . The virtual switch 212 is 
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configured to receive the data packet sent by the computing the physical network interface card 214 are connected to the 
instance . The virtual switch 212 obtains the VLAN identifier network ports of the network processing device 213 in a 
carried in the data packet . Because the VLAN identifiers of one - to - one manner . 
all the computing instances 1 to m on the host 211 are Referring to FIG . 3C . FIG . 3C is a schematic diagram of 
different from each other , all the computing instances 1 to m 5 another connection between the network processing device 
are isolated from each other . The virtual switch 212 can send 213 and the host 211 that are in FIG . 2B . In this embodiment , 
the received data packet only to the physical network the host 211 has an independent physical network interface 
interface card 214 using an uplink port . The physical net- card 214. The network processing device and the host 211 
work interface card 214 forwards the data packet to the are connected in a back - to - back relaying ( i.e. , Network 
network processing device 213. The network processing Traffic Relayed Back - to - Back ) manner . In the back - to - back 
device 213 receives the data packet sent by the virtual switch relaying manner , a quantity of network ports of the physical 
212 , and performs corresponding network function process- network interface card 214 is greater than a quantity of 
ing according to preconfigured VPC network information of network ports of the network processing device 213 , and 
the computing instance that sends the data packet . networking and connection cannot be implemented in a 

Based on the foregoing schematic structural diagrams of back - to - back connection manner . In this case , a network port 
the host 211 , the host 211 diverts the data packet of the of the physical network interface card 214 is first connected 
computing instance to the network processing device 213 , to a switching device 22 , and then connected to a network 
and the network processing device 213 performs corre- port of the network processing device 213 using a network 
sponding processing on the data packet according to the 20 port of the switching device 22 . 
preconfigured VPC network information . The network pro- According to the foregoing three networking connection 
cessing device 213 implements complete VPC network manners between the network processing device 213 and the 
feature processing , and may add or remove a VPC network host 211 , and that computing instances 1 to m deployed on 
feature of the computing instance according to a requirement the host 211 are preset to an isolated mode , all data packets 
in order to facilitate VPC network feature management of 25 generated by all computing instances 1 to m deployed on the 
the computing instance and reduce costs of deploying a host 211 need to be diverted to the network processing 
cloud resource pool . device 213 . 

Referring to FIG . 3A , FIG . 3A is a schematic diagram of FIG . 2A and FIG . 2B are schematic structural diagrams of 
a connection between the network processing device 213 a host according to an embodiment of the present disclosure . 
and the host 211 that are in FIG . 2A . A networking connec- 30 FIG . 3A to FIG . 3C are schematic diagrams of a connection 
tion manner between the host 211 and the network process- relationship between a host and a network processing 
ing device 213 may be a virtual port mode . In the virtual port device . With reference to structures and connection relation 
mode , the network processing device 213 is connected to the ships in the foregoing schematic diagrams , a data packet 
host 211 , for example , the network processing device 213 is processing procedure is further described in an embodiment 
connected to the host 211 using a PCI bus . A VMM on the 35 of the present disclosure . Referring to FIG . 4A and FIG . 4B . 
host 211 provides a driver package for the network process- FIG . 4A and FIG . 4B are a schematic flowchart of a data 
ing device 213. The driver package is loaded such that the packet processing method according to an embodiment of 
host 211 identifies the network processing device 213 as a the present disclosure . In this embodiment of the present 
physical network interface card . A network port of the disclosure , a cloud resource pool includes at least one host 
network processing device 213 is used as a network port of 40 and a network processing device associated with the host . 
the host 211. The host 211 receives and sends data using the The method includes the following steps . 
network processing device 213. In this way , both a packet Step S401 : Install an operating system for the host and 
sent by the host 211 and a packet received by the host 211 configure a management network and a service network for 
need to be processed by the network processing device 213 . the host . 
For the host 211 , the network processing device 213 is a 45 The host in the cloud resource pool provides hardware 
physical network interface card . Therefore , an IP address resources such as a CPU resource , a memory resource , and 
and a gateway address may be configured for the network a storage resource for a user . The host performs operations 
processing device 213. The network processing device 213 such as creating , canceling , configuring , migrating , and 
is connected to a switching device 22 using the network port . backing up a computing instance . Two transmission net 
The switching device 22 is configured to receive and for- 50 works may be configured between hosts , that is , a manage 
ward a data packet of the network processing device 213 , ment network and a service network . A control command is 
and provide a routing and forwarding function for comput- mainly transmitted in the management network , and a data 
ing instances 1 to m deployed on the host 211. The switching packet is mainly transmitted in the service network . A host 
device 22 includes but is not limited to an L2 switch or an in the cloud resource pool is used as an example . A VMM 
layer 3 switch . 55 runs on the host . The VMM abstracts hardware resources of 

Referring to FIG . 3B , FIG . 3B is a schematic diagram of the host as a resource pool using a virtualization technology , 
a connection between the network processing device 213 and provides the resource pool for multiple computing 
and the host 211 that are in FIG . 2B . In this embodiment , the instances ( i.e. , virtual machines or containers ) deployed on 
host 211 has an independent physical network interface card the host . When the host gets online , a cloud management 
214. The network processing device 213 and the host 211 are 60 platform allocates a management network IP address and a 
connected in a back - to - back connection ( i.e. , Network Traf- service network IP address to the host . The management 
fic Forwarded Back - to - Back ) manner . In the back - to - back network IP address of the host is used to receive or send a 
connection manner , when a quantity of network ports of the control command , and the service network IP address of the 
network processing device 213 is greater than a quantity of host is used to receive or send a data packet . 
network ports of the physical network interface card 214 , the 65 It should be noted that , in this step , the host may be 
network processing device 213 can provide a same quantity configured in a conventional technical manner . This is not 
of network ports as the host 211 does . All network ports of limited in the present disclosure . 
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Step S402 : The host and the network processing device Step S404 : Install , on the host , a network agent module of 
are networked and connected in a diversion mode , and the the network processing device such that the network pro 
host records a correspondence between a management net- cessing device can be connected to the cloud management 
work IP address of the host and a management network IP platform . 
address of the network processing device . The network agent module is configured to communicate 

The network processing device and the host may be with the cloud management platform . The network process 
connected using a PCI interface . The host may further ing device and the cloud management platform may com 
supply power to the network processing device using the municate with each other using an IP communications 
PCI interface . Certainly , the network processing device may protocol . The IP communications protocol includes but is 
also be powered by a power supply of the network process- not limited to the Remote Procedure Call Protocol ( RPC ) , 
ing device . The cloud management platform may allocate the SOCKET , the Hyper Text Transfer Protocol over Secure 
the management network IP address and a service network Socket Layer ( HTTPS ) , and the like . 
IP address to the network processing device . The IP Step S405 : A user client applies for a virtual machine 
addresses may be allocated dynamically using the DHCP login account . 
protocol , or may be allocated statically . The cloud manage- The login account is used to verify a user identity . The 
ment platform notifies the host of the management network user client may apply to the cloud management platform for 
IP address and the service network IP address that are the login account by means of registration . The cloud 
allocated to the network processing device . The host con- management platform allocates the login account to the user 
figures the management network IP address and the service 20 client according to a preset account generation rule . 
network IP address for the network processing device . The Step S406 : The user client sends , to the cloud manage 
host may record the correspondence between the manage- ment platform , a virtual machine creation request that carries 
ment network IP address of the network processing device resource configuration information . 
and the management network IP address of the host . The The virtual machine creation request is used to create a 
host notifies the cloud management platform of the corre- 25 virtual machine . The resource configuration information 
spondence . indicates a hardware resource parameter allocated to the 
The network processing device and the host are net to - be - created virtual machine . The resource configuration 

worked and connected in a preset diversion mode . Network information includes but is not limited to a core quantity of 
ing and connection manners are classified into a virtual port CPUs , frequency of a CPU , a size and a read / write speed of 
manner , a back - to - back connection manner , and a back - to- 30 a memory , a size and a read / write speed of a magnetic disk , 
back relaying manner . For a networking and connection and the like . In an example in this embodiment of the present 
manner between the network processing device and the host , disclosure , the computing instance is a virtual machine . A 
refer to the descriptions of FIG . 3A to FIG . 3C . Details are person skilled in the art may understand that this embodi 

ment of the present disclosure is also applicable when the not described herein again . 35 computing instance is a container . Step S403 : A cloud management platform records the Step S407 : The cloud management platform allocates a correspondence between the management network IP network address to a to - be - created virtual machine . 
address of the host and the management network IP address The network address is a network address of a virtual port 
of the network processing device , and subscribes to a virtual of the to - be - created virtual machine . The virtual port of the 
machine change event on the host . 40 virtual machine indicates a port of a virtual network inter 

The cloud management platform is connected to the host . face card of the virtual machine . One virtual network 
The cloud management platform allocates a network access interface card may have one or more virtual ports . The 
account to the host and performs network configuration on network address includes but is not limited to a MAC 
the host such that the host can access the Internet . The address and an IP address . 
network configuration includes but is not limited to domain 45 Step S408 : The cloud management platform sends the 
name system ( DNS ) configuration , gateway configuration , virtual machine creation request to the host , where the 
and operator configuration . The cloud management platform virtual machine creation request carries the resource con 
records the correspondence between the management net figuration information and the network address . 
work IP address of the host and the management network IP The network address is the network address allocated in 

address of the network processing device , and saves the 50 step S407 . 
It should be noted that a processing procedure of the correspondence . The correspondence obtained by the cloud virtual machine creation request in this step differs slightly management platform may be reported by the host . The 

cloud management platform subscribes to the virtual for different types of cloud resource pools . For example , for 
an ESXi host of VMWARE , the cloud management platform machine change event on the host . The virtual machine 55 sends the virtual machine creation request to the host using change event indicates an event that a status or configuration a VCENTER , for a resource pool of a KVM type , the cloud of a virtual machine on the host changes . The virtual management platform may directly send the virtual machine 

machine change event includes but is not limited to creating creation request to the host . 
a virtual machine , removing a virtual machine , reconfiguring Step S409 : The host creates the virtual machine according 
a network address of a virtual machine , and reconfiguring 60 to the resource configuration information , and creates a 
backup data of a virtual machine . When the status or the virtual port according to the network address . 
configuration of the virtual machine on the host changes , the The host creates the virtual machine on the host according 
virtual machine change event needs to be sent to the cloud to the resource configuration information . After successfully 
management platform such that a related parameter that is of creating the virtual machine , the host creates the virtual port 
the virtual machine and that is recorded by the cloud 65 of the virtual machine according to the network address . 
management platform keeps synchronous with that of the Step S410 : The host reports the virtual machine change 
host . event to the cloud management platform . 
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The virtual machine change event carries the management Step S414 : The cloud management platform queries , 
network IP address of the host , virtual port information of according to the management network IP address of the host , 
the virtual machine created in step S409 , and indication the management network IP address of the network process 
information indicating that the virtual machine is success- ing device associated with the host , obtains the network 
fully created . The virtual port information includes but is not 5 address of the virtual port of the virtual machine by means 
limited to a port identifier ( for example , a universally unique of parsing according to the reported virtual machine change 
identifier ( UUID ) ) and a network address ( for example , a event , and allocates VPC network information to the virtual 
MAC address and an IP address ) that are of the virtual port . machine . 

The cloud management platform stores the correspon The cloud management platform may further send virtual 
port online information to another host within a management 10 dence between the management network IP address of the 

host and the management network IP address of the network range . The other host may save the virtual port online 
information according to a requirement . Further , the man processing device . The cloud management platform finds 

the management network IP address of the associated net agement range may be one or more cloud resource pools work processing device according to the received manage managed by the cloud management platform . 15 ment network IP address of the host . The cloud management Step S411 : The cloud management platform allocates a platform obtains the network address of the virtual port of 
VLAN identifier to the virtual port of the virtual machine , the virtual machine by parsing according to the reported 
where different virtual ports on the host have different virtual machine change event . The cloud management plat 
VLAN identifiers . form allocates the VPC network information to the virtual 

The cloud management platform may record a VLAN 20 machine , and establishes association relationship 
identifier of a created virtual port on each host . When between the network address of the virtual port of the virtual 
allocating the VLAN identifier to the virtual port of the machine and the VPC network information . The VPC net 
virtual machine created in step S409 , the cloud management work information includes but is not limited to one or more 
platform needs to ensure that the allocated VLAN identifier of a DHCP rule , a port security rule , an L2 forwarding rule , 
is different from VLAN identifiers of all created virtual 25 an L3 routing rule , or a tunnel encapsulation rule . 
ports , that is , ensure that VLAN identifiers of all virtual ports Step S415 : The cloud management platform delivers the 
on the host are all different from each other . In this way , even VPC network information to the network processing device . 
if two virtual machines are connected to a same network Step S416 : The network processing device performs 
( located in a same host ) , different VLAN identifiers are related network configuration according to the received VPC 
allocated to virtual ports of the virtual machines . A virtual 30 network information . 
switch of the host has only an L2 capability . After different An operating system is installed on the network process 
VLAN identifiers are allocated to different virtual ports , the ing device . When the network processing device receives the 
different virtual ports are located in different VLANs . There- VPC network information sent by the cloud management 
fore , all data packets on the host can be transmitted using platform , the operating system of the network processing 
only an uplink port of an internally disposed virtual switch 35 device creates a corresponding virtual network element such 
such that the virtual switch forwards the data packet to the as a LINUX bridge , an open vswitch , or a NAMESPACE 
network processing device , thereby diverting a packet on the according to the VPC network information , and creates a 
host to the network processing device . corresponding virtual port for the virtual network element . It 

In a possible implementation , the cloud management should be noted that different virtual machines may have 
platform may allocate the VLAN identifier to the virtual port 40 different network feature requirements . The network pro 
of the virtual machine using the following method . The cessing device may further store a mapping relationship 
cloud management platform maintains a VLAN identifier between a network address of a virtual machine and allo 
resource pool , where the VLAN identifier resource pool cated VPC network information . 
stores VLAN identifiers within a specified value range , each Step S417 : The cloud management platform notifies a 
VLAN identifier has two states , an unused state and a used 45 network processing device within a management range of 
state , where the unused state indicates that the VLAN online information of the virtual port . 
identifier has not been allocated to any virtual port , and the The cloud management platform may notify the network 
used state indicates that the VLAN identifier has been processing device within the management range of the 
allocated to a virtual port of a virtual machine on the host , online information of the virtual port of the virtual machine 
and when needing to allocate a VLAN identifier to a virtual 50 created in step S409 . The management range may be one or 
port of a newly created virtual machine , the cloud manage- more cloud resource pools managed by the cloud manage 
ment platform obtains a VLAN identifier in the unused state ment platform . The online information carries the network 
from the VLAN identifier resource pool , and allocates the address of the virtual machine , the identifier ( i.e. , UUID ) of 
VLAN identifier to the virtual port . the virtual port of the virtual machine , and the service 

Step S412 : The cloud management platform notifies the 55 network IP address of the network processing device . The 
host of the VLAN identifier allocated to the virtual port of network processing device that receives the online informa 
the virtual machine . tion may store the online information according to a require 

Step S413 : The host configures the virtual port of the ment . 
virtual machine according to the received VLAN identifier . When receiving the online information of the virtual port , 
A virtual switch ( for example , a VSS or a VDS ) is 60 the network processing device within the management range 

deployed inside the host . Virtual ports of all virtual machines of the cloud management platform may store a correspon 
on the host are all connected to the virtual switch . In a dence between the network address of the virtual machine , 
possible implementation , the virtual machine may have the identifier ( i.e. , UUID ) of the virtual port of the virtual 
multiple virtual ports , and the multiple virtual ports of the machine , and the service network IP address of the network 
virtual machine form a port group . The host uses the 65 processing device on which the virtual machine is located . 
received VLAN identifier as a VLAN identifier of the port Step S418 : The host receives , using the virtual port , a data 
group . packet sent by the virtual machine . 
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The host receives the data packet from the virtual port of that sends the data packet are located on different hosts in a 
the virtual machine . The data packet carries a VLAN iden- same cloud resource pool , the network processing device 
tifier of a VLAN on which the virtual port of the virtual sends the processed data packet to the destination virtual 
machine is located , a source network address , and a desti- machine using a local switch . When a destination virtual 
nation network address . 5 machine and the virtual machine that sends the data packet 

Step S419 : The host redirects the data packet to the are located on hosts in different cloud resource pools , the 
network processing device . network processing device performs tunnel encapsulation on 

The data packet sent by the virtual machine carries the the data packet , and then sends the encapsulated data packet 
VLAN identifier . Virtual ports of virtual machines on the to the destination virtual machine using a public network . 
host have different VLAN identifiers , and are isolated from 10 It should be noted that the cloud resource pool in this 
each other . When the virtual switch on the host receives the embodiment may be a HYPER - V cloud resource pool , a 
data packet , the virtual switch broadcasts the data packet VMWARE cloud resource pool , a XEN cloud resource pool , 
according to the VLAN identifier . The data packet is or a KVM cloud resource pool . When the cloud resource 
diverted to the network processing device using the uplink pool is a VMWARE cloud resource pool , a VCENTER 
port . 15 server is further deployed in the VMWARE cloud resource 
When the network processing device and the host are pool . In this way , some functions of the host need to be 

connected in the virtual port manner , the network processing offloaded onto the VCENTER server for execution . The 
device is a physical network interface card for the host , the VCENTER server is mainly configured to manage all opera 
virtual machine sends the data packet from the correspond- tions such as creating , canceling , configuring , migrating , and 
ing virtual port , and the virtual switch receives the data 20 backing up a virtual machine deployed on the host in the 
packet and sends the data packet to the network processing VMWare cloud resource pool , add the host to the manage 
device by means of broadcasting . ment network and the service network , allocate the man 
When the network processing device and the host are agement network IP address and the service network IP 

connected in the back - to - back connection manner , the vir- address to the host , and allocate the management network IP 
tual machine sends the data packet from the corresponding 25 address and the service network IP address to the network 
virtual port , the virtual switch sends the data packet to a processing device , and report the correspondence between 
physical network interface card by broadcasting , and the the management network IP address of the host and the 
physical network interface card forwards the data packet to management network IP address of the network processing 
the network processing device . device to the cloud management platform . The VCENTER 
When the network processing device and the host are 30 server determines a distribution status of hardware resources 

connected in the back - to - back relaying manner , the virtual on hosts in the cloud resource pool , selects a host that 
machine sends the data packet from the corresponding matches the resource configuration information , and creates 
virtual port , the virtual switch sends the data packet to a a virtual machine on the host according to the resource 
physical network interface card by broadcasting , and the configuration information . After the virtual machine is suc 
physical network interface card forwards the data packet to 35 cessfully created , the host creates a virtual port of the virtual 
the network processing device by relaying performed by a machine according to a network address . 
switching device . When computing instances in two cloud resource pools of 

Step S420 : The network processing device receives the different types communicate with each other , the two cloud 
data packet , and processes the data packet according to the resource pools may provide different VPC network features . 
VPC network information corresponding to the virtual 40 To implement interworking and interconnection of traffic of 
machine . computing instances in different cloud resource pools , a 

The network processing device receives the data packet , dedicated virtual processing network element is usually 
peels off the VLAN identifier carried in the data packet , and created on a host in other approaches . The host diverts the 
obtains the source network address and the destination traffic of the computing instances to the dedicated virtual 
network address that are carried in the data packet . The 45 processing network element for network feature processing 
network processing device determines the source network in order to implement different VPC network features . A 
address and the VPC network information that is associated VMWARE cloud resource pool is used as an example . Each 
with a source virtual machine of the data packet , and ESXi host creates and starts a dedicated virtual machine . A 
processes the data packet according to the determined VPC VDS / VSS diverts traffic of another virtual machine on the 
network information . Further , the data packet may be pro- 50 ESXi host to a dedicated virtual processing network element 
cessed by the virtual network element ( for example , a for packet processing in order to provide a VPC network 
LINUX bridge , a NAMESPACE , or an Open vSwitch ) of the feature such as DHCP , NAT , or Vxlan encapsulation . How 
network processing device to implement VPC network ever , in the foregoing implementation , a hardware resource 
features such as a security group , port security . L2 forward- of the host is consumed in creating and starting the virtual 
ing , distributed routing . DHCP , network address translation 55 processing network element , and the virtual processing 
( NAT ) , policy - based routing , and virtual extensible local network element encounters performance bottleneck , caus 
area network ( Vxlan ) tunnel or generic routing encapsula- ing high optimization costs . Traffic of virtual machines on a 
tion ( GRE ) tunnel encapsulation . The network processing same host is isolated , and consequently , some VPC network 
device determines the associated virtual network element features ( for example , a security group ) cannot take effect . 
according to the source network address of the data packet , 60 An embodiment provides a cloud computing system to 
and the associated virtual network element performs net- implement interworking between cloud resources of differ 
work function processing on the data packet . ent types . Referring to FIG . 1 , a structure and a working 
When a destination virtual machine of the data packet and process of the cloud computing system in this embodiment 

the source virtual machine that sends the data packet are are described . In this embodiment , a first computing instance 
located on a same host , the network processing device 65 and a second computing instance are located on different 
returns the processed data packet to the host . When a hosts . It is assumed that a host 111 is a first server , the first 
destination virtual machine and the source virtual machine computing instance is deployed on the first server , and the 
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host 111 is associated with a network processing device first computing instance , refer to the process in which the 
1111 , and that a host 1m1 is a second server , the second first computing instance sends the data packet to the second 
computing instance is deployed on the second server , and the computing instance . Details are not described herein . 
host 1ml is associated with a network processing device In the foregoing embodiments , a data packet between any 
1m11 . The working process of the cloud computing system 5 two computing instances needs to be diverted to a network 
provided in this application includes that the first computing processing device , and the network processing device per 
instance on the first server generates a data packet , where the forms VPC network feature processing according to VPC 
data packet carries a source network address and a destina- network information . In this way , complete VPC network 
tion network address , the source network address is a features may be provided for different types of cloud 
network address of the first computing instance , the desti- 10 resource pools , the network processing device does not need 
nation network address is a network address of the second to occupy a hardware resource of a host , and utilization of 
computing instance , both the source network address and the a hardware resource pool in a cloud resource pool is 
destination network address may be an IP address and / or a improved . 
MAC address , and the IP address is a service network IP Further , referring to FIG . 5A and FIG . 5B , FIG . 5A and 
address . The first server and the second server may be 15 FIG . 5B are a schematic flowchart of a data packet process 
located in different cloud resource pools , the first server is ing method according to an embodiment of the present 
connected to the network processing device 1111 ( i.e. , a first disclosure . In this embodiment of the present disclosure , a 
network processing device ) , and the second server is con- first virtual machine is deployed on a first host , and the first 
nected to the network processing device 1m11 ( i.e. , a second host is connected to a first network processing device in a 
network processing device ) . The first server pre - stores 20 diversion mode . A second virtual machine is deployed on a 
VLAN configuration information , and the VLAN configu- second host , the second host is connected to a second 
ration information indicates that a virtual port of each network processing device in a diversion mode , and a virtual 
computing instance deployed on the first server has a switch is further deployed in the first host and the second 
different VLAN identifier . The first server redirects the data host to route and forward packets of the virtual machines . 
packet to the associated first network processing device 25 For a specific connection manner , refer to the descriptions of 
according to the preset VLAN configuration information . FIG . 3A to FIG . 3C . The data packet processing method in 
The first network processing device receives the data packet , this embodiment is described below using a process of 
obtains the source network address carried in the data communication between the first virtual machine and the 
packet , and queries , according to a preset mapping relation- second virtual machine as an example , and includes the 
ship , first VPC network information associated with the 30 following steps . 
source network address . The first VPC network information Step S501 : The first virtual machine sends a data packet 
is VPC network information preconfigured for the first to a virtual switch . 
computing instance . The first network processing device The first virtual machine sends the data packet to the 
performs related processing on the data packet according to virtual switch using a virtual port . The data packet carries an 
the first VPC network information . The first VPC network 35 IP address ( a source IP address ) of the first virtual machine , 
information includes but is not limited to one or more of a a MAC address ( a source MAC address ) of the first virtual 
DHCP rule , a port security rule , an L2 forwarding rule , an machine , an IP address ( a destination IP address ) of the 
L3 routing rule , or a tunnel encapsulation rule . When the second virtual machine , and a MAC address ( a destination 
first network processing device determines , according to the MAC address ) of the second virtual machine . Both the 
destination network address ( for example , a destination IP 40 source IP address and the destination IP address are service 
address and a destination MAC address ) carried in the data network IP addresses . 
packet , that the first computing instance and the second Step S502 : The virtual switch adds a VLAN identifier to 
computing instances are located on different hosts , the first the data packet according to a VLAN of the first virtual 
network processing device sends the processed data packet machine . 
to a switching device . According to the destination network 45 The virtual switch determines , according to a virtual port 
address carried in the data packet , the switching device that receives the data packet , the VLAN to which the first 
performs L2 forwarding or L3 routing to transmit the data virtual machine belongs , and adds the VLAN identifier of 
packet to the second network processing device . The second the VLAN to the data packet . 
network processing device queries , according to a preset Step S503 : The virtual switch sends the data packet to the 
mapping relationship , second VPC network information 50 first network processing device . 
associated with the destination network address . The second VLAN identifiers of virtual ports of all virtual machines 
VPC network information is VPC network information on the first host are preset to be different from each other . 
preconfigured for the second computing instance . The sec- Therefore , all the virtual machines on the first host are 
ond network processing device processes the received data isolated from each other . 
packet according to the second VPC network information , 55 When the first network processing device and the first 
and then sends the processed data packet to the second host are connected in a virtual port manner , the first network 
server . The second server sends the data packet to the second processing device is a physical network interface card for 
computing instance using a virtual port corresponding to the the first host . The first virtual machine sends the data packet 
second computing instance . using a corresponding virtual port , and the virtual switch on 
The second computing instance generates a response data 60 the first host receives the data packet and sends the data 

packet according to the data packet . The response data packet to the first network processing device by means of 
packet carries a source network address and a destination broadcasting 
network address , the source network address is the network When the first network processing device and the first 
address of the second computing instance , and the destina- host are connected in a back - to - back connection manner , the 
tion network address is the network address of the first 65 first virtual machine sends the data packet using a corre 
computing instance . For a process in which the second sponding virtual port . The virtual switch on the first host 
computing instance returns the response data packet to the sends the data packet to a physical network interface card by 

a 

a 

a 



2 

US 11,190,375 B2 
21 22 

means of broadcasting , and the physical network interface the response data packet to the first virtual machine , refer to 
card forwards the data packet to the first network processing the descriptions of steps S501 to S512 . Details are not 
device . described herein . 
When the first network processing device and the first The embodiment shown in FIG . 5A and FIG . 5B discloses 

host are connected in a back - to - back relaying manner , the 5 a process of transmitting a data packet between two virtual 
first virtual machine sends the data packet using a corre machines . In the foregoing process , VPC network feature 
sponding virtual port . The virtual switch on the first host processing of a data packet is performed by a network 
sends the data packet to a physical network interface card by processing device , and the network processing device 
means of broadcasting , and the physical network interface ensures irrelevancy between a VPC network feature and a 

10 cloud resource pool type . card forwards the data packet to the first network processing Referring to FIG . 6 , FIG . 6 is a schematic diagram of a device by means of relaying performed by a top of rack 
( TOR ) . hardware structure of a host 6 according to an embodiment 

of the present disclosure . The host 6 shown in FIG . 6 Step S504 : The first network processing device removes includes a first processor 611 , a first memory 612 , a first the VLAN identifier carried in the data packet , processes the 15 communications interface 613 , and a network processing data packet according to preconfigured first VPC network device 62. The network processing device 62 includes a information . The first network processing device determines second processor 621 , a second memory 622 , and a second 
whether a to - be - accessed virtual machine is located on a communications interface 623. The first communications 
same host . If the to - be - accessed virtual machine is not interface 613 and the second communications interface 623 
located on a same host , the first network processing device 20 are configured to transmit service data and a control com 
performs tunnel encapsulation on the data packet . mand . The first communications interface 613 and the 

The first network processing device receives , using a second communications interface 623 are of a same inter 
service network port , the data packet that carries the VLAN face type . The first communications interface 613 and the 
identifier , peels off the VLAN identifier in the data packet , second communications interface 623 may be any one of a 
obtains the source network address ( the IP address and / or the 25 PCI interface , a USB interface , or a SATA interface . There 
MAC address of the first virtual machine ) carried in the data may be one or more first processors 611 and second pro 
packet , and queries , according to a preset mapping relation- cessors 621. The first processor 611 and the second proces 
ship , the first VPC network information associated with the sor 621 may be single - core processors or multi - core pro 
source network address . The first network processing device cessors . In some embodiments of the present disclosure , the 
processes the data packet according to the preconfigured first 30 first processor 611 , the first memory 612 , and the first 
VPC network information . The first network processing communications interface 613 may be connected using a bus 

system or in another manner , and the second processor 621 , device performs tunnel encapsulation on the processed data the second memory 622 , and the second communications packet to generate a tunnel packet . interface 623 may be connected using a bus system or in Step S505 : The first network processing device performs 35 another manner . L2 / L3 forwarding to forward a tunnel packet to a TOR Multiple computing instances run on the host 6. VLAN adjacent to the first host . identifiers are configured for virtual ports of the multiple Step S506 : A TOR access / convergence / core switch per computing instances , and the VLAN identifiers of the virtual 
forms L2 / L3 forwarding based on a packet header of the ports of the computing instances are different from each 
tunnel packet . 40 other . The first memory 612 and the second memory 622 

Step S507 : The TOR performs L2 / L3 forwarding accord- store instructions . The first processor 611 executes an 
ing to the packet header of the tunnel packet to forward the instruction in the first memory 612 to implement a function 
tunnel packet to the second network processing device . of a computing instance running on the host 6. The first 

Step S508 : The second network processing device decap- processor 611 executes an instruction in the first memory 
sulates the tunnel packet to obtain the data packet , and 45 612 to implement a function of a virtual switch running on 
processes the data packet according to the preset second the host 6. The second processor 621 is configured to 
VPC network information . execute an instruction in the second memory 622 to imple 

The second network processing device obtains the desti- ment network function processing on a data packet sent by 
nation network address ( the IP address and / or the MAC the computing instance . 
address of the second virtual machine ) carried in the data 50 The second processor 621 is configured to execute an 
packet , queries , according to a preset mapping relationship , instruction in the second memory 622 to perform the step of 
the second VPC network information associated with the receiving VPC network information that is of the computing 
destination network address , and processes the data packet instance running on the host 6 and that is sent by a cloud 
according to the second VPC network information . management platform . 

Step S509 : The second network processing device for- 55 The first processor 611 is configured to execute an instruc 
wards the processed data packet to the second host . tion in the first memory 612 to perform the step of sending 

Step S510 : The second host sends the received data packet a data packet using a virtual port of the first processor 611 , 
to a virtual switch . where the data packet carries a network address of the 

Step S511 : The virtual switch performs L2 forwarding computing instance and a VLAN identifier of the virtual port 
according to a MAC address of the second virtual machine 60 that sends the data packet . 
to forward the data packet to a virtual port of the second The first processor 611 is configured to execute an instruc 
virtual machine . tion in the first memory 612 to perform the step of sending 

Step S512 : The second virtual machine receives the data the data packet according to the VLAN identifier , and 
packet . routing the data packet to the network processing device . 

It should be noted that the second virtual machine gen- 65 The second processor 621 is configured to execute an 
erates a response data packet according to the data packet . instruction in the second memory 622 to perform the steps 
For a process in which the second virtual machine returns of receiving the data packet , determining the VPC network 
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information of the computing instance according to the The invention claimed is : 
network address of the computing instance , performing 1. A cloud computing system , comprising : 
network function processing on the data packet , and sending a host comprising a peripheral component interconnect 
the data packet . ( PCI ) / PCI Express ( PCIe ) bus ; 

In a possible implementation , the second processor 621 is 5 a network processing device , wherein the network pro 
configured to execute an instruction in the second memory cessing device is a physical device connected to the 
622 to perform the step of receiving online information sent host using the PCI / PCIe bus , wherein the host and the 
by the cloud management platform , where the online infor- network processing device form a physical server , and 
mation includes a service network IP address of another wherein the host is configured to : 
network processing device and a network address of a 10 communicate with other hosts in the cloud computing 
computing instance corresponding to the other network system using the network processing device ; and 
processing device . run a plurality of computing instances on the host ; and 

In a possible implementation , the second processor 621 is a cloud management platform configured to send virtual 
configured to execute an instruction in the second memory private cloud ( VPC ) network information of the plu 
622 to perform the steps of determining , according to a 15 rality of computing instances to the network processing 
destination network address of the data packet , a service device , 
network IP address of a network processing device corre- wherein the network processing device is configured to : 
sponding to a destination computing instance of the data receive a data packet from a computing instance of the 
packet , establishing a tunnel between the network process plurality of computing instances ; 
ing device and the network processing device corresponding 20 perform network function processing on the data packet 
to the destination computing instance of the data packet , and based on at least a part of the VPC network infor 
sending the data packet using the established tunnel . mation ; and 

In a possible implementation , the second processor 621 is send the data packet . 
configured to execute an instruction in the second memory 2. The cloud computing system according to claim 1 , 
622 to perform the step of creating , according to the received 25 wherein the cloud management platform is configured to 
VPC network information , a virtual network element that send the VPC network information based on a correspon 
provides a network processing function for the computing dence between a management network Internet Protocol ( IP ) 
instance . address of the host and a management network IP address of 

That the second processor 621 is configured to execute an the network processing device . 
instruction in the second memory 622 to determine the VPC 30 3. The cloud computing system according to claim 2 , 
network information of the computing instance according to wherein the network processing device is further configured 
the network address of the computing instance , and perform to create , according to the VPC network information , a 
network function processing on the data packet includes virtual network element that provides a network processing 
determining , according to a source network address of the function for the computing instance . 
data packet , the virtual network element corresponding to 35 4. The cloud computing system according to claim 1 , 
the computing instance such that the determined virtual wherein virtual local area network ( VLAN ) identifiers are 
network element provides the network processing function configured for virtual ports of the plurality of computing 
for the computing instance . instances , and wherein the VLAN identifiers of the virtual 

In summary , the host diverts the data packet of the ports are different from each other . 
computing instance to the network processing device , and 40 5. The cloud computing system according to claim 4 , 
the network processing device performs corresponding pro- wherein the host further comprises a virtual switch config 
cessing on the data packet according to the preconfigured ured to : 
VPC network information . The network processing device receive the data packet from the computing instance ; and 
implements complete VPC network feature processing , and send the data packet to the network processing device 
may add or remove a VPC network feature of the computing 45 based on a VLAN identifier carried in the data packet . 
instance according to a requirement in order to facilitate 6. The cloud computing system according to claim 1 , 
VPC network feature management of the computing wherein the network processing device is further configured 
instance and reduce costs of deploying a cloud resource to receive online information from the cloud management 
pool . platform , and wherein the online information comprises a 
A person of ordinary skill in the art may understand that 50 service network Internet Protocol ( IP ) address of another 

all or some of the processes of the methods in the embodi- network processing device and a network address of another 
ments may be implemented by a computer program instruct- computing instance running on another host coupled to the 
ing relevant hardware . The program may be stored in a other network processing device . 
computer readable storage medium . When the program runs , 7. The cloud computing system according to claim 1 , 
the processes of the methods in the embodiments are per- 55 further comprising : 
formed . The foregoing storage medium includes any a destination host of the data packet , wherein a destination 
medium that can store program code , such as a read - only computing instance of the data packet runs on the 
memory ( ROM ) , a random access memory ( RAM ) , a mag destination host ; and 
netic disk , or an optical disc . a destination network processing device of the destination 
What is disclosed above is merely example embodiments 60 host configured to : 

of the present disclosure , and certainly is not intended to receive the data packet ; 
limit the protection scope of the present disclosure . A person perform additional network function processing on the 
of ordinary skill in the art may understand that all or some data packet according to additional VPC network 
of processes that implement the foregoing embodiments and information of the destination computing instance ; 
equivalent modifications made in accordance with the 65 and 
claims of the present disclosure shall fall within the scope of send the data packet to the destination computing 
the present disclosure . instance . 

a 

a 



US 11,190,375 B2 
25 26 

8. The cloud computing system according to claim 1 , 15. The method according to claim 11 , further compris 
wherein the cloud management platform is further config- ing : 
ured to send an instance creation request to the host , wherein receiving , by the host , an instance creation request from 
the instance creation request carries resource configuration the cloud management platform , wherein the instance 
information and a network address of the computing 5 creation request carries resource configuration infor 
instance . mation and a network address of the computing 9. The cloud computing system of claim 8 , wherein the instance ; host is further configured to : creating , by the host , the computing instance and a virtual create the computing instance and a virtual port of the port of the computing instance according to the computing instance according to the resource configu- 10 resource configuration information and the network ration information and the network address of the address of the computing instance ; and computing instance ; and returning , by the host to the cloud management platform , return , to the cloud management platform , an indication 

message indicating that the computing instance is suc an indication message indicating that the computing 
cessfully created , wherein the indication message car- 15 instance is successfully created . 
ries a management network Internet Protocol ( IP ) 16. The data packet processing method according to claim 
address of the host and the network address of the 15 , wherein the indication message carries a management 
computing instance . network Internet Protocol ( IP ) address of the host and the 

10. The cloud computing system of claim 9 , wherein the network address of the computing instance , and wherein a 
cloud management platform is further configured to allocate 20 virtual local area network ( VLAN ) identifier of the virtual 
a virtual local area network ( VLAN ) identifier to the virtual port of the computing instance is different from VLAN 
port of the computing instance , and wherein the VLAN identifiers of any existing virtual ports on the host . 
identifier is different from VLAN identifiers of any existing 17. The data packet processing method according to claim 
virtual ports on the host . 11 , further comprising creating , by the network processing 

11. A data packet processing method applied to a cloud 25 device according to the VPC network information , a virtual computing system comprising a cloud management plat network element that provides a network processing func 
form , a network processing device and a host , wherein the tion for the computing instance . 
network processing device is a physical device and con- 18. A host , comprising : 
nected to the host using a peripheral component interconnect a first processor ; ( PCI ) / PCI Express ( PCIe ) bus , wherein the host and the 30 a first memory coupled to the first processor ; and network processing device form a physical server , and 
wherein the data packet processing method comprises : a network processing device coupled to the first processor 

and the first memory , wherein the network processing receiving , by a network processing device , virtual private device is a physical device connected to the first cloud ( VPC ) network information of computing 
instances running on the host from the cloud manage- 35 processor via a communication interface of the host 
ment platform , wherein the network processing device using a peripheral component interconnect ( PCI ) / PCI 
is connected to the host using a peripheral component Express ( PCIe ) bus , wherein the host communicates 
interconnect ( PCI ) bus , and wherein the host commu with other hosts in a cloud computing system using the 
nicates with other hosts in the cloud computing system network processing device , and wherein the network 
using the network processing device ; processing device comprises : 

receiving , by the network processing device , a data packet a second processor ; and 
from a computing instance running on the host ; a second memory coupled to the second processor , 

performing , by the network processing device , network wherein a plurality of computing instances run on the 
function processing on the data packet based on at least host , wherein the first memory and the second 
a part of the VPC network information ; and memory are configured to store instructions , wherein 

sending , by the network processing device , the data an instruction in the second memory causes the 
packet . second processor to : 

12. The data packet processing method according to claim receive virtual private cloud ( VPC ) network informa 
11 , wherein virtual local area network ( VLAN ) identifiers tion of the plurality of computing instances from a are configured for virtual ports of the computing instances , 50 cloud management platform ; and wherein the VLAN identifiers of the virtual ports are receive a data packet from a computing instance run different from each other . ning on the host ; 13. The data packet processing method according to claim 
12 , further comprising : perform network function processing on the data packet 

based on at least a part of the VPC network infor receiving , by a virtual switch of the host , the data packet 55 mation ; and from the computing instance ; and send the data packet . sending , by the virtual switch , the data packet to the 
network processing device based on a VLAN identifier 19. The host according to the claim 18 , wherein the first 
carried in the data packet . processor is configured to : 

14. The data packet processing method according to claim 60 execute a first instruction in the first memory to imple 
11 , further comprising receiving , by the network processing ment a first function of the computing instance running 
device , online information from the cloud management on the host ; and 
platform , and wherein the online information comprises a execute a second instruction in the first memory to 
service network Internet Protocol ( IP ) address of another implement a second function of a virtual switch run 
network processing device and a network address of another 65 ning on the host . 
computing instance running on another host coupled to the 20. The host according to the claim 18 , wherein virtual 
other network processing device . local area network ( VLAN ) identifiers are configured for 
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virtual ports of the plurality of computing instances , and 
wherein the VLAN identifiers of the virtual ports are dif 
ferent from each other . 


