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PLATFORM-AGNOSTIC MESSAGE RELAY
SERVICE FOR OUTBOUND MESSAGES

BACKGROUND

[0001] Complexities of a messaging system may make it
difficult for other software to integrate with the system.
These and other high barriers to entry may increase the
likelihood of security vulnerabilities and software defects,
and may also cause computing resources to be underutilized
or wasted. Finally, there may be increased software devel-
opment costs and development delays as a result of such
issues.

[0002] It is with respect to these and other general con-
siderations that the aspects disclosed herein have been made.
Also, although relatively specific problems may be dis-
cussed, it should be understood that the examples should not
be limited to solving the specific problems identified in the
background or elsewhere in this disclosure.

SUMMARY

[0003] Examples of the present disclosure provide a mes-
sage relay service with which a client device and/or appli-
cation is able to message recipient addresses associated with
a messaging system without handling specific implementa-
tion details of the messaging system. The message relay
service provides an application programming interface
(API) that enables the client device/application to send and
receive messages. When inbound messages are received, the
message relay service may provide a push notification for
the inbound message and/or may store the message in a data
store for later access.

[0004] Inexamples, a customer is associated with a source
address or a group of source addresses (such as phone
numbers) from which to send messages. The group of source
addresses is associated with a group identifier, such that, if
the client uses the group identifier, one source address is
selected from the group of source addresses and used to send
a message accordingly. In some examples, the message relay
service determines that a messaging gateway need not be
used to message a recipient address, and transmits the
message without use of the messaging gateway. The mes-
sage relay service may interface with multiple messaging
systems, such that the same API can be used to send
messages to recipient addresses across different messaging
systems.

[0005] This Summary is provided to introduce a selection
of concepts in a simplified form that are further described
below in the Detailed Description. This Summary is not
intended to identify key features or essential features of the
claimed subject matter, nor is it intended to be used to limit
the scope of the claimed subject matter. Additional aspects,
features, and/or advantages of examples will be set forth in
part in the description which follows and, in part, will be
apparent from the description, or may be learned by practice
of the disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] Non-limiting and non-exhaustive examples are
described with reference to the following figures.

[0007] FIG. 1A illustrates an overview of an example
system for a message relay service according to aspects
described herein.
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[0008] FIG. 1B illustrates an overview of an example
message processing engine in a message relay service.
[0009] FIG. 2 illustrates an overview of an example
method for processing an inbound message by a message
relay service.

[0010] FIG. 3 illustrates an overview of an example
method for processing an outbound message by a message
relay service.

[0011] FIG. 4 illustrates an example of a suitable operating
environment in which one or more of the present embodi-
ments may be implemented.

[0012] FIG. 5A illustrates an overview of another example
system for a message relay service processing an inbound
message according to aspects described herein.

[0013] FIG. 5B illustrates an overview of another example
system for a message relay service processing an outbound
message according to aspects described herein.

[0014] FIG. 6A illustrates an overview of an example
communication flow for processing an inbound message
according to aspects of the present disclosure.

[0015] FIG. 6B illustrates an overview of an example
communication flow for processing an outbound message
according to aspects of the present disclosure.

DETAILED DESCRIPTION

[0016] Inthe following detailed description, references are
made to the accompanying drawings that form a part hereof,
and in which are shown by way of illustrations specific
embodiments or examples. These aspects may be combined,
other aspects may be utilized, and structural changes may be
made without departing from the present disclosure.
Embodiments may be practiced as methods, systems or
devices. Accordingly, embodiments may take the form of a
hardware implementation, an entirely software implemen-
tation, or an implementation combining software and hard-
ware aspects. The following detailed description is therefore
not to be taken in a limiting sense, and the scope of the
present disclosure is defined by the appended claims and
their equivalents.

[0017] In order to use a messaging system to send and
receive messages, a certain amount of technical understand-
ing may be required to develop and maintain software that
uses the messaging system accordingly. However, develop-
ing software that is properly integrated with the messaging
system is difficult, especially in view of potential changes or
updates to the messaging system, or when attempting to
integrate the software with multiple messaging systems. As
a result, it may be costly to develop software that is free
from, or otherwise minimizes, security vulnerabilities and
software defects. Further, the resulting software may use
computing resources inefficiently.

[0018] Accordingly, aspects of the present disclosure
relate to a message relay service that enables a client of a
customer to transmit messages via a messaging system
without integrating with the underlying messaging system.
Further, the client may use the message relay service to
communicate using a variety of messaging systems. Thus,
the message relay service provides a layer of abstraction
between technical-implementation details of one or more
messaging systems and the ability of a customer and its
associated clients to transmit messages using such systems.
[0019] Inexamples, the message relay service provides an
application programming interface (API) that clients use to
send and/or receive messages via one or more messaging
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systems. As used herein, a “client” is a client application
executed by a client device unless otherwise specifically
described. As an example, the API conforms to the repre-
sentational state transfer (REST) architecture and uses
hypertext transfer protocol (HTTP) requests to transmit
commands and information. For example, the client com-
municates with the message relay service using HTTP
requests (e.g., to send outbound messages, to update the
configuration of the message relay service, etc) Similarly,
the client may implement a REST service, such that the
message relay service is able to communicate with the client
(e.g., to provide a push notification regarding an inbound
message or a read receipt or other status indication for an
outbound message, etc.). While an example API is described
herein as implementing REST and HTTP, it will be appre-
ciated that alternative APIs may be implemented using any
of a variety of other technologies.

[0020] Example messaging systems include, but are not
limited to, a short message service (SMS), a multimedia
message service (MMS), rich communication services
(RCS), FACEBOOK MESSENGER, WHATSAPP, and
WECHAT. A message comprises a source address, a recipi-
ent address, and a message body. In some examples, the
message further comprises a subject and/or an attachment,
among other fields. As used herein, a source or recipient
address may be a telephone number (e.g., a short code, a
long code, a toll-free number, etc.), a username, or an email
address, among other examples. Thus, a request to send an
outbound message comprises a source address and a recipi-
ent address, indicating that the message is to be sent from the
source address to the recipient address. In some examples,
rather than specifying a source address, a group identifier is
used in the request to send an outbound message. The group
identifier is associated with a set of source addresses, such
that one source address is selected from the set at random
and is then used as the source address from which the
message is sent to the recipient address. It will be appreci-
ated that other techniques may be used to select the source
address from the set. In some instances, the selected source
address is associated with the recipient address in a data
store, such that the same source address is used to commu-
nicate with the recipient address in the future. As another
example, an indication as to which address of the set of
addresses was used to message the recipient address may be
generated and provided from the message relay service to
the client (e.g., as part of a response to the request to transmit
the outbound message, as a separate indication, or other-
wise).

[0021] A customer record may be stored for each customer
of the message relay service. In examples, the customer
record comprises authentication information (e.g., a user-
name, a password, an OAuth token, etc.), billing information
(e.g., a billing address, a bank account or credit card, etc.),
configuration information (e.g., one or more source
addresses from which to send messages, whether to send
push notifications on inbound messages, a uniform resource
locator (URL) at which to direct push notifications, whether
to store messages in a data store, etc.), and/or permissions
information (e.g., whether the customer is authorized for
international messaging, a maximum rate at which the
customer can send or receive messages, etc.).

[0022] FIG. 1A illustrates an overview of an example
system 100 for a message relay service according to aspects
described herein. As illustrated, system 100 comprises client
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device 102, message relay service 104, messaging gateways
106 and 120, and messaging devices 108, 110, and 122. In
examples, elements 102-110 and 120-122 communicate
using one or more networks, including, but not limited to, a
local area network, a wide area network, and/or the Internet.
Client device 102 is associated with a customer of message
relay service 104 and may be any of a variety of computing
devices, including, but not limited to, a mobile computing
device, a tablet computing device, a laptop computing
device, or a desktop computing device. Similarly, messaging
devices 108, 110, and 122 may be any of a variety of
computing devices.

[0023] Messaging gateway 106 transmits messages to and
from messaging devices 108 and 110 via a messaging
system, each of which is associated with one or more
recipient addresses. Similarly, messaging gateway 120
transmits messages to and from messaging device 122
according to a recipient address associated with messaging
device 122. In examples, messaging devices 108 and 110
each have an associated telephone number and messaging
gateway 106 is an SMS hub provider (e.g., Syniverse®,
SAP®, etc.), such that SMS messages are transmitted to and
from messaging devices 108 and 110 via messaging gateway
106. As an example, messaging gateway 106 and/or mes-
saging gateway 120 provide an API to send and receive
messages via its respective messaging system. As another
example, messaging gateway 106 and/or messaging gateway
120 may operate according to a specification or protocol that
defines how to send and receive messages via its messaging
system. Thus, messaging gateways 106 and 120 each rep-
resent different messaging systems and may operate accord-
ing to the same, similar, or different APIs, protocols, and/or
specifications.

[0024] As illustrated, message relay service 104 enables
client device 102 to transmit messages via messaging gate-
ways 106 and 120 to messaging devices 108, 110, and/or 122
without specifically implementing an API or specification of
messaging gateways 106 and 120. Rather, client device 102
communicates with application programming interface 112
of message relay service 104, which may conform to the
REST architecture and use HTTP requests as described
above, among other examples. Client device 102 may com-
prise a REST service. Accordingly, application program-
ming interface 112 receives requests from and sends
requests to client device 102, thereby enabling client device
102 to send and receive messages, respectively, via messag-
ing gateway 106 and/or messaging gateway 120. Applica-
tion programming interface 112 communicates with mes-
sage processing engine 114 to transmit messages.
Accordingly, message processing engine 114 may determine
which messaging gateway 106 or 120 is responsible for a
given recipient address and uses the determined messaging
gateway accordingly. In some examples, a different source
address may be associated with each messaging gateway,
such that the source address is dynamically selected accord-
ing to which messaging gateway is used. In other examples,
a single source address may be used to transmit messages in
a variety of different messaging systems. Further, each
message may be of a different type. For example, a single
toll-free number source address may be used to transmit
SMS messages, voice messages, and email messages via
their respective messaging systems, among other examples.
It will be appreciated that while examples are discussed
below with respect to messaging gateway 106 and its
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associated messaging devices 108 and 110, similar tech-
niques are applicable to messaging gateway 120 and mes-
saging device 122.

[0025] In examples, message processing engine 114 veri-
fies that inbound and outbound messages are associated with
a customer, generates a request to messaging gateway 106
based on a received request to transmit a message from a
source address to a recipient address (e.g., as may be
received from client device 102 via application program-
ming interface 112), and processes an inbound message
(e.g., as may be received via messaging gateway 106 from
a source address to a recipient address associated with a
customer of message relay service 104).

[0026] As an example, message processing engine 114
processes the inbound message to verify that the inbound
message is associated with a customer of message relay
service 104 (e.g., based on determining that the recipient
address is associated with the customer). Message process-
ing engine 114 further determines whether the message
should be stored in data store 116 and/or used to generate a
push notification that is provided to client device 102. The
determination may comprise evaluating a customer record,
which may be stored by data store 116. If it is determined
that a push notification should be generated for the inbound
message, the push notification is generated based on the
inbound message and comprises at least the source address
and a part of the message body. A callback URL for a REST
service of client device 102 is determined, which is then
used to deliver the push notification to client device 102
accordingly. Access to messages in data store 116 may be
provided via a website or a client application, among other
examples.

[0027] As another example, message processing engine
114 processes a request to transmit an outbound message to
a recipient address (e.g., as may be received from client
device 102 via application programming interface 112). In
some examples, the request is verified to determine that the
request is from a customer of message relay service 104 and
that it conforms to permission associated with the customer.
For example, the verification may comprise determining
whether the customer is permitted to message a domestic or
international recipient address, or whether the customer has
exceeded their maximum transmission rate, among other
examples. The request may comprise a source address
and/or a group identifier. In examples where the request
comprises a group identifier, a set of addresses associated
with the customer is identified (e.g., as may be stored in a
customer record by data store 116) and used to select a
source address from which to send the message, as described
above. The selected source address may be communicated
back to the client device (e.g., as part of a message delivery
status indication, as a separate indication, etc.).

[0028] In some examples, message processing engine 114
determines whether the recipient address is an address to
which message relay service 104 is able to deliver directly
(e.g., without messaging gateway 106). As an example, this
may be the case if message relay service 104 is associated
with a carrier that is responsible for a telephone number
specified by the recipient address. Dashed line 118 is shown
between message relay service 104 and messaging device
110 to illustrate such aspects. Alternatively, message pro-
cessing engine 114 generates a request to transmit the
message from the source address to the recipient address,
which is transmitted to messaging gateway 106. In
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examples, message processing engine 114 authenticates with
messaging gateway 106 using OAuth. Messaging gateway
106 then transmits the outbound message to the recipient
address (e.g., messaging device 108 or messaging device
110).

[0029] Message processing engine 114 may generate an
outbound message delivery status indication, which is trans-
mitted to client device 102 in response to the request to
transmit an outbound message. As an example, messaging
gateway 106 may provide an indication as to whether the
message was delivered, which may be received by message
processing engine 114 and used to generate the outbound
message delivery status indication accordingly. In examples,
the delivery status indication comprises a source address
from which the message was sent, as may be the case when
a group identifier is provided in the initial request to transmit
the message. The indication may be provided to a callback
URL, which is the same or similar to the callback URL
discussed above with respect to the inbound message indi-
cation. For example, the callback URL may be associated
with a REST service of client device 102. In other examples,
such information discussed above with respect to the out-
bound message delivery status indication may be stored
additionally or alternatively in data store 116, for later access
by client device 102 and/or for generating reports.

[0030] While the above examples are discussed in the
context of receiving a transmission request for sending a
message to a single recipient, it will be appreciated that
similar techniques may be used to send a message to a list
of recipient addresses. In examples, message processing
engine 114 iterates through the list, where a request is
generated and sent to messaging gateway 106 for each
recipient address (or, in another example, is delivered with-
out use of messaging gateway 106, as illustrated by dashed
line 118). In other examples, at least a subset of the recipient
addresses is provided to messaging gateway 106 (e.g., based
on determining messaging gateway 106 is associated with
the subset of recipient addresses), thereby causing messag-
ing gateway 106 to transmit the message to each address of
the subset of recipient addresses, rather than requiring that
message processing engine 114 iterates through each indi-
vidual recipient address. An outbound message delivery
status indication may be generated for each recipient address
of the set, for multiple subsets of addresses, or there may be
one indication for the entire set of addresses.

[0031] In an example, caching is used, which may
improve the performance of message relay service 104. For
example, message relay service 104 may comprise a caching
engine that caches information accessed from data store 116
(e.g., at least a part of one or more customer records, a
callback URL to use for transmitting a push notification,
etc.). As another example, a caching server device may exist
between message relay service 104 and messaging gateway
106. HTTP REST API requests and associated responses
may be cached (e.g., according to caching techniques for
HTTP traffic) in order to reduce computing resource utili-
zation for repeated requests. An example instance in which
caching may improve performance is when sending message
to a (potentially large) set of recipient addresses.

[0032] Message relay service 104 may charge a customer
for transmitting inbound and/or outbound messages accord-
ing to any of a variety of techniques. For example, a
surcharge may be used, where a wholesale cost for a
message is determined and incremented according to the
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surcharge. In examples, the surcharge may vary depending
on the customer and/or the volume of message traffic, among
other considerations. As another example, different rates
may be used for different geographic regions, types of
messages (e.g., as may be transmitted via different messag-
ing gateways or without use of a messaging gateway), and/or
whether a message is an inbound message or an outbound
message. A customer record may further store billing infor-
mation for the customer, such as one or more negotiated
rates, a billing credit, a billing period, and/or a payment
method, among other examples. Usage information for a
customer may be stored in data store 116, which may be
processed in combination with the billing information for
the customer in order to generate a bill accordingly (e.g.,
periodically, at the direction of the customer, etc.). It will be
appreciated that alternative billing techniques may be used
without departing from the aspects described herein.

[0033] It will be appreciated that while system 100 is
described with respect to one client device 102, one mes-
saging gateway 106, and two messaging devices 108 and
110, any number of such elements may be used in other
examples. As an example, a customer may have multiple
client devices that communicate with message relay service
104. In another example, a customer uses the same client
device to send and receive messages associated with differ-
ent customer records. In such an example, the customer may
have different brands and may therefore separately manage
sending and/or receiving messages associated with different
source addresses and potentially different target audiences.
As another example, multiple customers may each use a set
of respective client devices to communicate with message
relay service 104. In some instances, multiple messaging
gateways may be used to transmit messages using different
services.

[0034] FIG. 1B illustrates an overview of an example
message processing engine 114 for use in a message relay
service. As illustrated, message processing engine 114 com-
prises gateway manager 152, customer information proces-
sor 154, push notification processor 156, and message
storage engine 158. In examples, elements 152-158 are used
to perform the example aspects described above with respect
to message processing engine 114 in FIG. 1A.

[0035] Gateway manager 152 communicates with one or
more messaging gateways (e.g., messaging gateway 106 in
FIG. 1A) to send and receive messages (e.g., as may be
directed by client device 102 via application programming
interface 112). As discussed above, each messaging gateway
may provide an API to send and receive messages via its
messaging system and/or may implement a specification or
protocol that defines how to send and receive messages via
its messaging system. Accordingly, gateway manager 152
implements such APIs, specifications, and or protocols to
integrate with the message gateway. As an example, gateway
manager 152 uses a REST API provided by the messaging
gateway and further comprises a REST service that is used
by the messaging gateway to communicate information to
message processing engine 114. In examples, such requests
and associated responses may be cached using a caching
engine or caching server device according to aspects
described herein, thereby improving performance of the
same or similar repeated requests. As noted above, a variety
of other communication techniques may be used instead of
or in addition to REST and/or HTTP. For example, the
session initiation protocol (SIP) may be used by gateway
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manager 152 to communicate with messaging gateway 106
and/or 120. In some examples, one technique may be used
to communicate to a messaging gateway, while another
technique may be used to receive communications from the
messaging gateway.

[0036] Message processing engine 114 uses gateway man-
ager 152 to process messages associated with addresses for
which a particular messaging gateway is determined to be
responsible. In instances where delivery is possible without
the messaging gateway, message processing engine 114 may
send or receive the message without gateway manager 152
and the associated messaging gateway. It will be appreciated
that, in examples where multiple messaging gateways are
used, multiple gateway managers may be used (where each
gateway manager implements gateway-specific functional-
ity in order to communicate with its respective messaging
gateway).

[0037] Customer information processor 154 generates,
updates, and/or otherwise evaluates customer records (e.g.,
as may be stored by data store 116 in FIG. 1A). For example,
customer information processor 154 determines whether a
client is associated with a customer of the message relay
service when a request (e.g., to transmit a message, to access
stored messages, etc.) is received from the client (e.g., based
on validating authentication credentials, an OAuth token,
etc.) and whether an inbound message is associated with a
customer (e.g., based on matching a recipient address to an
address associated with a customer). In another example,
customer information processor 154 verifies whether the
customer has permission to message addresses associated
with a certain region (e.g., national, international, on a
state-by-state or country-by-country basis, etc.). Customer
information processor 154 may evaluate a customer record
determine whether an inbound message should be stored
(e.g., by message storage engine 158) and/or used to gen-
erate a push notification (e.g., by push notification processor
156), and may further determine a callback URL to use when
generating the push notification.

[0038] Message processing engine 114 is further illus-
trated as comprising push notification processor 156, which
generates a push notification of an inbound message to a
recipient address of a customer and/or an outbound message
delivery status indication to a client device as described
above, among other examples. As an example, push notifi-
cation processor 156 determines a callback URL at which to
provide the push notification, which may be associated with
a REST service of a client device (e.g., client device 102 in
FIG. 1A). Push notification processor 156 may receive an
indication of an inbound message (e.g., as may be received
from a messaging gateway by gateway manager 152), which
is used to generate a push notification of the inbound
message as described above. For example, the push notifi-
cation may comprise a source address, a recipient address, a
message body, a subject, an attachment, and/or a timestamp,
among other examples. In another example, push notifica-
tion processor receives a delivery status indication (e.g.,
from a messaging gateway via gateway manager 152 after
gateway manager 152 generates a request for the messaging
gateway to transmit a message to a recipient address) and
uses the delivery status indication to generate a push noti-
fication as to the delivery status of the outbound message.
[0039] Message storage engine 158 stores messages that
are processed by message processing engine 114, according
to aspects described herein. For example, if customer infor-
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mation processor 154 determines to store an inbound mes-
sage, message storage engine 158 stores the inbound mes-
sage in a data store, such as data store 116 in FIG. 1A. In
another example, message storage engine 158 stores infor-
mation associated with outbound message delivery status
indication, among other information that may be used for
generating reports (e.g., inbound/outbound message statis-
tics, success/failure rates, frequency information associated
for each address associated with a group identifier, etc.
Access to stored messages may be provided to the customer
via a website or a client application, among other examples.

[0040] While example operations are described above
with respect to message processing engine 114 and its
constituent elements 152-158 as illustrated in FIGS. 1A-1B,
it will be appreciated that, in other examples, the described
functionality may be distributed among fewer, alternative, or
additional elements.

[0041] FIG. 2 illustrates an overview of an example
method 200 for processing an inbound message by a mes-
sage relay service (e.g., from a messaging device 108, 110,
or 122, such as message relay service 104 discussed above
with respect to FIGS. 1A-1B). Method 200 begins at opera-
tion 202, where an indication of an inbound message is
received. In examples, the indication comprises a source
address, a recipient address, and a message body. The
indication may be received from a messaging gateway (e.g.,
messaging gateway 106 or messaging gateway 120 in FIG.
1A). In examples, the indication may be received via a
gateway manager, such as gateway manager 152 in FIG. 1B.
As another example, the indication is received without the
use of a messaging gateway (e.g., as may be received via a
carrier associated with the message relay service and/or
messaging service).

[0042] Flow progresses to operation 204, where the
received indication is validated. In an example, validation
comprises determining whether the recipient address is
associated with a customer, as may be determined based on
a customer record. Such aspects may be performed by a
customer information processor, such as customer informa-
tion processor 154 in FIG. 1B, accessing a data store such as
data store 116 in FIG. 1A. It will be appreciated that other
operations may be performed as part of operation 204,
including, but not limited to, validating the source address is
associated with a geographic location for which the cus-
tomer is permitted to receive messages or that the customer
is configured to store inbound messages and/or receive push
notifications for inbound messages. As another example,
validation comprises evaluating the inbound message to
determine whether it should be blocked (e.g., because it is a
spam or a phishing message, etc.). Such an evaluation may
be performed based at least in part on a block list and/or
allow list of addresses, according to pattern matching, or
using machine learning techniques, among other examples.

[0043] At determination 206, it is determined whether the
validation performed at operation 204 was successful. If
validation was not successful, flow branches “NO” to opera-
tion 208, where the indication and its associated inbound
message are rejected and flow terminates. However, if
validation is successful, flow instead branches “YES” to
operation 210, where it is determined whether the customer
configured the message relay service to store the inbound
message. In examples, aspects of the determination are
performed by a customer information processor, such as
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customer information processor 154 accessing data store 116
in FIGS. 1B and 1A, respectively.

[0044] If it is determined to store the message, flow
branches “YES” to operation 212, where the message is
stored in a data store (e.g., data store 116 in FIG. 1A). In
examples, aspects of operation 212 are performed by a
message storage engine, such as message storage engine 158
described above with respect to FIG. 1B. In some examples,
the stored message comprises the source address, the recipi-
ent address, and the message body. The stored message may
also comprise an attachment, a timestamp at which the
message was received, and/or a geographic location associ-
ated with the message. In some examples, the message body
is not stored, and only a subset of the above-described
information is stored, as may be the case if the customer
record indicates that messages are to be stored for logging
and/or reporting purposes. Flow then progresses to operation
214, which is discussed below.

[0045] If, however, it is determined that the message
should not be stored, flow instead branches “NO” to opera-
tion 214, where it is determined whether the customer
configured the message relay service to generate a push
notification. In examples, aspects of the determination are
performed by a customer information processor, such as
customer information processor 154 accessing data store 116
in FIGS. 1B and 1A, respectively. If it is determined that a
push notification should not be generated, flow branches
“NO” to operation 218, where method 200 ends.

[0046] However, if it is determined to generate a push
notification, flow branches “YES” to operation 216, where a
notification is generated based on the inbound message. In
examples, aspects of operation 216 are performed by a push
notification processor, such as push notification processor
156 in FIG. 1B. As an example, a callback URL at which to
provide the push notification is determined. The callback
URL may be determined by a customer information proces-
sor, such as customer information processor 154 in FIG. 1B.
The callback URL may be associated with a REST service
provided by a client (e.g., client device 102 in FIG. 1A).
Accordingly, a push notification is generated and transmitted
to the client using the callback URL. For example, the push
notification may comprise a source address, a recipient
address, a message body, a subject, an attachment, and/or a
timestamp, among other examples. While examples herein
are described with respect to an HTTP request to a callback
URL according to the REST architecture, it will be appre-
ciated that other techniques may be used to provide a push
notification of the received inbound message. Flow ends at
operation 218.

[0047] FIG. 3 illustrates an overview of an example
method 300 for processing an outbound message by a
message relay service. In examples, aspects of method 300
are performed by a message relay service, such as message
relay service 104 discussed above with respect to FIGS.
1A-1B. Method 300 begins at operation 302, where a
request to transmit an outbound message is received. In
examples, the request is received via an APIL such as
application programming interface 112 in FIG. 1A. The
request may comprise a source address or group identifier
from which the message should be sent, as well as a recipient
address. In examples, the request further comprises a mes-
sage body, a subject, and/or an attachment, among other
information.
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[0048] At operation 304, the request is validated. In an
example, validation comprises determining whether the
request was received from a customer (e.g., by validating
authentication information, such as a username and pass-
word, an OAuth token, etc.), whether the source address or
group identifier is associated with the customer, and/or
whether the recipient address is associated with a geographic
region to which the customer is permitted to send messages.
Such aspects may be verified by a customer information
processor, such as customer information processor 154 in
FIG. 1B, accessing a data store such as data store 116 in FIG.
1A. As another example, validation comprises evaluating the
request to determine whether it should be blocked (e.g.,
because it is a spam or a phishing message, etc.). Such an
evaluation may be performed based at least in part on a
block list and/or allow list of addresses, according to pattern
matching, or using machine learning techniques, among
other examples.

[0049] At determination 306, it is determined whether the
validation performed at operation 304 was successful. If
validation was not successful, flow branches “NO” to opera-
tion 308, where the request is rejected and flow terminates.
However, if validation is successful, flow instead branches
“YES” to determination 310, where it is determined whether
the request specifies a group identifier (e.g., rather than a
source address from which to send the message). As dis-
cussed above, a group identifier is associated with a set of
addresses, such that one address of the set of addresses may
be determined and used to send the message. Thus, if it is
determined that the request specifies a group identifier
instead of a source address, flow branches “YES” to opera-
tion 312, where a source address is determined based on the
group identifier. In examples, the determination comprises
accessing a set of addresses associated with the identifier, as
may be performed by a customer information processor,
such as customer information processor 154 in FIG. 1B. The
source address may be determined randomly or program-
matically. For example, the source address may be selected
from the set of source addresses based on an association with
a geographic region that is the same or similar as a geo-
graphic region of the recipient address. As another example,
frequency information indicating the frequency at which
each address has been used in the past may be used in order
to more evenly distribute messages across the set of
addresses. In a further example, a customer record (e.g., in
a data store such as data store 116 in FIG. 1A) is evaluated
to determine whether there is a pre-existing association
between the recipient address and a source address in the set
of addresses associated with the identifier. It will be appre-
ciated that other techniques may be used to determine the
source address without departing from the spirit of this
disclosure.

[0050] At operation 314, the determined source address is
stored. In examples, storing the source address comprises
associating the source address with the recipient address,
such that the same source address may be used to transmit
messages to the recipient address in the future. The asso-
ciation may be part of a customer record stored by a data
store such as data store 116 in FIG. 1A. Flow then progresses
to operation 316, which is discussed below.

[0051] Returning to determination 310, if it is determined
that the request does not comprise a group identifier (and
instead comprises a source address), flow instead branches
“NO” to operation 316. At operation 316, a request is

Mar. 9, 2023

generated to transmit a message from a source address to a
recipient address. In examples, the request is generated by a
gateway manager and provided to a messaging gateway,
such as gateway manager 152 and messaging gateways 106
and 120 in FIGS. 1B and 1A, respectively. In other
examples, operation 316 further comprises a determination
that the recipient address is an address for which the
message may be transmitted without a messaging gateway,
as may be the case when the message relay service is
associated with a carrier. Accordingly, the request to trans-
mit the message may remain within the carrier’s network.
Operation 316 may comprise a determination that the recipi-
ent address supports receiving messages, for example by
querying a remote computing device such as may be provide
by NETNUMBER.

[0052] In some examples, operation 316 comprises a
determination that the request received at operation 302
comprises an attachment (e.g., an image, a video, etc.) or
that the message body comprises content that cannot be
transmitted to the recipient address. For example, it may be
determined that the message comprises an image that cannot
be transmitted as an SMS. As a result, the attachment and/or
other content may be stored in a data store (e.g., data store
116 in FIG. 1A) and a URL to access the data in the data
store may be included in the message body, thereby enabling
the recipient to access the attachment/content even though
the messaging service does not support such content. As
another example, the message may comprise a link to a
website implementing web real-time communication (We-
bRTC), thereby enabling a recipient to communicate via the
website. In a further example, it may be determined that the
message body is longer than a supported message length of
the messaging system. Accordingly, the message body is
split into multiple messages. In some examples, splitting the
message body comprises an evaluation of one or more
words, sentences, URLSs, or other content therein to ensure
that the one or more boundaries on which the message body
is split do not segment the message in a way the impacts
readability or, in the case of URLs some other content,
functionality. Such a determination may comprise an evalu-
ation of the messaging gateway and/or messaging system
responsible for the recipient address, as different gateways
and systems may have different supported message lengths.

[0053] At operation 318, a status indication is received in
response to the transmission request. For example, the status
indication may be received by a gateway manager, such as
gateway manager 152 in FIG. 1B. The indication may be
part of a response to an HTTP request (e.g., if the request
generated at operation 316 was an HT'TP REST request to a
REST service provided by a messaging gateway). In another
example, the indication may be a separate communication
from the messaging gateway or other computing device. As
discussed above, the received status indication indicates
whether the message was delivered (e.g., success, failure,
waiting to retry, etc.). It will be appreciated that the status
indication may comprise other information, including, but
not limited to, a retry interval, an amount of time used to
process the request, etc.

[0054] Flow progresses to determination 320, where it is
determined whether a delivery status indication should be
provided. In examples, aspects of the determination are
performed by a customer information processor, such as
customer information processor 154 accessing a customer
record of data store 116 in FIGS. 1B and 1A, respectively.
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If it is determined that a delivery status indication should not
be provided, flow branches “NO” to operation 324, where
method 300 ends.

[0055] If, however, it is determined that a delivery status
indication is to be provided, flow branches “YES” to opera-
tion 322, where an outbound message status indication is
generated. In examples, the outbound message status indi-
cation is generated by a push notification processor, such as
push notification processor 156 in FIG. 1B. As an example,
a callback URL at which to provide the message status
indication is determined. The callback URL may be deter-
mined by a customer information processor, such as cus-
tomer information processor 154 in FIG. 1B. The callback
URL may be associated with a REST service provided by a
client device (e.g., client device 102 in FIG. 1A). Accord-
ingly, an outbound status message indication is generated
using the callback URL. For example, the status indication
may comprise at least a part of the information that was
received at operation 318, such as an indication as to
whether the message was delivered, a retry interval, and/or
an amount of time used to process the request. The status
indication may also comprise a source address from which
the message was sent (e.g., as may be the case if the request
specified a group identifier instead of a source address)
and/or a recipient address, among other examples. While
examples described herein are described with respect to an
HTTP request to a callback URL according to the REST
architecture, it will be appreciated that other techniques may
be used to provide a push notification of the received
inbound message. Flow then ends at operation 324.

[0056] Method 300 is further illustrated as comprising
dashed arrows from determination 320 and operation 322 to
determination 310, thereby indicating that, in other
examples, operations 310-322 are performed multiple times
in a loop. For example, the received request may specify a
set of recipient addresses, such that each recipient address is
iteratively messaged according to the aspects discussed
above. For example, the source address determination at
operation 312 may be performed for each recipient address
specified by the received request. In another example, the
determined source address may be used for each recipient
address of the set of recipient addresses. In a further
example, one or more sets of recipient addresses are batched
in the request to the messaging gateway at operation 316,
thereby causing the messaging gateway to transmit the
message to each recipient address in the set according to
aspects described herein. Further, it will be appreciated that,
in other examples, an outbound message status indication
need not be generated separately for each recipient address.
Rather, such an indication may be generated for a set of
recipient addresses, or may be generated once each address
of the set of recipient addresses has been messaged. Flow
eventually terminates at operation 324.

[0057] FIG. 4 illustrates an example of a suitable operat-
ing environment 400 in which one or more of the present
embodiments may be implemented. This is only one
example of a suitable operating environment and is not
intended to suggest any limitation as to the scope of use or
functionality. Other well-known computing systems, envi-
ronments, and/or configurations that may be suitable for use
include, but are not limited to, personal computers, server
computers, hand-held or laptop devices, multiprocessor sys-
tems, microprocessor-based systems, programmable con-
sumer electronics such as smart phones, network PCs,
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minicomputers, mainframe computers, distributed comput-
ing environments that include any of the above systems or
devices, and the like. The operating environment 400 may be
used to implement one or more of the services, devices,
clients, servers, or other embodiments described in this
application.

[0058] In its most basic configuration, operating environ-
ment 400 typically may include at least one processing unit
402 and memory 404. Depending on the exact configuration
and type of computing device, memory 404 (storing, among
other things, APIs, programs, etc. and/or other components
or instructions to implement or perform the system and
methods disclosed herein, etc.) may be volatile (such as
RAM), non-volatile (such as ROM, flash memory, etc.), or
some combination of the two. This most basic configuration
is illustrated in FIG. 4 by dashed line 406. Further, envi-
ronment 400 may also include storage devices (removable,
408, and/or non-removable, 410) including, but not limited
to, magnetic or optical disks or tape. Similarly, environment
400 may also have input device(s) 414 such as a keyboard,
mouse, pen, voice input, etc. and/or output device(s) 416
such as a display, speakers, printer, etc. Also included in the
environment may be one or more communication connec-
tions, 412, such as LAN, WAN; point to point, etc.

[0059] Operating environment 400 may include at least
some form of computer readable media. The computer
readable media may be any available media that can be
accessed by processing unit 402 or other devices comprising
the operating environment. For example, the computer read-
able media may include computer storage media and com-
munication media. The computer storage media may include
volatile and nonvolatile, removable and non-removable
media implemented in any method or technology for storage
of information such as computer readable instructions, data
structures, program modules or other data. The computer
storage media may include RAM, ROM, EEPROM,; flash
memory or other memory technology, CD-ROM, digital
versatile disks (DVD) or other optical storage, magnetic
cassettes, magnetic tape, magnetic disk storage or other
magnetic storage devices, or any other non-transitory
medium which can be used to store the desired information.
The computer storage media may not include communica-
tion media.

[0060] The communication media may embody computer
readable instructions, data structures, program modules, or
other data in a modulated data signal such as a carrier wave
or other transport mechanism and includes any information
delivery media. The term “modulated data signal” may mean
a signal that has one or more of its characteristics set or
changed in such a manner as to encode information in the
signal. For example, the communication media may include
a wired media such as a wired network or direct-wired
connection, and wireless media such as acoustic, RF, infra-
red and other wireless media. Combinations of the any of the
above should also be included within the scope of computer
readable media.

[0061] The operating environment 400 may be a single
computer operating in a networked environment using logi-
cal connections to one or more remote computers. The
remote computer may be a personal computer, a server, a
router, a network PC, a peer device or other common
network node, and typically includes many or all of the
elements described above as well as others not so men-
tioned. The logical connections may include any method
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supported by available communications media. Such net-
working environments are commonplace in offices, enter-
prise-wide computer networks, intranets and the Internet.

[0062] The different aspects described herein may be
employed using software, hardware, or a combination of
software and hardware to implement and perform the sys-
tems and methods disclosed herein. Although specific
devices have been recited throughout the disclosure as
performing specific functions, one skilled in the art will
appreciate that these devices are provided for illustrative
purposes, and other devices may be employed to perform the
functionality disclosed herein without departing from the
scope of the disclosure.

[0063] As stated above, a number of program modules and
data files may be stored in the system memory 404. While
executing on the processing unit 402, program modules
(e.g., applications, Input/Output (I/O) management, and
other utilities) may perform processes including, but not
limited to, one or more of the stages of the operational
methods described herein such as the methods illustrated in
FIGS. 2 and 3, for example.

[0064] Furthermore, examples of the invention may be
practiced in an electrical circuit comprising discrete elec-
tronic elements, packaged or integrated electronic chips
containing logic gates, a circuit utilizing a microprocessor,
or on a single chip containing electronic elements or micro-
processors. For example, examples of the invention may be
practiced via a system-on-a-chip (SOC) where each or many
of the components illustrated in FIG. 4 may be integrated
onto a single integrated circuit. Such an SOC device may
include one or more processing units, graphics units, com-
munications units, system virtualization units and various
application functionality all of which are integrated (or
“burned”) onto the chip substrate as a single integrated
circuit. When operating via an SOC, the functionality
described herein may be operated via application-specific
logic integrated with other components of the operating
environment 400 on the single integrated circuit (chip).
Examples of the present disclosure may also be practiced
using other technologies capable of performing logical
operations such as, for example, AND, OR, and NOT,
including but not limited to mechanical, optical, fluidic, and
quantum technologies. In addition, examples of the inven-
tion may be practiced within a general purpose computer or
in any other circuits or systems.

[0065] FIGS. 5A, 5B, 6A, and 6B are provided as addi-
tional examples of aspects described herein. Turning first to
FIG. 5A, a system 500A is shown in which an inbound
message 1is received at device 504 on a wireless network
502. The inbound message passes through an SMS hub
provider 508, which is an example messaging gateway on a
public network 506 (e.g., Syniverse®, SAP®, etc.). Flow
progresses to a server load balancer 514 (SLB 514) in a
framework de-militarized zone 512 (framework DMZ 512).
The SLB 514 acts as a gateway or internet protocol (IP)
traffic server load balancer between a private network (e.g.,
a cloud 520) and a public network (e.g., the public network
506). An example of an SL.B 514 is Zeus Traffic Manager by
Zeus™ or vIM by Pulse Secure®. The framework DMZ
512 is a subnetwork with firewalls on both sides to an
internal network from being hacked. The framework DMZ
512 may be in a service delivery framework (SDF), which
may also be referred to as an application framework (AF).
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[0066] An indication is then provided to an SMS hub
receiver 524 and a message relay service 526 (otherwise
referred to as courier service 526). The courier service 526
is a nonexclusive example of messaging gateway 106/120
and message relay service 104, respectively, in FIG. 1A. The
SMS hub receiver 524, the courier service 526, and push
notifications 528 may be deployed in a virtualized container,
which is referred to herein as a Docker 522. If it is deter-
mined that the message is stored, the path from the courier
service 526 to the message storage service 532 is followed
(e.g., data store 116 and message storage engine 158 in
FIGS. 1A and 1B, respectively). If a push notification 528 is
to be generated, the path from the courier service 526 to the
push notifications 528 is followed, which notification is then
pushed through SLB 518 in framework core 516 and SLB
514 in framework DMZ 512, and is ultimately delivered to
API customers 510. Such aspects may correspond at least in
part to using push notification processor 156 in FIG. 1B to
provide an indication of an inbound message to a client
device 102 in FIG. 1A. The dashed arrow between the
courier service 526 and the courier translator service 534
indicates an analysis of customer records (e.g., as may be
stored by data store 116 in FIG. 1A and analyzed by
customer information processor 154 in FIG. 1B). Such
aspects may be similar to method 200 of FIG. 2. The system
500A may also include a framework component 536 for an
SDF, a load balancer 538, a cloud 540 including computing
infrastructure for the courier service 526, and cloud services
542.

[0067] FIG. 5B illustrates an example system 500B for
processing an outbound message, as may be received from
API customers 510. Certain elements of FIG. 5B are similar
to FIG. 5A and are therefore not described again in detail
below. OAuth2 service 534 may be used to verity (e.g.,
authenticate and/or authorize) the request to send the out-
bound message, after which it is provided to the courier
service 526. A courier translator service 534 (e.g., a service
providing subscriber configuration information) may be
queried to validate the message (e.g., similar to operation
304 described above with respect to method 300 in FIG. 3).
Fraud prevention service 556 and log file service 560 (e.g.,
Splunk®) may be used to determine whether the request
should be blocked according to a block list or for other
reasons as described above. An SMS hub receiver 524 and
an SMS hub sender 550 may perform aspects similar to
gateway manager 152 described above with respect to FIG.
1B. The courier service 526 communicates with the SMS
hub sender 550 via courier routing service 548 to instruct the
SMS hub provider 508 to transmit the message to the device
504 on the wireless network 502. A courier status service
546 may generate outbound message status indications
according to aspects described herein (which may be stored
in a message storage service 532 and/or provided to API
customers 510 via push notifications 528). Thus, the aspects
disclosed in FIG. 5B may be similar to aspects of method
300 discussed above with respect to FIG. 3.

[0068] FIG. 6A illustrates an example flow to process an
inbound message according to aspects described herein.
Solid lines in FIG. 6A represent request messages between
components and dashed lines represent response messages
to the requests. As illustrated, the flow occurs between
wireless carriers 630 (e.g., which may provide service to
recipients, such as messaging devices 108, 110, and/or 122
in FIG. 1A), an SMS gateway 628 (e.g., messaging gateway
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106/120), an SMS hub receiver 626 (e.g., gateway manager
152 in FIG. 1B), a courier service 604 (e.g., message relay
service 104), a message buffering and retry mechanism 616
(which may perform request buffering and to retry if one or
more components are temporarily unavailable, labelled as
“buffer/retry 616 in FIGS. 6A-B), a courier translator
service 608 (e.g., customer information processor 154), a
message storage service 612 (otherwise referred to as stor-
age service 612), (e.g., message storage engine 158 and/or
data store 116), a push notification 624 (e.g., push notifica-
tion processor 156), and a courier client 602 (e.g., client
device 102). Such aspects are similar to method 200 dis-
cussed with respect to FIG. 2.

[0069] For example, processing an inbound message may
flow as follows. An inbound message may originate at a
wireless carrier 630 and flow along arrow 631 to an SMS
gateway 628. Flow may proceed along arrow 632 from the
SMS gateway 628 to the SMS hub receiver 626, followed by
flowing along arrow 633 from the SMS hub receiver 626 to
a courier service 604. Flow then proceeds from the courier
604 to the courier translator service 608 along arrow 634 and
back from the courier translator service 608 to the courier
service 604 along arrow 635. If safestore is enabled at the
receiving telephone number (e.g., storage of the message is
enabled), then option A is included in the process where flow
proceeds along arrows 636 and 637 from the courier service
604 to the message storage service 612 and back to the
courier service 604 (e.g., storing the message in a data store).
If inbound message notifications are enabled, then option B
is included in the process. In option B, flow proceeds along
arrows 638-641. At arrow 638, the courier service 602
communicates with push notification 624. At arrow 639 and
arrow 640, flow proceeds from push notification 624 to the
courier client 602 and then back to push notification service
624 to generate a notification of an inbound message. At
arrow 641, flow proceeds from push notification 624 to the
courier service 604. The process then flows along arrow 642
from the courier service 604 to the SMS hub receiver 626
and then along arrow 643 from the SMS hub receiver 626 to
the SMS gateway 628 to deliver the inbound message.

[0070] Turning now to FIG. 6B, an example flow to
process an outbound message is illustrated according to
aspects described herein. FIG. 6B illustrates a flow between
similar elements as discussed above with respect to FIGS.
5A, 5B, and 6A, which are therefore not described again
below in detail. In addition to such elements, FIG. 6B further
illustrates a telephone information lookup 620 (otherwise
referred to TN info lookup 620), which may be used to
determine whether a message recipient address is on-net-
work (and can therefore be delivered without a wireless
gateway, such as SMS hub or wireless gateway 106/120 in
FIG. 1A). The TN info lookup 620 may further be used to
determine details about what the target telephone number
(TN) supports. As another example, the TN info lookup 620
is further used to determine a supported message length for
a messaging system. Thus, such aspects are similar to
method 300 discussed above with respect to FIG. 3.

[0071] Forexample, processing an outbound message may
include flow along arrows shown in FIG. 6B. An outbound
message may originate at a courier client 602 and be sent
along arrow 644 to a courier service 604 and further along
arrow 645 from the courier service 604 to a fraud prevention
service 606. Flow may proceed along arrow 646 from the
fraud prevention service 606 back to the courier service 604.
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At arrow 647, the courier service 604 may communicate
with the courier translator service 608 to process customer
information. After processing of customer information, flow
continues back from the courier translator service 608 to the
courier service 604 along arrow 648. At arrow 649 and
arrow 650 flow proceeds from the courier service 604 to a
courier billing rate service 610 and back to the courier
service 604, respectively. If safestore is enabled (e.g., stor-
age outbound messages is enabled), flow may proceed to
option C where arrow 651 and arrow 652 demonstrate flow
from the courier service 604 to the message storage service
612 and back, respectively, to store the message. At arrow
653, flow proceeds from the courier service 604 to courier
routing service 614. Arrow 654 and arrow 655 show flow
from the message buffering and retry mechanism 616 to the
courier service 604 and from the courier service 604 to the
courier client 602, respectively. At arrow 656, flow proceeds
from courier routing service 614 to TN info lookup 620 to
determine a service provider associated with the telephone
number to which the outbound message is being sent, and at
arrow 657 flow proceeds from TN info lookup 620 to courier
routing service 614 after the service provider is determined.
[0072] If routing the outbound message to a wireless TN,
flow continues through option D. If flow does not include
option D, then the flow ends with arrow 607 flowing from
the courier routing service 614 to the message buffering and
retry mechanism 616. Alternatively, if option D is included,
flow continues along at least arrows 658, 664, 665, 684, 685,
634, 635, 686, and 693. Additional arrows may be included
in the flow process with the inclusion of options A, B, and
E-M.

[0073] At arrow 658, flow proceeds from the courier
routing service 614 to the SMS hub sender 618. Option E is
included if the outbound message is long, to determine if the
target TN (e.g., the TN to which the outbound message is
being sent) is on a carrier that requires message splitting.
Option E includes arrows 659 and 660 from the SMS hub
sender 618 to the TN info lookup 620 and back to determine
if message splitting is required for the outbound message.

[0074] If the outbound message requires splitting, as
determined at option E, then flow proceeds to option F.
Option F includes arrows 661-663. For each message part of
a split outbound message, option F is repeated. For example,
if an outbound message is split into three parts, arrows
661-663 are repeated three times, once for each part. There
may be a one second delay between repeating option F for
each part. At arrows 661 and 662, flow proceeds from the
SMS hub sender 618 to the SMS gateway 628 and back,
respectively. At arrow 663, flow proceeds from the SMS
gateway 628 to the wireless carrier 630 to deliver the part of
the outbound message.

[0075] At arrow 664 and arrow 665, flow proceeds from
the courier routing service 614 to the courier status service
622 for disposition/call back of the sent outbound message
(or its parts). If safestore is enabled flow proceeds to option
G. At option G, an artifact may be associated with the stored
outbound message at arrow 666 and arrow 667, where flow
proceeds from the courier status service 622 to the message
storage service 612 and back, respectively.

[0076] If delivery notifications are enabled, flow proceeds
to option H. Option H includes arrows 668-671. At arrow
668, flow proceeds from the courier status service 622 to
push notification 624. Arrow 669 and arrow 670 show flow
from the push notification 624 to the courier client 602 and
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back, respectively to deliver a notification that the outbound
message was sent. Flow then proceeds along arrow 671 from
push notification 624 to the courier status service 622.
[0077] If a delivery confirmation is received, flow pro-
ceeds to option 1. Option I includes arrows 672-676 and
arrow 683, along with other arrows included in option J and
option K. Option I may be limited to one occurrence. In an
example where the outbound message is split into multiple
parts, option I may proceed after receiving a delivery
confirmation for the last part that was sent. At arrows 672,
673. And 674, flow proceeds from the wireless carrier 630
to the SMS gateway 628, from the SMS gateway 628 to the
SMS hub receiver 626, and from the SMS hub receiver 626
to the courier status service 622, respectively. At arrow 675
and arrow 676, flow proceeds from courier status service
622 to the SMS hub receiver 626 and from the SMS hub
receiver 626 to the SMS gateway, respectively.

[0078] If safestore is enabled, flow proceeds to option J.
Option J includes arrow 677 and arrow 678. An artifact may
be associated with the stored outbound message, where flow
proceeds from the courier status service 622 to the message
storage service 612 and back, respectively, at arrow 677 and
arrow 678.

[0079] If delivery notifications are enabled, flow proceeds
to option K. Option K includes arrows 679-682. At arrow
679, flow proceeds from the courier status service 622 to
push notification 624. Arrow 680 and arrow 681 show flow
from the push notification 624 to the courier client 602 and
back, respectively, to deliver a notification that the outbound
message was delivered. Flow then proceeds along arrow 682
from push notification 624 to the courier status service 622.
[0080] Atarrow 683, flow proceeds from the courier status
service 622 to the message buffering and retry mechanism
616. Flowing to arrow 684 and arrow 685, flow proceeds
from the SMS hub sender 618 to courier routing service 614
and from courier routing service 614 to the courier service
604, respectively, to route the outbound message inbound to
an on-net CTL endpoint. Flow then proceeds along arrows
634-641 (including option A and option B), as described in
FIG. 5A for an inbound message.

[0081] At arrow 686, flow proceeds from the courier
routing service 614 to the courier status service 622. If
safestore is enabled, flow proceeds to option L. Option L
includes arrow 687 and arrow 688, where flow proceeds
from courier status service 622 to the message storage
service 612 and from the message storage service 612 to
courier status service 622, respectively, to store an artifact
with the now inbound message.

[0082] If delivery notifications are enabled, flow proceeds
to option M. Option M includes arrows 689-692. At arrow
689, flow proceeds from the courier status service 622 to
push notification 624. Arrow 690 and arrow 691 show flow
from the push notification 624 to the courier client 602 and
back, respectively, to deliver a notification that the outbound
message was delivered. Flow then proceeds along arrow 692
from push notification 624 to the courier status service 622.
Following option K, at arrow 693, flow proceeds from the
courier status service 622 to courier routing service 614.
After option D, flow proceeds to along arrow 694 from
courier routing service 614 to the message buffering and
retry mechanism 616.

[0083] This disclosure described some aspects of the pres-
ent technology with reference to the accompanying draw-
ings, in which only some of the possible embodiments were
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shown. Other aspects may, however, be embodied in many
different forms and should not be construed as limited to the
embodiments set forth herein. Rather, these aspects were
provided so that this disclosure was thorough and complete
and fully conveyed the scope of the possible embodiments
to those skilled in the art.
[0084] Although specific aspects were described herein,
the scope of the technology is not limited to those specific
embodiments. One skilled in the art will recognize other
embodiments or improvements that are within the scope and
spirit of the present technology. Therefore, the specific
structure, acts, or media are disclosed only as illustrative
embodiments. The scope of the technology is defined by the
following claims and any equivalents therein.
What is claimed is:
1. A system comprising:
at least one processor; and
memory storing instructions that, when executed by the at
least one processor, causes the system to perform a set
of operations, the set of operations comprising:

receiving an indication of an inbound message, the mes-
sage comprising a source address, a recipient address,
and a message body;

validating the indication based at least in part on a

customer record and the recipient address;

based on determining the indication is valid, evaluating

the customer record to determine whether to generate a
push notification; and

based on determining to generate the push notification:

determining a callback uniform resource locator (URL)
from the customer record; and

providing, to the callback URL, the push notification
for the inbound message, the push notification com-
prising at least the source address and the message
body.

2. The system of claim 1, wherein the set of operations
further comprises:

evaluating the customer record to determine whether to

store the message in a data store; and

based on determining to store the message in the data

store, storing at least a part of the message in the data
store.

3. The system of claim 2, wherein the at least a part of the
message is the whole message.

4. The system of claim 1, wherein the push notification is
provided to a representational state transfer (REST) service
associated with the callback URL

5. The system of claim 1, wherein the set of operations
further comprises:

sending, to the source address, an indication that the

message was delivered to the recipient address.

6. A method for processing an inbound message for a
customer of a message relay service, the method compris-
ing:

receiving an indication of an inbound message, the mes-

sage comprising a source address, a recipient address,
and a message body;

validating the indication based at least in part on a

customer record and the recipient address;

based on determining the indication is valid, evaluating

the customer record to determine whether to generate a
push notification; and
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based on determining to generate the push notification:
determining a callback uniform resource locator (URL)
from the customer record; and
providing, to the callback URL, the push notification
for the inbound message, the push notification com-
prising at least the source address and the message
body.

7. The method of claim 6, further comprising:

evaluating the customer record to determine whether to

store the message in a data store; and

based on determining to store the message in the data

store, storing at least a part of the message in the data
store.

8. The method of claim 7, wherein the at least a part of the
message is the whole message.

9. The method of claim 6, wherein the push notification is
provided to a representational state transfer (REST) service
associated with the callback URL.

10. The method of claim 6, the method further compris-
ing:

sending, to the source address, an indication that the

message was delivered to the recipient address.

#* #* #* #* #*



