(54) Title: CONTENT SHARING METHODS AND APPARATUSES

Determine a projection region of a target region on a display region of a first display device relative to at least one eye of a user

Send related information of the projection region to a second display device

FIG. 1

(57) Abstract: Content sharing methods and apparatuses are provided that relate to the field of communications. A method comprises: determining a projection region of a target region on a display region of a first display device relative to at least one eye of a user; and sending related information of the projection region to a second display device. The methods and apparatuses can simplify content sharing steps, improve content sharing efficiency and/or enhance user experience.
Related Application

[0001] The present international patent cooperative treaty (PCT) application claims the benefit of priority to Chinese Patent Application No. 201410344896.5, filed on July 18, 2014, and entitled "Content Sharing Method and Apparatus", which is hereby incorporated into the present international PCT application by reference herein in its entirety.

Technical Field

[0002] The present application relates to the field of communications, and in particular, to content sharing methods and apparatuses.

Background

[0003] With development of technologies, new display devices such as near-to-eye display devices (for example, smart glasses) and transparent screens constantly emerge, and users have more abundant and more convenient content display ways. However, compared with the traditional mobile devices (for example, smart phones and tablet computers), although the new display devices have advantages of great field of vision, being easy to wear and the like, the new display devices still have some disadvantages in aspects such as screen resolution and display effects (color saturation, brightness and contrast); while the traditional mobile devices have developed for several years, and display effects, pixel density thereof and the like have reached a higher level. Therefore, making full use of respective advantages of the traditional mobile devices and the new devices to perform display interaction and content sharing between the two kinds of devices will provide greater convenience for users.

[0004] Generally, sharing local content that a user is interested in in display content from a display device A to a display device B comprises the following steps: 1) establishing a communication connection between the device A and the device B; 2) sending, by the device A, the display content to the device B; 3) receiving, by the device B, the display content; and 4) obtaining, by the user, a region of interest through a corresponding operation (for example, zoom or take a screenshot) on the device B. The process has
tedious steps, takes more time and has poor user experience.

SUMMARY

[0005] The following presents a simplified summary of the disclosed subject matter in order to provide a basic understanding of some aspects of the disclosed subject matter. This summary is not an extensive overview of the disclosed subject matter. It is intended to neither identify key or critical elements of the disclosed subject matter nor delineate the scope of the disclosed subject matter. Its sole purpose is to present some concepts of the disclosed subject matter in a simplified form as a prelude to the more detailed description that is presented later.

[0006] An example, non-limiting objective of the present application is to provide a content sharing method and apparatus.

[0007] According to one aspect of at least one example embodiment of the present application, a content sharing method is provided, the method comprising:

- determining a projection region of a target region on a display region of a first display device relative to at least one eye of a user; and

- sending related information of the projection region to a second display device.

[0008] According to one aspect of at least one example embodiment of the present application, a content sharing apparatus is provided, the apparatus comprising:

- a determination module, configured to determine a projection region of a target region on a display region of a first display device relative to at least one eye of a user; and

- a sending module, configured to send related information of the projection region to a second display device.

[0009] The content sharing methods and apparatuses according to the example embodiments of the present application can simplify content sharing steps, improve content sharing efficiency and/or enhance user experience.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] FIG. 1 is a flowchart of the content sharing method according to one
example embodiment of the present application;
[0011] FIG. 2 is a schematic diagram of the projection region in one example embodiment of the present application;
[0012] FIG. 3 is a flowchart of step S120' in one example embodiment of the present application;
[0013] FIG. 4 is a flowchart of step S120' in another example embodiment of the present application;
[0014] FIG. 5 is a schematic diagram of a relation between the projection region and the fundus image in one example embodiment of the present application;
[0015] FIG. 6 is a schematic diagram of the relation between the projection region and the fundus image in another example embodiment of the present application;
[0016] FIG. 7 is a schematic diagram of the projection region in another example embodiment of the present application;
[0017] FIG. 8 is a flowchart of step S120" in one example embodiment of the present application;
[0018] FIG. 9 is a flowchart of step S120" in another example embodiment of the present application;
[0019] FIG. 10 is a schematic diagram of the relation between the projection region and the fundus image in another example embodiment of the present application;
[0020] FIG. 11 is a flowchart of the content sharing method in one example embodiment of the present application;
[0021] FIG. 12 is a flowchart of the content sharing method in another example embodiment of the present application;
[0022] FIG. 13 is a schematic diagram of the prompt information in one example embodiment of the present application;
[0023] FIG. 14 is a schematic diagram of a modular structure of the content sharing apparatus according to one example embodiment of the present application;
[0024] FIG. 15 is a schematic diagram of a modular structure of the determination module in one example embodiment of the present application;
[0025] FIG. 16 is a schematic diagram of a modular structure of the monocular
determination sub-module in one example embodiment of the present application;

[0026] FIG. 17 is a schematic diagram of a modular structure of the monocular determination sub-module in another example embodiment of the present application;

[0027] FIG. 18 is a schematic diagram of a modular structure of the determination module in another example embodiment of the present application;

[0028] FIG. 19 is a schematic diagram of a modular structure of the binocular determination sub-module in one example embodiment of the present application;

[0029] FIG. 20 is a schematic diagram of a modular structure of the binocular determination sub-module in another example embodiment of the present application;

[0030] FIG. 21 is a schematic diagram of a modular structure of the content sharing apparatus in one example embodiment of the present application;

[0031] FIG. 22 is a schematic diagram of a modular structure of the content sharing apparatus in another example embodiment of the present application; and

[0032] FIG. 23 is a schematic diagram of a hardware structure of the content sharing apparatus according to one example embodiment of the present application.

DETAILED DESCRIPTION

[0033] Example embodiments of the present application are described in detail hereinafter with reference to the accompanying drawings and embodiments. The following embodiments are intended to describe the present application, but not to limit the scope of the present application.

[0034] It should be understood by those skilled in the art that, in the embodiments of the present application, the value of the serial number of each step described above does not mean an execution sequence, and the execution sequence of each step should be determined according to the function and internal logic thereof, and should not be any limitation to the embodiments of the present application.

[0035] FIG. 1 is a flowchart of the content sharing method according to one embodiment of the present application. The method may be implemented on, for example, a content sharing apparatus. As shown in FIG. 1, the method comprises:

S120: determining a projection region of a target region on a display region of a first
display device relative to at least one eye of a user; and

S140: sending related information of the projection region to a second display device.

[0036] The content sharing method according to this embodiment of the present application determines a projection region of a target region on a display region of a first display device relative to at least one eye of a user, and then sends related information of the projection region to a second display device, that is to say, a user can receive content of interest on the second display device only by adjusting the position of the target region or the first display device to cause the projection region to cover the content of interest, thereby simplifying content sharing steps, improving content sharing efficiency and enhancing user experience.

[0037] The functions of steps S120 and S140 will be described below in detail in combination with example embodiments.

S120: Determine a projection region of a target region on a display region of a first display device relative to at least one eye of a user.

[0038] The at least one eye may be one eye (the left eye or the right eye) of the user, or may be two eyes (the left eye and the right eye) of the user. Description will be given below according to two situations of one eye and two eyes respectively. The display region may be a virtual display region.

[0039] Firstly, in the situation of one eye, in one example embodiment, step S120 may comprise:

S120': determining a projection region of the target region on the display region of the first display device relative to one eye of the user.

[0040] Referring to FIG. 2, the projection region 230 is a region formed by points of intersection between connecting lines from one eye 210 of the user to the target region 240 and the display region 220 of the first display device. As light enters the eye 210 through a pupil 211, it may also be said that the projection region 230 is a region formed by points of intersection between connecting lines from a pupil 211 of one eye 210 of the user to the target region 240 and the display region 220 of the first display device. In addition,
the one eye may be the left eye or the right eye, their principles are the same, and will be not described respectively.

By taking FIG. 2 as an example, the projection region 230 may also be understood as a region corresponding to projection formed by convergent light emitted by a light source located on a first side of the target region 240 on the display region 220 of the first display device located on a second side of the target region. The convergent light converges into a point at the pupil 211 of the one eye 210, and the first side is a side opposite to the second side.

Referring to FIG. 3, in one example embodiment, step S120' may comprise:

S121': determining the position of the target region; and

S1212': determining the projection region of the target region on the display region of the first display device relative to the one eye according to the position of the target region.

In step S1211', an image of the target region can be acquired, and then the position of the target region is determined through image processing. In addition, if the target region is associated with an electronic device, the position of the target region may also be determined through communication with the electronic device.

In one example embodiment, the target region is associated with the second display device, for example, the target region is a display region of the second display device, or the target region is a region defined by borders of the second display device. Suppose that, in FIG. 2, the target region 240 is a display region of the second display device and that the target region is rectangular, four vertices A, B, C and D of the target region 240 may send visible light information respectively, and the position of the target region 240 can be determined according to the visible light information.

In another example embodiment, the target region is associated with an object without communication capability, and may be, for example, a region corresponding to a card, or, for example, a region corresponding to a gesture of the user. In this case, an image of the target region can be acquired, and the position of the target region can be obtained according to depth information of the image and the position of the image on the first display region.
[0045] In step S1212', the projection region of the target region on the display region of the first display device relative to the one eye can be determined according to the position of the target region and the position of the one eye. The position of the one eye may be pre-stored, or acquired through image processing or other manners after execution of the method begins. By still taking FIG. 2 as an example, suppose that the position of the target region 240 has been determined, a projection point A' of the vertex A on the display region 220 of the first display device (that is, a point of intersection between a connecting line from the vertex A to the eye 210 (or the pupil 211) and the display region 220 of the first display device) can be computed and determined according to the position of the vertex A of the target region 240 and the position of the one eye 210 (or the pupil 211). Similarly, projection points B', C and D' corresponding to the vertices B, C and D can be obtained, and the projection region 230 can be obtained by connecting the four projection points A', B', C and D'.

[0046] Referring to FIG. 4, in another example embodiment, step S120' may comprise:

S1221': acquiring a fundus image of the one eye; and

S1222': determining the projection region of the target region on the display region of the first display device relative to the one eye according to the fundus image.

[0047] Referring to FIG. 5, the fundus image 250 is an image formed by the target region 240 at the fundus of the eye 210, it can be seen from FIG. 5 that the fundus image 250 and the target region 240 have a first corresponding relation, and the first corresponding relation satisfies the principle of lens imaging. According to the first corresponding relation, the vertices A, B, C and D of the target region respectively correspond to vertices a, b, c and d of the fundus image 250.

[0048] At the same time, it can be seen from FIG. 5 that the fundus image 250 and the projection region 230 have a second corresponding relation, and the second corresponding relation also satisfies the principle of lens imaging. According to the second corresponding relation, the vertices A', B', C and D' of the projection region 230 respectively correspond to the vertices a, b, c and d of the fundus image 250.
According to the second corresponding relation, a projection point A' of a vertice a of the fundus image 250 on the display region 220 of the first display device can be computed and determined. Similarly, projection points B', C and D' corresponding to the vertices b, c and d can be obtained, and the projection region 230 can be obtained by connecting the four projection points A', B', C and D'.

It should be noted that, for the sake of simplicity, the refraction effect of the light when passing through the pupil 211 of the eye 210 is omitted in the view of FIG. 5, but both the first corresponding relation and the second corresponding relation should take the refraction effect into account.

In addition, in the above example embodiments, the display region 220 of the first display device is located between the eye 210 and the target region 240, but the present application is not limited to the position relation. Referring to FIG. 6, in the event that the target region 240 is located between the eye 210 and the display region 220 of the first display device, the projection region of the target region on the display region of the first display device relative to the one eye may also be determined according to the position of the target region and the position of the one eye, or the projection region of the target region on the display region of the first display device relative to the one eye according to a fundus image of the one eye. The principle is similar to the above example embodiments, which is no longer described individually.

Then, in the situation of two eyes, in one example embodiment, step S120 may comprise:

S120": determining a projection region of the target region on the display region of the first display device relative to two eyes of the user.

Referring to FIG. 7, in the example embodiment, the projection region is associated with a left eye projection region and a right eye projection region. The left eye projection region is a region formed by points of intersection between connecting lines from the left eye 750 of the user to the target region 740 and the display region 720 of the first display device. The right eye projection region is a region formed by points of intersection between connecting lines from the right eye 760 of the user to the target region
740 and the display region 720 of the first display device. As light enters eyes through pupils, it may also be said that the left eye projection region 731 is a region formed by points of intersection between connecting lines from the left pupil 751 of the left eye 750 of the user to the target region 740 and the display region 720 of the first display device; and the right eye projection region 732 is a region formed by points of intersection between connecting lines from the right pupil 761 of the right eye 760 of the user to the target region 740 and the display region 720 of the first display device.

[0054] Referring to FIG. 8, in one example embodiment, step S120" may comprise:

S1211": determining the position of the target region;

S1212": determining a left eye projection region of the target region on the display region of the first display device relative to the left eye of the user and a right eye projection region of the target region on the display region of the first display device relative to the right eye of the user according to the position of the target region; and

S1213": determining the projection region of the target region on the display region of the first display device relative to the two eyes according to the left eye projection region and the right eye projection region.

[0056] In step S121 1", an image of the target region can be acquired, and then the position of the target region is determined through image processing. In addition, if the target region is associated with an electronic device, the position of the target region may also be determined through communication with the electronic device.

[0057] In one example embodiment, the target region is associated with the second display device, for example, the target region is a display region of the second display device, or the target region is a region defined by borders of the second display device. Suppose that, in FIG. 7, the target region 740 is a display region of the second display device and that the target region is rectangular, four vertices A, B, C and D of the target region 740 may send visible light information respectively, and the first display device can determine the position of the target region 740 according to the visible light information.

[0058] In another example embodiment, the target region is associated with an object without communication capability, and may be, for example, a region corresponding
to a card, or, for example, a region corresponding to a gesture of the user. In this case, an image of the target region can be acquired, and the position of the target region can be obtained according to depth information of the image and the position of the image on the first display region.

[0059] In step S1212”, a right eye projection region 732 of the target region 740 on the display region 720 of the first display device relative to the right eye 760 can be determined according to the position of the target region 740 and the position of the right eye 760. The position of the right eye 760 may be pre-stored, or acquired through image processing or other manners after execution of the method begins. By still taking FIG. 7 as an example, suppose that the position of the target region 740 has been determined, a projection point A’ of the vertex A on the display region 720 of the first display device (that is, a point of intersection between a connecting line from a vertex A to the right eye 760 (or the right pupil 761) and the display region 720 of the first display device) can be computed and determined according to the position of the vertex A of the target region 740 and the position of the right eye 760 (or the right pupil 761). Similarly, projection points B’, C and D’ corresponding to the vertices B, C and D can be obtained, and the right eye projection region 732 can be obtained by connecting the four projection points A’, B’, C and D’. The above steps are repeated on the left eye 750, and the left eye projection region 731 can be obtained.

[0060] In step S1213”, the projection region finally determined may comprise the left eye projection region 731 and the right eye projection region 732, or the projection region finally determined may only comprise an overlapping region of the left eye projection region 731 and the right eye projection region 732.

[0061] Referring to FIG. 9, in another example embodiment, step S120” may comprise:

S1221”: acquiring a left fundus image of the left eye of the user, to determine a left eye projection region of the target region on the display region of the first display device relative to the left eye according to the left fundus image;

S1222”: acquiring a right fundus image of the right eye of the user, to determine a right
eye projection region of the target region on the display region of the first display device relative to the right eye according to the right fundus image; and

S1223*: determining the projection region of the target region on the display region of the first display device relative to the two eyes according to the left eye projection region and the right eye projection region.

[0062] Referring to FIG. 10, the right fundus image 770 is an image formed by the target region 740 at the fundus of the right eye 760, it can be seen from FIG. 10 that the right fundus image 770 and the target region 740 have a third corresponding relation, and the third corresponding relation satisfies the principle of lens imaging. According to the third corresponding relation, the vertices A, B, C and D of the target region 740 respectively correspond to vertices a, b, c and d of the right fundus image 770.

[0063] At the same time, it can be seen from FIG. 10 that the right fundus image 770 and the right eye projection region 732 have a fourth corresponding relation, and the fourth corresponding relation also satisfies the principle of lens imaging. According to the fourth corresponding relation, vertices A’, B’, C and D’ of the right eye projection region 732 respectively correspond to the vertices a, b, c and d of the right fundus image 770.

[0064] According to the fourth corresponding relation, a projection point A’ of a vertice a of the right fundus image 770 on the display region 720 of the first display device can be computed and determined. Similarly, projection points B’, C and D’ corresponding to the vertices b, c and d can be obtained, and the right eye projection region 732 can be obtained by connecting the four projection points A’, B’, C and D’.

[0065] Likewise, the left eye projection region 731 can be obtained.

[0066] It should be noted that, for the sake of simplicity, the refraction effect of the light when passing through the right pupil 761 of the right eye 760 is omitted in the view of FIG. 10, but both the third corresponding relation and the fourth corresponding relation should take the refraction effect into account.

[0067] Similar to the previous example embodiment, the projection region finally determined may comprise the left eye projection region 731 and the right eye projection region 732, or the projection region finally determined may only comprise an overlapping
region of the left eye projection region 731 and the right eye projection region 732.

[0068] In addition, in the above example embodiments, the display region 720 of the first display device is located between the eyes (the left eye 750 and the right eye 760) and the target region 740, but the present application is not limited to the position relation. In the event that the target region 740 is located between the eyes and the display region 720 of the first display device, the method of the present application may also be implemented according to the same principle, which is no longer described individually herein.

S140: Send related information of the projection region to a second display device.

[0069] As stated above, the second display device may be associated with the display region, and in this case, the content sharing apparatus may establish a communication connection with the second display device after execution of the method begins, and sends related information of the projection region to the second display device in this step.

[0070] In another example embodiment, referring to FIG. 11, the method may further comprise a step of:

S110: pre-establishing an association between the first display device and the second display device.

[0071] In this case, the display region may not be directly associated with the second display device, for example, the display region may be a region encircled by index fingers and thumbs of two hands of the user.

[0072] The related information of the projection region may comprise: display content of the projection region. The display content may be an image, a map, a document, an application window or the like.

[0073] Alternatively, the related information of the projection region may comprise: display content of the projection region, and associated information of the display content. For example, if the display content of the projection region is a local map of a certain city, the associated information may comprise views of different enlarged scales of the local map. Thus, the user can perform a zooming operation on the local map on the second
Alternatively, the related information of the projection region may comprise: coordinate information of display content of the projection region. For example, if a local map of a certain city is displayed in the projection region, the coordinate information is coordinate information (that is, latitude and longitude information) of two diagonal vertices of the local map, and according to the coordinate information, the second display device can take a screenshot of the local map on a map stored locally and display the local map to the user.

In addition, in order to make the user enjoy a better display effect, resolution of the second display device may be higher than that of the first display device.

Referring to FIG. 12, in order to make the user conveniently adjust the position of the projection region on the first display region and to ensure content that the user is interested in is covered by the projection region, the method may further comprise:

S130: displaying prompt information of the projection region on the display region of the first display device.

As shown in FIG. 13, the prompt information may be a dotted box displayed on the display region 1320 of the first display device, and a region encircled by the dotted box is the projection region 1330. In response to that the user adjusts the position of the first display device or the target region, that is, relative positions of the first display device and the target region are adjusted, the dotted box will change its position on the display region 1320 of the first display device, and thus the user can make the projection region 1330 cover the content that the user is interested in more conveniently.

In addition, the embodiment of the present application further provides a computer readable medium, comprising a computer readable instruction that performs the following operations when being executed: executing the operations of step S120 and S140 of the method in the example embodiment shown in FIG. 1.

To sum up, according to the method in the embodiment of the present application, a projection region of a target region on a display region of a first display device relative to at least one eye of a user can be determined, then related information of
the projection region is sent to a second display device, and prompt information can be
displayed to prompt a user to adjust opposite positions of the first display device and the
target region, so as to help the user to make the projection region cover content that the user
is interested in, thus simplifying an operation step of sharing a part of display content on
the first display device to the second display device, improving content sharing efficiency
and enhancing user experience.

[0080] FIG. 14 is a schematic diagram of a modular structure of the content sharing
apparatus according to one embodiment of the present application; as shown in FIG. 14, the
apparatus 1400 may comprise:

- a determination module 1410, configured to determine a projection region of a target
  region on a display region of a first display device relative to at least one eye of a user; and

- a sending module 1420, configured to send related information of the projection region
to a second display device.

[0081] The content sharing apparatus according to the embodiment of the present
application determines a projection region of a target region on a display region of a first
display device relative to at least one eye of a user, and then sends related information of
the projection region to a second display device, that is to say, a user can receive content of
interest on the second display device only by adjusting the position of the target region or
the first display device to cause the projection region to cover the content of interest,
thereby simplifying content sharing steps, improving content sharing efficiency and
enhancing user experience.

[0082] The content sharing apparatus 1400 may be disposed on the first display
device as a functional module.

[0083] The functions of the determination module 1410 and the sending module
1420 will be described below in detail in combination with example embodiments.

[0084] A determination module 1410, configured to determine a projection region
of a target region on a display region of a first display device relative to at least one eye of a
user.

[0085] The at least one eye may be one eye (the left eye or the right eye) of the user,
or may be two eyes (the left eye and the right eye) of the user. Description will be given below according to two situations of one eye and two eyes respectively.

Firstly, in the situation of one eye, referring to FIG. 15, in one example embodiment, the determination module 1410 comprises:

a monocular determination sub-module 1410', configured to determine a projection region of the target region on the display region of the first display device relative to one eye of the user.

Referring to FIG. 16, in one example embodiment, the monocular determination sub-module 1410' may comprise:

a position determination unit 1411a', configured to determine the position of the target region; and

a projection region determination unit 1412a', configured to determine the projection region of the target region on the display region of the first display device relative to the one eye according to the position of the target region.

The position determination unit 1411a' can acquire an image of the target region, and then determines the position of the target region through image processing. In addition, if the target region is associated with an electronic device, the position of the target region may also be determined through communication with the electronic device.

In one example embodiment, the target region is associated with the second display device, for example, the target region is a display region of the second display device, or the target region is a region defined by borders of the second display device. Suppose that, in FIG. 2, the target region 240 is a display region of the second display device and that the target region is rectangular, four vertices A, B, C and D of the target region 240 may send visible light information respectively, and the position of the target region 240 can be determined according to the visible light information.

In another example embodiment, the target region is associated with an object without communication capability, and may be, for example, a region corresponding to a card, or, for example, a region corresponding to a gesture of the user. In this case, an
image of the target region can be acquired, and the position of the target region can be obtained according to depth information of the image and the position of the image on the first display region.

[0091] The projection region determination unit 1412a' can determine the projection region of the target region on the display region of the first display device relative to the one eye according to the position of the target region and the position of the one eye. The position of the one eye may be pre-stored, or acquired through image processing or other manners after execution of the method begins. By still taking FIG. 2 as an example, suppose that the position of the target region 240 has been determined, a projection point A' of the vertex A on the display region 220 of the first display device (that is, a point of intersection between a connecting line from the vertex A to the eye 210 (or the pupil 211) and the display region 220 of the first display device) can be computed and determined according to the position of the vertex A of the target region 240 and the position of the one eye 210 (or the pupil 211). Similarly, projection points B', C and D' corresponding to the vertices B, C and D can be obtained, and the projection region 230 can be obtained by connecting the four projection points A', B', C and D'.

[0092] Referring to FIG. 17, in another example embodiment, the monocular determination sub-module 1410' comprises:

a fundus image acquisition unit 1411b', configured to acquire a fundus image of the one eye; and

a projection region determination unit 1412b', configured to determine the projection region of the target region on the display region of the first display device relative to the one eye according to the fundus image.

[0093] Referring to FIG. 5, the fundus image 250 is an image formed by the target region 240 at the fundus of the eye 210, it can be seen from FIG. 5 that the fundus image 250 and the target region 240 have a first corresponding relation, and the first corresponding relation satisfies the principle of lens imaging. According to the first corresponding relation, the vertices A, B, C and D of the target region respectively correspond to vertices a, b, c and d of the fundus image 250.
At the same time, it can be seen from FIG. 5 that the fundus image 250 and the projection region 230 have a second corresponding relation, and the second corresponding relation also satisfies the principle of lens imaging. According to the second corresponding relation, the vertices A’, B’, C and D’ of the projection region 230 respectively correspond to the vertices a, b, c and d of the fundus image 250.

According to the second corresponding relation, the projection region determination unit 1412b’ can compute and determine a projection point A’ of a vertex a of the fundus image 250 on the display region 220 of the first display device. Similarly, projection points B’, C and D’ corresponding to the vertices b, c and d can be obtained, and the projection region 230 can be obtained by connecting the four projection points A’, B’, C and D’.

It should be noted that, for the sake of simplicity, the refraction effect of the light when passing through the pupil 211 of the eye 210 is omitted in the view of FIG. 5, but both the first corresponding relation and the second corresponding relation should take the refraction effect into account.

Then, in the situation of two eyes, in one example embodiment, referring to FIG. 18, the determination module 1410 comprises:

a binocular determination sub-module 1410”, configured to determine a projection region of the target region on the display region of the first display device relative to two eyes of the user.

Referring to FIG. 7, in the example embodiment, the projection region is associated with a left eye projection region and a right eye projection region. The left eye projection region is a region formed by points of intersection between connecting lines from the left eye 750 of the user to the target region 740 and the display region 720 of the first display device. The right eye projection region is a region formed by points of intersection between connecting lines from the right eye 760 of the user to the target region 740 and the display region 720 of the first display device. As light enters eyes through pupils, it may also be said that the left eye projection region 731 is a region formed by points of intersection between connecting lines from the left pupil 751 of the left eye 750 of
the user to the target region 740 and the display region 720 of the first display device; and
the right eye projection region 732 is a region formed by points of intersection between
connecting lines from the right pupil 761 of the right eye 760 of the user to the target region
740 and the display region 720 of the first display device.

[0099] Referring to FIG. 19, in one example embodiment, the binocular
determination sub-module 1410" comprises:

   a first determination unit 1411a", configured to determine the position of the target
region;

   a second determination unit 1412a", configured to determine a left eye projection
region of the target region on the display region of the first display device relative to the
left eye of the user and a right eye projection region of the target region on the display
region of the first display device relative to the right eye of the user according to the
position of the target region; and

   a third determination unit 1413a", configured to determine the projection region of the
target region on the display region of the first display device relative to the two eyes
according to the left eye projection region and the right eye projection region.

[00100] The first determination unit 1411a" can acquire an image of the target region,
and then determines the position of the target region through image processing. In
addition, if the target region is associated with an electronic device, the position of the
target region may also be determined through communication with the electronic device.

[00101] In one example embodiment, the target region is associated with the second
display device, for example, the target region is a display region of the second display
device, or the target region is a region defined by borders of the second display device.
Suppose that, in FIG. 7, the target region 740 is a display region of the second display
device and that the target region is rectangular, four vertices A, B, C and D of the target
region 740 may send visible light information respectively, and the first display device can
determine the position of the target region 740 according to the visible light information.

[00102] In another example embodiment, the target region is associated with an
object without communication capability, and may be, for example, a region corresponding
to a card, or, for example, a region corresponding to a gesture of the user. In this case, an image of the target region can be acquired, and the position of the target region can be obtained according to depth information of the image and the position of the image on the first display region.

[00103] The second determination unit 1412a" can determine a right eye projection region 732 of the target region 740 on the display region 720 of the first display device relative to the right eye 760 according to the position of the target region 740 and the position of the right eye 760. The position of the right eye 760 may be pre-stored, or acquired through image processing or other manners after execution of the method begins. By still taking FIG. 7 as an example, suppose that the position of the target region 740 has been determined, a projection point A' of the vertice A on the display region 720 of the first display device (that is, a point of intersection between a connecting line from a vertice A to the right eye 760 (or the right pupil 761) and the display region 720 of the first display device) can be computed and determined according to the position of the vertice A of the target region 740 and the position of the right eye 760 (or the right pupil 761). Similarly, projection points B', C and D' corresponding to the vertices B, C and D can be obtained, and the right eye projection region 732 can be obtained by connecting the four projection points A', B', C and D'. Likewise, the left eye projection region 731 can be obtained.

[00104] The projection region finally determined by the third determination unit 1413a" may comprise the left eye projection region 731 and the right eye projection region 732, or the projection region finally determined may only comprise an overlapping region of the left eye projection region 731 and the right eye projection region 732.

[00105] Referring to FIG. 20, in another example embodiment, the binocular determination sub-module 1410" may comprise:

a first determination unit 1411b", configured to acquire a left fundus image of the left eye of the user, to determine a left eye projection region of the target region on the display region of the first display device relative to the left eye according to the left fundus image;

a second determination unit 1412b", configured to acquire a right fundus image of the right eye of the user, to determine a right eye projection region of the target region on the
display region of the first display device relative to the right eye according to the right fundus image; and

a third determination unit 1413b", configured to determine the projection region of the target region on the display region of the first display device relative to the two eyes according to the left eye projection region and the right eye projection region.

[00106] Referring to FIG. 10, the right fundus image 770 is an image formed by the target region 740 at the fundus of the right eye 760, it can be seen from FIG. 10 that the right fundus image 770 and the target region 740 have a third corresponding relation, and the third corresponding relation satisfies the principle of lens imaging. According to the third corresponding relation, the vertices A, B, C and D of the target region 740 respectively correspond to vertices a, b, c and d of the right fundus image 770.

[00107] At the same time, it can be seen from FIG. 10 that the right fundus image 770 and the right eye projection region 732 have a fourth corresponding relation, and the fourth corresponding relation also satisfies the principle of lens imaging. According to the fourth corresponding relation, vertices A', B', C and D' of the right eye projection region 732 respectively correspond to the vertices a, b, c and d of the right fundus image 770.

[00108] According to the fourth corresponding relation, a projection point A' of a vertex a of the right fundus image 770 on the display region 720 of the first display device can be computed and determined. Similarly, projection points B', C and D' corresponding to the vertices b, c and d can be obtained, and the right eye projection region 732 can be obtained by connecting the four projection points A', B', C and D'.

[00109] Likewise, the left eye projection region 731 can be obtained.

[00110] It should be noted that, for the sake of simplicity, the refraction effect of the light when passing through the right pupil 761 of the right eye 760 is omitted in the view of FIG. 10, but both the third corresponding relation and the fourth corresponding relation should take the refraction effect into account.

[00111] Similar to the previous example embodiment, the projection region finally determined by the third determination unit 1413b" may comprise the left eye projection region 731 and the right eye projection region 732, or the projection region finally
determined may only comprise an overlapping region of the left eye projection region 731 and the right eye projection region 732.

[00112] A sending module 1420, configured to send related information of the projection region to a second display device.

[00113] As stated above, the second display device may be associated with the display region, and in this case, the content sharing apparatus may establish a connection between the first display device and the second display device after finding the display region, and sends related information of the projection region to the second display device in this step.

[00114] Referring to FIG. 21, in another example embodiment, the apparatus 1400 may further comprise:

an association module 1430, configured to pre-establish an association between the first display device and the second display device.

[00115] In this case, the display region may not be directly associated with the second display device, for example, the display region may be a region encircled by index fingers and thumbs of two hands of the user.

[00116] The related information of the projection region may comprise: display content of the projection region. The display content may be an image, a map, a document, an application window or the like.

[00117] Alternatively, the related information of the projection region may comprise: display content of the projection region, and associated information of the display content. For example, if the display content of the projection region is a local map of a certain city, the associated information may comprise views of different enlarged scales of the local map. Thus, the user can perform a zooming operation on the local map on the second display device.

[00118] Alternatively, the related information of the projection region may comprise: coordinate information of display content of the projection region. For example, if a local map of a certain city is displayed in the projection region, the coordinate information is coordinate information (that is, latitude and longitude information) of two diagonal vertices
of the local map, and according to the coordinate information, the second display device can take a screenshot of the local map on a map stored locally and display the local map to the user.

[00119] In addition, in order to make the user enjoy a better display effect, resolution of the second display device may be higher than that of the first display device.

[00120] Referring to FIG. 22, in order to make the user conveniently adjust the position of the projection region on the first display region and to ensure content that the user is interested in is covered by the projection region, the apparatus 1400 may further comprise:

- a prompt module 1440, configured to display prompt information of the projection region on the display region of the first display device.

[00121] One application scenario of the content sharing method and apparatus according to the embodiment of the present application may be as follows: a user wears a pair of smart glasses to browse stored photos, the smart glasses project the photos to eyes of the user, that is, a virtual display region is formed in front of the eyes of the user, when the user sees a group photo, he/she wants to take a screenshot of his/her own head in the group photo and transmit the screenshot to his/her mobile phone, then, the user places the mobile phone in front of the virtual display region, a projection region corresponding to the display region of the mobile phone is given on the virtual display region, the user adjusts the position of the mobile phone until the projection region covers his/her head and then sends a voice instruction to the smart glasses, and the smart glasses send the head to the mobile phone.

[00122] A hardware structure of the content sharing apparatus according to one embodiment of the present application is as shown in FIG. 23. The embodiment of the present application does not limit implementation of the content sharing apparatus; referring to FIG. 23, the apparatus 2300 may comprise:

- a processor 2310, a Communications Interface 2320, a memory 2330, and a communications bus 2340.

[00123] The processor 2310, the Communications Interface 2320, and the memory
2330 accomplish mutual communications via the communications bus 2340.

[00124] The Communications Interface 2320 is configured to communicate with other network elements.

[00125] The processor 2310 is configured to execute a program 2332, and specifically, can implement relevant steps in the method embodiment shown in FIG. 1.

[00126] Specifically, the program 2332 may comprise a program code, the program code comprising a computer operation instruction.

[00127] The processor 2310 may be a central processing unit (CPU), or an application specific integrated circuit (ASIC), or be configured to be one or more integrated circuits which implement the embodiments of the present application.

[00128] The memory 2330 is configured to store the program 2332. The memory 2330 may comprise a high-speed RAM memory, and may also comprise a non-volatile memory, for example, at least one magnetic disk memory. The program 2332 may specifically perform the following steps of:

- determining a projection region of a target region on a display region of a first display device relative to at least one eye of a user; and

- sending related information of the projection region to a second display device.

[00129] Reference can be made to the corresponding description in the corresponding steps or modules in the embodiments for implementation of the steps in the program 2332, which is not repeated herein. Those skilled in the art can clearly understand that, reference can be made to the corresponding process description in the method embodiments for the devices described above and the specific working procedures of the modules, and will not be repeated herein in order to make the description convenient and concise.

[00130] It can be appreciated by those of ordinary skill in the art that each exemplary unit and method step described with reference to the embodiments disclosed herein can be implemented by electronic hardware or a combination of computer software and electronic hardware. Whether these functions are executed in a hardware mode or a software mode depends on particular applications and design constraint conditions of the technical solution.
The professional technicians can use different methods to implement the functions described with respect to each particular application, but such implementation should not be considered to go beyond the scope of the present application.

If the functions are implemented in the form of a software functional unit and is sold or used as an independent product, it can be stored in a computer-readable storage medium. Based on such understanding, the technical solution of the present application essentially or the part which contributes to the prior art or a part of the technical solution can be embodied in the form of a software product, and the computer software product is stored in a storage medium, and comprises several instructions for enabling a computer device (which can be a personal computer, a controller, or a network device, and the like) to execute all or some steps of the method described in each embodiment of the present application. The foregoing storage medium comprises, a USB disk, a removable hard disk, a Read-Only Memory (ROM), a Random Access Memory (RAM), a magnetic disk, an optical disk or any other mediums that can store program codes.

The above example embodiments are only intended to describe the present application rather than to limit the present application; various changes and variations can be made by those of ordinary skill in the art without departing from the spirit and scope of the present application, so all equivalent technical solutions also belong to the category of the present application, and the scope of patent protection of the present application should be defined by the claims.
What is claimed is:

1. A method, comprising:
   determining, by a system comprising a processor, a projection region of a target region on a display region of a first display device relative to at least one eye of a user; and
   sending related information of the projection region to a second display device.

2. The method of claim 1, wherein the determining the projection region comprises:
   determining the projection region of the target region on the display region of the first display device relative to one eye of the user.

3. The method of claim 2, wherein the determining the projection region comprises:
   determining a position of the target region; and
   determining the projection region of the target region on the display region of the first display device relative to the one eye according to the position of the target region.

4. The method of claim 3, wherein the determining the projection region comprises:
   determining the projection region of the target region on the display region of the first display device relative to the one eye according to the position of the target region and the position of the one eye.

5. The method of claim 2, wherein the determining the projection region comprises:
   acquiring a fundus image of the one eye; and
   determining the projection region of the target region on the display region of the first display device relative to the one eye according to the fundus image.

6. The method of claim 2, wherein the projection region is a region formed by points of intersection between connecting lines from the one eye to the target region and the display region of the first display device.

7. The method of claim 1, wherein the determining the projection region comprises:
determining the projection region of the target region on the display region of the first display device relative to two eyes of the user.

8. The method of claim 7, wherein the determining the projection region comprises:

determining the position of the target region;

determining a left eye projection region of the target region on the display region of the first display device relative to a left eye of the user and a right eye projection region of the target region on the display region of the first display device relative to a right eye of the user according to the position of the target region; and

determining the projection region of the target region on the display region of the first display device relative to the two eyes according to the left eye projection region and the right eye projection region.

9. The method of claim 8, wherein the determining the left eye projection region and the right eye projection region comprises:

determining the left eye projection region of the target region on the display region of the first display device relative to the left eye and the right eye projection region of the target region on the display region of the first display device relative to the right eye according to the position of the left eye, the position of the right eye and the position of the target region.

10. The method of claim 7, wherein the determining the projection region comprises:

acquiring a left fundus image of a left eye of the user, to determine a left eye projection region of the target region on the display region of the first display device relative to the left eye according to the left fundus image;

acquiring a right fundus image of a right eye of the user, to determine a right eye projection region of the target region on the display region of the first display device relative to the right eye according to the right fundus image; and

determining the projection region of the target region on the display region of the first display device relative to the two eyes according to the left eye projection region and the
right eye projection region.

11. The method of claim 8, wherein the projection region comprises the left eye projection region and the right eye projection region.

12. The method of claim 1, wherein the target region is associated with the second display device.

13. The method of claim 12, wherein the target region is a display region of the second display device.

14. The method of claim 1, wherein the target region is a region corresponding to a gesture of the user.

15. The method of claim 1, further comprising:
   displaying prompt information of the projection region on the display region of the first display device.

16. The method of claim 1, further comprising:
   pre-establishing an association between the first display device and the second display device.

17. The method of claim 1, wherein the related information of the projection region comprises: display content of the projection region.

18. The method of claim 1, wherein the related information of the projection region comprises: display content of the projection region, and associated information of the display content.

19. The method of claim 1, wherein the related information of the projection region comprises: coordinate information of display content of the projection region.

20. The method of claim 1, wherein a resolution of the second display device is higher than another resolution of the first display device.

21. An apparatus, comprising:
   a memory that stores executable modules; and
a processor, coupled to the memory, that executes or facilitates execution of the executable modules, comprising:

a determination module configured to determine a projection region of a target region on a display region of a first display device relative to at least one eye of a user; and

a sending module configured to send related information of the projection region to a second display device.

22. The apparatus of claim 21, wherein the determination module comprises:

a monocular determination sub-module configured to determine a projection region of the target region on the display region of the first display device relative to one eye of the user.

23. The apparatus of claim 22, wherein the monocular determination sub-module comprises:

a position determination unit configured to determine a position of the target region; and

a projection region determination unit, configured to determine the projection region of the target region on the display region of the first display device relative to the one eye according to the position of the target region.

24. The apparatus of claim 23, wherein the projection region determination unit is configured to determine the projection region of the target region on the display region of the first display device relative to the one eye according to the position of the target region and the position of the one eye.

25. The apparatus of claim 22, wherein the monocular determination sub-module comprises:

a fundus image acquisition unit configured to acquire a fundus image of the one eye; and

a projection region determination unit configured to determine the projection region of the target region on the display region of the first display device relative to the one eye.
26. The apparatus of claim 21, wherein the determination module comprises:

a binocular determination sub-module configured to determine a projection region of the target region on the display region of the first display device relative to two eyes of the user.

27. The apparatus of claim 26, wherein the binocular determination sub-module comprises:

a first determination unit configured to determine the position of the target region;

a second determination unit configured to determine a left eye projection region of the target region on the display region of the first display device relative to a left eye of the user and a right eye projection region of the target region on the display region of the first display device relative to a right eye of the user according to the position of the target region; and

a third determination unit, configured to determine the projection region of the target region on the display region of the first display device relative to the two eyes according to the left eye projection region and the right eye projection region.

28. The apparatus of claim 27, wherein the second determination unit is configured to determine the left eye projection region of the target region on the display region of the first display device relative to the left eye and the right eye projection region of the target region on the display region of the first display device relative to the right eye according to the position of the left eye, the position of the right eye and the position of the target region.

29. The apparatus of claim 26, wherein the binocular determination sub-module comprises:

a first determination unit configured to acquire a left fundus image of a left eye of the user, to determine a left eye projection region of the target region on the display region of the first display device relative to the left eye according to the left fundus image;

a second determination unit, configured to acquire a right fundus image of a right eye
of the user, to determine a right eye projection region of the target region on the display region of the first display device relative to the right eye according to the right fundus image; and

30. The apparatus of claim 21, wherein the executable modules further comprise:

a prompt module configured to display prompt information of the projection region on the display region of the first display device.

31. The apparatus of claim 21, wherein the executable modules further comprise:

an association module configured to pre-establish an association between the first display device and the second display device.

32. A computer readable storage apparatus, comprising at least one executable instruction, which, in response to execution, causes an apparatus comprising a processor to perform operations, comprising:

determining a projection region of a target region on a display region of a first display device relative to an eye of a user identity determined to be interacting with the apparatus; and

sending related information of the projection region to a second display device.

33. An apparatus, characterized by comprising a processor and a memory, the memory storing executable instructions, the processor being connected to the memory via a communication bus, and when the apparatus operates, the processor executes the executable instructions stored in the memory, so that the apparatus executes operations, comprising:

determining a projection region of a target region on a display region of a first display device relative to two eyes of a user identity; and

sending related information of the projection region to a second display device.
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