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DYNAMIC INFORMATION PROJECTION FOR A WALL SENSOR

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application claims priority to and benefit under 35 U.S.C. 119(e) of U.S.
Provisional Application Ser. No. 61/105,856 by Anthony J. Rossetti as the first named inventor,
entitled “Dynamic information projection for a wall sensor”, and filed October 16, 2008, which
is incorporated herein by reference in its entirety. This application also claims priority to and
benefit of U.S. Application Ser. No. 12/580,894 by Barry Wingate as the first named inventor,
entitled “Dynamic information projection for a wall sensor”, and filed October 16, 2009, which

is incorporated herein by reference in its entirety.

BACKGROUND OF THE INVENTION

Field of the Invention

[0002] The invention relates generally to handheld sensor devices, such as stud sensors, and

more specifically to projection of visual indicators against a surface regarding a hidden object.

Backeround of the Invention

[0003] Portable sensors, including handheld detector units, are used to locate hidden objects
are known. For example, U.S. Patents 4,099,118, 4,464,622, and 6,259,241, which are
incorporated herein by reference, disclose detector units (e.g., “stud sensors” and alternating
current detectors) that identify a hidden object’s position behind a surface. Some handheld
detectors identify the hidden object by measuring a capacitance change in one or more sensor
elements within the detector unit as the user moves the unit across the wall over the hidden
object. Such hidden objects include wooden structural studs, pipes, and other metal and
nonmetal objects such as wiring. Some handheld detectors contain sensor element and detecting
circuitry to measure electromagnetic field changes to identify wires carrying alternating current.
Some detectors identify objects that affect a local magnetic field, such as masses of metal or gas

lines.
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[0004] FIG. 1 illustrates a typical application in which a user holds a handheld sensor device
10 against wall or other surface 12. The user moves device 10 transversely, as indicated by the
arrows, to detect an object hidden from view behind the surface 12. The object may be hidden
framing or a stud 14 defining a first edge 18, a centerline 20 and a second edge 22. Circuits

within device 10 display the sensed information on display 16.

[0005] A handheld detector unit typically indicates a sensed feature (e.g., an edge 18 or a
centerline 20) using a visual display, such as display 16. A device’s visual display may include
one or more light-emitting diodes (LEDs) and/or liquid crystal display (LLCD) in various
configurations. For example, some devices include an arrow-shaped LED display. Another
device sold under the name Intellisensor® made by Stanley in New Britain, Conn., uses a
vertical line of LEDs for a display. In addition, U.S. Patent 6,249,113, issued June 19, 2001, and
U.S. Patent 5,917,314, issued June 29, 1999, both incorporated herein by reference, disclose
several LCD and LED display configurations. Typically, a visual display 16 of a handheld
sensor device is designed to assist the device user in determining some characteristic of a sensed
object, such as an edge or a centerline. Referring again to FIG. 1, for example, display 16 may
indicate stud 14’s edge 18, a centerline 20 located between edge 18 and edge 22, both edges 18

and 22, or other representations of stud 14.

[0006] The display or displays 16 are typically mounted in the housing of the handheld
sensor device. Thus, the display 16 is distance from the surface 12. That is, the display 16 is
displaced both laterally and in depth from the surface 12 behind which the detected object is
located. Furthermore, users often operate handheld detectors at skewed angles and in unusual
positions such as when searching for objects that are behind ceilings, floors, corners, etc. For
example, in FIG. 1, if stud 14 is located behind a surface 12 that is close to a large visual
obstruction, such as a water heater tank, the user will have difficulty seeing display 16. Even if
display 16 is visible, the skewed viewing angle requires the user to make a visual angular
estimate of the hidden object’s location behind the surface, based on the display’s position in the

detector unit housing.

[0007] In general, a conventional handheld sensor device uses visual and audio feedback
emanating from device to tell a user of the device that it has detected a stud or other hidden

object. Typically, a handheld sensor device includes one or more LEDs and/or an LCD display
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to visually show the existence of a stud detected behind a wall or other surface. In some devices,
a single line or a plurality of lines, and may be projected in one or more directions. Therefore,

what is desired is a way to improve how information is presented to the user.
SUMMARY

[0008] Some embodiments of the present invention provide for a handheld sensor device to
project a visual indicator against a surface, the device comprising: a sensor to sense an object
behind the surface and to provide a data signal; a controller coupled the sensor to receive the
data signal, the controller configured to activate a first icon based on the data signal and to
provide a control signal, wherein the first icon comprises a distinct two-dimensional icon; and a
light source coupled to controller to receive the control signal and to project the first icon against
the surface, the light source comprising a light emitting source; and an aperture defined to

project light from the light emitting source as the first icon.

[0009] Some embodiments of the present invention provide for a method to project a visual
indicator against a surface using a handheld sensor device, the method comprising: sensing an
object behind the surface; determining a first feature of the sensed object; and projecting, from a
light emitting source and through an aperture shaped to project light as a first icon onto the
surface, a first icon indicating the first feature, wherein the first icon comprises a distinct two-

dimensional icon.

[0010] Some embodiments of the present invention provide for a handheld sensor device to
project a visual indicator against a surface, the device comprising: means for sensing an object
behind the surface; means for determining a first feature of the sensed object; and means for
projecting, from a light emitting source and through an aperture shaped to project light as a first

icon onto the surface, a first icon indicating the first feature.

[0011] Some embodiments of the present invention provide for a method for detecting an
object behind a surface using a handheld sensor device, the method comprising: sensing a first
feature of the object; selecting a first icon, from a plurality of icons, based on sensing the first
feature, wherein the first icon comprises a distinct two-dimensional icon; projecting the first icon
against the surface in response to being selected; sensing a second feature of the object; selecting

a second icon, from the plurality of icons, based on sensing the second feature, wherein the
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second icon comprises a distinct two-dimensional icon; and projecting the second icon against

the surface in response to selecting the second icon.

[0012] These and other aspects, features and advantages of the invention will be apparent

from reference to the embodiments described hereinafter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0013] Embodiments of the invention will be described, by way of example only, with

reference to the drawings.

[0014] FIG. 1 illustrates a typical application in which a user holds a handheld sensor device

against wall or other surface.

[0015] FIGS. 2A and 2B illustrate views of a handheld sensor in operation, in accordance

with embodiments of the present invention.

[0016] FIGS. 3A, 3B and 3C show perspective views of a housing and a projected arrow, in

accordance with embodiments of the present invention.

[0017] FIGS. 4, 5, 6, 7A and 7B shows a relationship between an LED, an aperture and a

projected arrow, in accordance with embodiments of the present invention.

[0018] FIG. 8 shows method of projecting a visual indicator, in accordance with

embodiments of the present invention.

[0019] FIGS. 9A, 9B, 9C, 9D and 9E show various projected arrows, in accordance with

embodiments of the present invention.

[0020] FIGS. 10A, 10B, 10C, 10D and 11 show top-down views of a handheld sensor device

projecting display information, in accordance with embodiments of the present invention.

[0021] FIGS. 12A, 12B, 12C, 12D and 13 show various display information, in accordance

with embodiments of the present invention.

[0022] FIG. 14 shows a dynamic light source, in accordance with embodiments of the

present invention.
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DETAILED DESCRIPTION OF THE INVENTION

[0023] In the following description, reference is made to the accompanying drawings, which
illustrate several embodiments of the present invention. It is understood that other embodiments
may be utilized and mechanical, compositional, structural, electrical, and operational changes
may be made without departing from the spirit and scope of the present disclosure. The
following detailed description is not to be taken in a limiting sense. Furthermore, some portions
of the detailed description that follows are presented in terms of procedures, steps, logic blocks,
processing, and other symbolic representations of operations on data bits that can be performed
in electronic circuitry or on computer memory. A procedure, computer executed step, logic
block, process, etc., are here conceived to be a self-consistent sequence of steps or instructions
leading to a desired result. The steps are those utilizing physical manipulations of physical
quantities. These quantities can take the form of electrical, magnetic, or radio signals capable of
being stored, transferred, combined, compared, and otherwise manipulated in electronic circuitry
or in a computer system. These signals may be referred to at times as bits, values, elements,
symbols, characters, terms, numbers, or the like. Each step may be performed by hardware,

software, firmware, or combinations thereof.

[0024] Known in an unrelated art is projecting information from a computer against a
surface. For example, U.S. Patent 6,266,048, by Carau, Sr., issued on July 24, 2001 and titled
“Method and apparatus for a virtual display/keyboard for a PDA”, discloses a computer or PDA
with a projected display onto a substantially flat, white surface to create a virtual computer
screen display and a projected keyboard onto the substantially flat, white surface. Similarly in
U.S. Patent 7,215,327, by Liu et al. issued May 8, 2007 and titled “Device and method for
generating a virtual keyboard/display”, a keyboard and display are projected. Such projection

technologies may be advantageously used in handheld sensor devices.

[0025] Handheld sensor devices, such as stud sensors, wall scanners, AC voltage detectors
and magnetic field disturbance sensors, display information to a user using one or more LEDs
and/or LCD displays located on the body of the device. Some devices use light passed through
an aperture or slit on the body of the device to project a line or lines onto the wall surface. Such
a slit does not produce a distinct two-dimensional icon but rather a length of light that has no

discernable or distinctive features along a dimension. See, for example, United States Patent
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6,259,241, by Krantz issued on July 10, 2001 and titled “Projected display for portable sensor
indicating the location of a detected hidden object behind a surface”, which discloses a handheld
detector that projects a visible pattern onto the surface behind which a detected object is located.
The projected pattern represents one or more predetermined characteristics of the detected
object. A predetermined characteristic may include an edge, a position between two edges, a
centerline between two edges, a characteristic of the object’s mass, and/or an electromagnetic
characteristic emitted or affected by the object. Also discloses is a narrow aperture defined in
one end of the detector unit housing. When the detector unit’s sensing circuit detects a hidden
object, the sensing circuit signals an activating circuit that energizes a light source within the
detector housing. A portion of the light from the light source passes through the aperture and
thereby projects a line onto the surface beneath which the detected object is located. The line is
projected in a single dimension. That is, there is no lateral distinctiveness to the projected line.
Furthermore, the projected line may not have distinct side edges or the line may easily be

misaligned due to the LED being butted against the aperture opening.

[0026] Embodiments of the present invention provide an improved optical light projection
system able to project information through static or dynamic light patterns, such as icons, pixels,
graphics and/or colors, to convey information to the user. Some embodiments include
appropriate illuminators, apertures, and potentially lenses and computer-controlled apertures to

create a dynamic information display projected onto the surface being scanned.

[0027] Typical, handheld sensor devices provide information to the user using display(s)
mounted on the body of the device, and not on the surface being scanned. Embodiments of the
present invention instead display user-interface information directly onto the surface being
scanned so as to more intimately convey detected information to the user. Because projected
light does not introduce any physical interference, a device that allows a user to super-impose
marks (with pencil, tape, etc.) at precise locations on the wall as guided by the projected display
improves the accuracy of such marks. These marks remain behind even after the unit is removed

to aid the user in remembering where the hidden objects are located.

[0028] Some embodiments of the present invention project graphical information and

characters on the working area of a surface when using a handheld sensor devices (e.g. stud
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sensor), or other portable tool. The handheld sensor device includes light source(s), aperture(s),

and optional lenses to project this graphical information against the surface.

[0029] FIG. 1 illustrates a typical application in which a user holds a handheld sensor device
against wall or other surface. The handheld sensor device is being used to scan the wall to
determine the existence of hidden object beneath the surface. The handheld sensor device may
project information various detected features. Such features may include whether the device is
over an object (such as a stud), at an edge of the object, or at the center of the object, whether the
object is metal, and whether the device is over electrically hot AC wires, etc. Additionally, the
device may display a direction to the hidden object. Furthermore, different colors may be
projected to help convey changing information to the user. Embodiments project this

information using one or more static and/or dynamic apertures.

[0030] In accordance with some embodiments of the present invention, a static aperture is
used to project an arrow icon or other fixed two-dimensional icon against a surface when a
feature is detected by the device. The displayed icon is formed by LED light passing from a
distance through a fixed-shaped aperture. Because the light is passed to the aperture from a
distance (and not butted against the aperture), the projection is less susceptible to having
indistinct side edges and misalignment. In accordance with other embodiments of the present
invention, more complicated information may be projected and displayed via a dynamic aperture
that changes during scanning to indicate the one or more detected features. The more

complicated information may include one or more icons or other graphic as well as text.

[0031] FIGS. 2A and 2B illustrate views of a handheld sensor device 10 in operation, in
accordance with embodiments of the present invention. In FIG. 2A, the handheld sensor device
10 is shown projecting a light stream 41 against a surface 30 resulting in a fixed two-
dimensional icon 40 to reveal a feature of a hidden object, such as an edge 18 of a stud 14. The
device 10 includes a sensor 100, a controller 110, and a light source 120. The sensor 100 senses
the hidden object behind surface 30 and provides a data signal to the controller 110. For
example, the data signal may indicate the presence of an edge feature or a center feature of the
hidden object. The sensor 100 may include one or more of a capacitive sensor, a stud sensor, an

electrical field sensor, and a magnetic field sensor or the like.
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[0032] Based on the data signal from the sensor 100, the controller 110 activates a light
source 120 to project a light stream 41, which results a first icon 40 being displayed against the
surface 30. The light source 120 includes a light emitting source 121 and an aperture 50 (shown
in figures described below) when combined operate to shape the projected light from the light
emitting source 121 through the aperture 50 as an arrow or other two-dimensional icon against

the surface 30.

[0033] The light source 120 may be formed with one or more LEDs (examples below), a
lamp, bulb, or the like. In some embodiments, the light source 120 may also project a second
icon against the surface 30. For example, the first icon created from a first static aperture may
represent a center feature and the second icon created from a second static aperture may
represent an edge feature of the hidden object. In some embodiments, the light source 120
projects a single color icon, while in other embodiments, the light source 120 may project a
selected one of two or more different colored icons to represent a corresponding two or more
different features. For example, one color may be used to indicate an edge feature while another
color is used to indicate a center feature. Alternatively, a first color may indicate a shallow stud
while a second color indicates a deep stud. Yet as another alternative, a red colored icon may be
used to indicate an electrically hot AC circuit, a blue icon may be used to represent a non-

electrical metal object, such as a pipe, and a green icon may be used to represent a stud.

[0034] FIG. 2B shows a top-down view outlining a handheld sensor device 10 projecting
fixed two-dimensional icon (arrow 40) onto a surface 30. The device 10 is configured with a
static aperture 50 that allows light to pass from the device 10. The aperture 50 is formed such

that passing light projects the arrow 40.

[0035] FIGS. 3A, 3B and 3C show perspective views of a housing and a projected arrow, in
accordance with embodiments of the present invention. The housing of the handheld sensor
device 10 includes a base housing 10A (FIG. 3B) and top housing 10B (FIG. 3C) and is shown
combined into a single integrated housing (FIG. 3A). The base housing 10A includes a notch
S0A, which appears as a wide-angled inverted ‘V’ positioned parallel to the surface 30. The
plane of the wide-angled inverted ‘V’ may be exactly parallel (0 degress) or off-parallel (up to
30 degrees or more from parallel) to the surface 30. The top housing 10B also includes a notched

50B, but appears as a narrow-angled inverted ‘V’ positioned perpendicular to the surface 30.
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Again, the plane of the narrow-angled inverted ‘V’ may be exactly perpendicular (0 degress) or
off- perpendicular (up to 30 degrees or more from perpendicular) to the surface 30. When
positioned on top of one another, the two notches SOA and 50B define a static aperture 50. Due
to the inverted ‘V’ shapes from notches S0A and 50B positioned together, when the two housing
sections 10A and 10B are combined the light passing from inside the device 10 through the

defined aperture 50 results in an arrow 40 projected on the surface 30.

[0036] FIGS. 4, 5, 6, 7A and 7B shows a relationship between an LED, an aperture and a
projected arrow, in accordance with embodiments of the present invention. In FIG. 4, the light
source projects an arrow 40 in front of the device. The arrow 40 has a distinctive two-
dimensional shape unlike a one-dimensional line of conventional devices. In conventional
handheld sensor device, the LED butts up against the housing wall such that the greatest
dimension of the aperture is greater than the distance between the LED and the housing wall.
Embodiments of the present invention disclose a light emitting source (e.g., LED 121) distant
from the aperture 50. Distancing the LED 121 from the aperture enables the handheld sensor
device 10 to define a distinct and fixed two-dimensional icon (e.g., arrow 40) against the surface

30.

[0037] In FIG. 5, an LED 121 is used as the light emitting source. The LED 121 is
positioned distant from the aperture 50. The greatest perpendicular dimension of the aperture 50
defines a distance D;. For example, assume the height of the aperture 50 provides the largest
lateral opening. The LED 121 is positioned internally within the devicel0 at a distance D, from
the aperture 50, where D; is greater than D; (D, > D). In some embodiments, the ratio of D, and
D are such that D,:D; = 2:1. In other embodiments, the ratio D;,:D; is approximately 3:1, 4:1,
5:1, or greater than 5:1. For example, the greatest dimension of the aperture (D) may be 2 mm
and the distance (D,) between the aperture and the LED may be 9 mm, such that the ratio D,:D;
is be 4.5:1. FIG. 6 shows a view up into the aperture 50 from a perspective near the surface 30
and near the projected arrow 40. From this perspective, the aperture 50 appears more as an

arrow.

[0038] In FIGS. 7A and 7B, the handheld sensor device 10 is shown with a base housing
10A and a top housing 10B. The base housing 10A has a wide V-shaped notch 50A oriented
perpendicularly or nearly perpendicular to the surface 30. The top housing 10B defines a
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trapezoid notch 50B with a narrow top edge parallel to both the surface and to an imaginary
similar-length or wider bottom line and also defines two side edges parallel or nearly parallel to
one another. The distance D, between the aperture 50 and the light emitting source 121 is
approximately 2 to 5 (or 5 to 30 or more) times farther than the distance Dy of the aperture. Here,
the ratio D,:D; is shown to be approximately 20:1. Channeling the light from the light emitting

source 121 to the aperture 50 allows for this ratio to be larger and more efficient.

[0039] FIG. 8 shows method of projecting a visual indicator, in accordance with
embodiments of the present invention. The method, using a handheld sensor device 10, begins at
block 200 by sensing an object 14 behind a surface 30. At 210, the device 10 determines a first
feature of the sensed object 14. At 220, the device 10 projects, through an aperture 50 shaped to
project light as an arrow 40 or other distinct two-dimensional icon onto the surface 30, a first
icon indicating the first feature. At 230, the device 10 determines a second feature of the sensed
object exists behind the surface 30. At 240, the device projects, through an aperture 50, a second
icon indicating the second feature. The aperture of steps 220 and 240 may be different static
apertures, the same static aperture, or a common dynamic aperture. For example, the object 14
may be a stud and the first feature may be an edge 18 or 22 of the stud, and the second feature
may be a centerline 20 of the stud 14. The first and second projected icons may be identical,
have different colors and/or different shapes or orientations. At 250, the device detects absence

of the feature and disable projection.

[0040] FIGS. 9A, 9B, 9C, 9D and 9E show various projected arrows, in accordance with
embodiments of the present invention. Each arrow comprises a distinct two-dimensional icon, is
formed by passing light at a distance D, from an aperture 50, and includes a distinctive head and
may also include a tail or shaft. FIG. 9A shows a traditional arrowhead and shaft 40A with a
straight-lined head backing. In FIG. 9B, the arrowhead 40B similar to the arrow 40A but is void
of a shaft. In FIG. 9C, the arrowhead and shaft 40C includes an arrowhead with V-lined head
backing. In FIG. 9D, the arrowhead 40D is double-headed. In FIG. 9E, the arrowhead and shaft
40K is elongated. Unlike a projected line, each arrow has characteristics in two dimensions and

is used to distinctly point to a location on a surface 30.

[0041] Several of the embodiments described above included a passive aperture 50 in which

light passes through a preformed and fixed aperture 50 to form a distinct two-dimensional icon,
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such as an arrow, on the surface 30. Similarly, a handheld sensor device 10 may include a
plurality of passive apertures 50 each channeling light from a separate LED or other light source.
Each aperture may be shaped and position to form a separate icon. For example, a first aperture
50 may be formed to present an arrow 40A. To project the arrow from the first aperture 50, a
first LED may be illuminated. A second aperture 50 may be formed to present an arrow pointing
to the left indicating an object is to the left of the device 10. To project the left-pointing arrow
from the second aperture 50, a second LED may be illuminated channeling light just to the
second aperture 50. A third aperture 50 may be formed to present an arrow pointing to the right
to indicate an object is to the right of the device 10. Similarly, to project the right-pointing arrow
from the third aperture 50, a third LED may be illuminated channeling light just to the third
aperture 50. Separate channels may be formed with individual clear material, such as plastic

tubes, or may be formed by physically dividing an open space with the device 10.

[0042] In other embodiments, the aperture 50 is dynamic. That is, light passing through the
aperture is actively regulated such that a variety of icons or other information may be projected
onto the surface 30. Light may be regulated through an L.CD lens, through an active shutter, or

the like. Examples of devices 10 using a dynamic aperture 50 are given below.

[0043] FIGS. 10A, 10B, 10C, 10D and 11 show top-down views of a handheld sensor device
10 projecting display information, in accordance with embodiments of the present invention. In
FIG. 10A, a handheld sensor device 10 includes a dynamic aperture 50, which allows light to
pass to form a display area 40 on the surface 30. The device 10 projects one or more distinct
two-dimensional icon within this display area 40. Several of possible icons are described below

by way of example.

[0044] In FIG. 10B, a user operates a handheld sensor device 10 searching for a hidden stud
14. The device 10 detects an edge 18 to the left of the sensor but it not yet over the edge 18.
Conventional devices provide an indication showing a hidden stud is close but does not indicate
which direction the user should move the device. Using a device 10 with directivity sensing, the
device 10 may determine a direction of the hidden object. The handheld sensor device 10
projects an arrow 40F indicating to the user that the hidden object is to the left. Simultaneously,

the device 10 may provide similar information on a display 16.
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[0045] In FIG. 10C, the user has moved the device 10 over an edge 18 of the stud 14. Once
the device 10 has detected the edge 18, it projects an icon to the surface 30. For example as
shown, the device 10 projects both the letter “EDGE” and an arrow 40G. In some embodiments,
the icon is projected at a fixed location relative to the device 10. In other embodiments, the icon
may appear stationary relative to the surface 30 but moves relative to the device 10 while the

user moves the device 10 to the left and right over the edge.

[0046] In FIG. 10D, the handheld sensor device 10 is nearly centered over the stud. The
device 10 then projects a center icon “CNTR” with an arrow 40H to indicate the device 10 is
over a center feature of the stud 14. Again, the device 10 may track the relative position of the
feature and adjust its projected icon to appear stationary on the surface as the user moves the

device about the centerline of the stud 14.

[0047] In FIG. 11, the device 10 projects to the surface 30 the word “CENTER” along with a
bar. The bar represents the hidden stud 14 and the word “CENTER” represents that the device
10 is centered over the stud 14. Other projections are possible with a handheld sensor device 10

that has a dynamic aperture.

[0048] FIGS. 12A, 12B, 12C, 12D and 13 show various display information, in accordance
with embodiments of the present invention. FIG. 12A shows a display area 40 that indicates the
device 10 is near an edge of the stud 14. In FIG. 12B, the user has moved the device to the left
such that it is centered over an edge as indicated by the word “EDGE”, by the left-pointing
arrow and by the shadowed area to the left side of the display area 40. In FIG. 12C, the user has
centered the device 10 directly above the centerline of the stud 14. The projected display area 40
shows a shadowed area representing the hidden stud and also the word “CNTR” or “CENTER”
to highlight to the user that the device 10 is centered over the stud 14. FIG. 12D shows the
device 10 moved to the left so that it is centered over another edge. The display 40 shows

approximately a mirrored images to that shown in FIG. 12B.

[0049] The shadowed area may be animated such that is appears relatively stationary against
the surface 30 to simulate a view of the stud 14 looking through the surface 30. The pixilated
characters making up the words “CENTER”, “CNTR” or “EDGE” are examples of dynamic text

that the handheld sensor device 10 projects depending on the circumstances and context of use
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for the device 10 at that instant in time. The content and specifics of the displayed information is
determined by a computer, microprocessor or micro controller controlling the device 10. The
displayed information also depends on what the device 10 is sensing. Each icon described above
(e.g., arrows shown in FIGS. 12B and 12D) convey information (e.g., directional information)

with a single icon. Each icon may be static or dynamical and is turned on or off by the device 10.

[0050] The projected information depends on what information the handheld sensor device
10 has measured and needs to display to the user. It may include characters, graphics, and icons
in various colors to convey user-interface information to the user of the device 10. Some
embodiments display the projected information via an LCD aperture or other dynamic aperture
within the device 10. The L.LCD aperture may be a transmissive, negative type, in which the
pixels that are transparent will be projected. All other pixels are non-transparent, thus block the
light. The displayed icon may be colored by being projected: (1) from a colored LED, (2)
through a colored lens (e.g., at or near the aperture), or (3) through a colored LCD. In some
embodiments, graphics on the LCD object are pre-distorted (to compensate for tilt and projection
angles), and passed through appropriate lenses, so that they appear not to be distorted and correct
when projected to the surface. In other words, the image on the LCD object is distorted such that
the projection on the surface 30 is not distorted. Control of the information being displayed is
managed by the microcontroller or the like, which updates and changes the information

dynamically and in real time depending on the current sensor measurements and operating mode.

[0051] FIG. 13 shows additional possible displayed information. Icon (A) shows a projection
of an example initialization information. Icon (B) shows a projection of information telling a
user that the device 10 is in a stud scan mode. Icon (C) shows a projection of information telling
a user that the detector 10 found a center of a stud 14 (similar to FIGS. 10C, 11 and 12C). Icon
(D) shows a projection of information telling a user that the detector 10 found an edge of a stud
14 (similar to FIG. 10B). Icon (E) shows a projection of information telling a user that the
detector 10 move back towards a stud 14 (similar to FIG. 10A). Icon (F) shows a projection of
instructions to a user to begin scanning. Icons (G1) through (G9) show a progression of

projections as a device 10 passes over a stud 14 (shown with black pixels) from right to left.

[0052] FIG. 14 shows a dynamic light source 120, in accordance with embodiments of the

present invention. The light source 120, also referred to as a display projection system, includes
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a light emitting source 121, such as an LED, which projects light along a projection path 300. A
condensing lens 310 focuses this light into a dynamic aperture 50, such an LCD panel. When the
dynamic aperture 50 is solid black or opaque, light does not pass through. When projecting and
image, the dynamic aperture 50 displays a negative of an image to project. That is, the dynamic
aperture 50 is non-transparent for areas not representing the icon to be displayed. Light passing
through the dynamic aperture 50 is filtered by this negative image. The light then passes a
projection lens 320 and a prism 330. From the prism 330, the projected light 41 provides a visual

indication against the surface 30 as icon 40.

[0053] Other active projection systems may be used. For example, the LCD panel may
contain color LCDs thereby allowing colored icons and text. The LCD panel may allow for

partially translucent pixels thus allowing grayscale icons and text.

[0054] Therefore, it should be understood that the invention can be practiced with
modification and alteration within the spirit and scope of the appended claims. The description is
not intended to be exhaustive or to limit the invention to the precise form disclosed. It should be

understood that the invention can be practiced with modification and alteration.
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CLAIMS
What is claimed is:
1. A handheld sensor device to project a visual indicator against a surface,

the device comprising:
a sensor to sense an object behind the surface and to provide a data signal;

a controller coupled the sensor to receive the data signal, the controller
configured to activate a first icon based on the data signal and to provide a control

signal, wherein the first icon comprises a distinct two-dimensional icon; and

a light source coupled to controller to receive the control signal and to

project the first icon against the surface, the light source comprising
a light emitting source; and

an aperture defined to project light from the light emitting source

as the first icon.

2. The device of claim 1, wherein the first icon comprises an arrow.

3. The device of claim 1, wherein the first icon indicates a direction to the
object.

4. The device of claim 1, wherein the first icon indicates an edge feature of
the object.

5. The device of claim 1, wherein the first icon indicates the object is
wooden.

6. The device of claim 1, wherein the first icon indicates the object is
metallic.

7. The device of claim 1, wherein the first icon indicates the object is

electrically energized.
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8. The device of claim 1, wherein the first icon indicates a center feature of
the object.
9. The device of claim 8§, wherein the light source is further configured to

project a second icon against the surface, wherein the second icon indicates an
edge feature of the object, and wherein the second icon comprises a distinct two-

dimensional icon.

10. The device of claim 1, wherein the aperture comprises a dynamic opening.
11. The device of claim 10, wherein the dynamic opening comprises an LCD
panel.

12. The device of claim 1, wherein the aperture comprises a fixed opening.

13. The device of claim 12, wherein the fixed opening comprises an opening

formed between a top housing and a base housing.
14. The device of claim 1, wherein the light emitting source comprises:
a first color source comprises a first color for the first icon; and

a second color source comprises a second color for a second icon, wherein

the second icon comprises a distinct two-dimensional icon; and

wherein the first and second color sources are selectable by the controller.

15. The device of claim 1, wherein the sensor comprises a capacitive sensor.
16. The device of claim 1, wherein the sensor comprises a stud sensor.

17. The device of claim 1, wherein the sensor comprises an electrical field
Sensor.

18. The device of claim 1, wherein the sensor comprises a magnetic field

SENSor.
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19. A method to project a visual indicator against a surface using a handheld

sensor device, the method comprising:

sensing an object behind the surface;

determining a first feature of the sensed object; and

projecting, from a light emitting source and through an aperture shaped to
project light as a first icon onto the surface, a first icon indicating the first feature,

wherein the first icon comprises a distinct two-dimensional icon.

20. The method of claim 19, wherein the first icon comprises an arrow.

21. The method of claim 19, wherein the first icon indicates a direction to the
object.

22. The method of claim 19, wherein the first icon indicates an edge feature of
the object.

23. The method of claim 19, wherein the first icon indicates a center feature

of the object.

24. The method of claim 19, further comprising:

determining a second feature of the sensed object; and

projecting a second icon indicating the second feature, wherein the second

icon comprises a distinct two-dimensional icon.

25. The method of claim 19, wherein the aperture comprises a dynamic

opening.

26. The method of claim 25, wherein the dynamic opening comprises an LCD

panel.

27. The method of claim 19, wherein the aperture comprises a fixed opening.
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28. The method of claim 27, wherein the fixed opening comprises an opening

formed between a top housing and a base housing.

20. A handheld sensor device to project a visual indicator against a surface,

the device comprising:
means for sensing an object behind the surface;
means for determining a first feature of the sensed object; and

means for projecting, from a light emitting source and through an aperture
shaped to project light as a first icon onto the surface, a first icon indicating the

first feature.
30. The device of claim 29, wherein the first icon comprises an arrow.
31. The device of claim 29, further comprising:
means for determining a second feature of the sensed object; and
means for projecting a second icon indicating the second feature.

32. A method for detecting an object behind a surface using a handheld sensor

device, the method comprising:
sensing a first feature of the object;

selecting a first icon, from a plurality of icons, based on sensing the first

feature, wherein the first icon comprises a distinct two-dimensional icon;
projecting the first icon against the surface in response to being selected;
sensing a second feature of the object;

selecting a second icon, from the plurality of icons, based on sensing the
second feature, wherein the second icon comprises a distinct two-dimensional

icon; and
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projecting the second icon against the surface in response to selecting the

second icon.
33. The method of claim 32, wherein:
the first icon indicates a first direction; and
the second icon indicates an opposite direction.
34. The method of claim 32, further comprising:
sensing a third feature of the object;

selecting a third icon, from the plurality of icons, based on sensing the

third feature; and

projecting the third icon against the surface in response to selecting the

third icon.

35. The method of claim 34, wherein the third icon indicates a center feature

of the object.



PCT/US2009/061061

WO 2010/045592

1/17

22

FIG. 1



WO 2010/045592

Y axis

X axis

20

217

Light
source
120

!

Controller
110

!

Sensor
100

FIG. 2A

PCT/US2009/061061



WO 2010/045592 PCT/US2009/061061

317

30

40

50

10

Y axis
A
X axis -

FIG. 2B



WO 2010/045592

PCT/US2009/061061

4/17
10B
- 58
10

10A
40
FIG. 3A
10A
50A

FIG. 3B

FIG. 3C




WO 2010/045592 PCT/US2009/061061

517

FIG. 4



WO 2010/045592 PCT/US2009/061061

6/17

FIG. 5




WO 2010/045592 PCT/US2009/061061

717

FIG. 7B



WO 2010/045592 PCT/US2009/061061

8/17

Sense an object 14 behind a surface 30
200

Determine a first feature of the sensed object
210

Project, through an aperture 50 shaped to
project light as an arrow 40 onto the surface
30, a first icon indicating the first feature
220

Determine a second feature of the sensed
object exists behind the surface 30
230

Project, through an aperture 50, a second icon
indicating the second feature
240

Detect an absence of the feature and disable
projection
250

FIG. 8



WO 2010/045592 PCT/US2009/061061

9/17
40A
\/ y,
FIG. 9A FIG. 9B
V
FIG. 9C FIG. 9D
40E

FIG. 9E



WO 2010/045592

PCT/US2009/061061
10/17
30
40
10
Y axis
A

X axis

FIG. 10A

R



PCT/US2009/061061

WO 2010/045592

11/17

FIG. 10B



PCT/US2009/061061

WO 2010/045592

12/17

FIG. 10C



PCT/US2009/061061

WO 2010/045592

13/17

FIG. 10D



PCT/US2009/061061

WO 2010/045592

14/17

FIG. 11



WO 2010/045592

15/17

PCT/US2009/061061

F 40
FIG. 12A
F 40
EDGE
FIG. 12B

:40

C
\

NT

R

FIG. 12C

40

EDGE

FIG. 12D



PCT/US2009/061061

WO 2010/045592

16/17

(Q)

S NvOS

|

e

. Nvas




WO 2010/045592 PCT/US2009/061061

17117

—
o]
o

300
[

0~
X - 330 \ 320 \ 310

FIG. 14



INTERNATIONAL SEARCH REPORT International application No.
PCT/US 09/61061

A. CLASSIFICATION OF SUBJECT MATTER
IPC(8) - G08B 25/00 (2009.01)
USPC - 340/525

According to International Patent Classification (IPC) or to both national classification and IPC

B.  FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)
USPC: 340/525

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched
USPC: 715/835, 846; 324/67; 33/574; 324/233, 329 (keyword limited - see search terms below) .

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)
PubWEST (PGPB, USPT, USOC, EPAB, JPAB); GOOGLE; Google Scholar
Terms: stud, sensor, display, surface, through, wall, detect, icon, project, edge, center, field, electric, magnetic, lcd, capacitive.

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.

Y US 2007/0210785 A1 (Sanoner et al.) 13 September 2007 (13.09.2007), . 1-35
entire document, especially abstract, para [0004], [0045], [0046], [0047], [0069], [0070}, [0080],
{0081], [0084). :

Y US 2007/0273848 A1 (Fan et al.) 29 November 2007 (29.11.2007), 1-356
entire document, especially abstract, para {0003], [0012], [0014], [0020], [0024], [0055]), [0067],
[0074), [0082].

D Further documents are listed in the continuation of Box C. D

*  Special categories of cited documents: “T" later document published after the international filing date or priority

“A” document defining the general state of the art which is not considered date and not in conflict with the application but cited to understand
to be of particular relevance the principle or theory underlying the invention -

“E” earlier application or patent but published on or after the international «“X™ document of panic{llar relevance; the claimed invention cannot be
filing date considered novel or cannot be considered to involve an inventive

1“L” document which may throw doubts on priority claim(s) or which is step when the document is taken alone
gltegz:lor::;zlr),hé}; ;he c?fg:gg)catlon date of another citation or other “Y” document of particular relevance; the claimed invention cannot be
N pe - pe . L considered to involve an inventive step when the document is

“Q” document referring to an oral disclosure, use, exhibition or other combined with one or more other such documents, such combination

means . being obvious to a person skilled in the art

“P"  document published prior to the international filing date butlater than  «g»  gocument member of the same patent family
the priority date claimed

Date of the actual completion of the intemational search Date of mailing of the international search report
22 November 2009 (22.11.2009) l Q D EC 2009
Name and mailing address of the ISA/US Authorized officer:
Mail Stop PCT, Attn: ISA/US, Commissioner for Patents Lee W. Young
P.O. Box 1450, Alexandria, Virginia 22313-1450 ’
. PCT Helpdesk: 571-272-4300
Facsimile No. 571-273-3201 PCT OSP: 571-272-7774

Form PCT/ISA/210 (second sheet) (April 2007)



	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - claims
	Page 18 - claims
	Page 19 - claims
	Page 20 - claims
	Page 21 - claims
	Page 22 - drawings
	Page 23 - drawings
	Page 24 - drawings
	Page 25 - drawings
	Page 26 - drawings
	Page 27 - drawings
	Page 28 - drawings
	Page 29 - drawings
	Page 30 - drawings
	Page 31 - drawings
	Page 32 - drawings
	Page 33 - drawings
	Page 34 - drawings
	Page 35 - drawings
	Page 36 - drawings
	Page 37 - drawings
	Page 38 - drawings
	Page 39 - wo-search-report

