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A method and system for automated tuning of devices
uses tuning agents that, in an embodiment, are augmented
by communicating with a remote solution server. The
solution server interfaces with a set of stored solutions,
which the solution server is able to search to find a solution
appropriate to a problem reported by an agent. Once the
solution server identifies an appropriate solution, the server
downloads the solution to an agent and the agent then
implements the solution. Agents may also collect system
statistics and configuration data from their system. A
method and system for centrally collecting PC configuration
data from distritubed PCs includes logic installed in PCs
and a configuration server to collect configuration data.
The configuration server includes data mining routines
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METHOD AND APPARATUS FOR AUTOMATED TUNING AND
CONFIGURATION COLLECTION FOR LOGIC SYSTEMS

PATENT
The invention relates generally to digital devices. More particularly, the

invention relates to a method and apparatus for providing automatic tuning for digital
devices. In an alternate embodiment, the invention relates to a method and apparatus for

collecting configuration information from digital devices.

BACKGROUND OF THE INVENTION

Prior Tuning -Systems Inadequate for Current Market
Early during the popularity of the personal computer, many different

programmers developed and marketed utilities the chief purpose of which was to help a
user tune or configure the user’s PC. Perhaps the best known of these programs is a group
of utilities developed by Peter Norton, such as Norton Utilities and Norton Disk Doctor.
These programs generally displayed to a user configuration information about the
computer, ran test routines such as CPU benchmark programs, disk fragmentation tests,
disk read-write tests, and performed some checking of memory, disk drives, software
drivers, or hardware installed in the computer. Some of the programs noted certain
configuration problems or inefficiencies and suggested to the user how those problems
could be fixed and some included limited solutions that ran local to the PC to detect and
fix certain configuration errors.

These programs were a good solution to some PC configuration problems
when PCs had fewer components than they have today and when most PC ran a simple
DOS operating system. However, they have become increasingly unsatisfactory. The
increasing complexity of computer operating systems and programs, the increasing
variety of peripherals and driver software that is typically installed in computers, and the
increasing frequency with which software and hardware is updated severely constrains
the usefulness of a static tuning utility running locally on a PC. These systems also were
generally discrete in their operation and only performed system analysis at discrete times
such as on demand by a user or at system startup or system shut down.

Furthermore, while PCs and other digital devices have become more
complex, their use is more widespread and the average PC user is often less
knowledgeable about the inner workings of the PC than in years past. Prior art systems

that relied on the user to be aware that there was a potential configuration or tuning
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problem and to initiate a tuning program or respond to questions from the program are
less workable for today’s average PC users.

Keeping PCs accurately configured or tuned by a human user can have
enormous costs. One estimate is that managing a PC and its component costs Corporate
America up to $12,000 per PC per year. Home PC users are generally on their own and”
often get less than optimal use from their PCs because of configuration or tuning
difficulties.

Some systems employing agents to help manage and maintain networked
computers have been proposed. These systems generally are limited to tightly managed
corporate environments, where every PC connected to a particular corporate network will
have a predetermined hardware and software. Furthermore, these proposed systems often
try to tightly integrate themselves into an operating system, network operating system, or
network driver software and generally interpose themselves between certain core
operating system components. This can limit the deployment of such systems. The tight,
low-level integration between operating system components and the agents can also at
times create additional problems. These systems generally are not applicable to PCs or
other computing systems on smaller networks or home-based computing systems with
diverse configurations that access unmanaged networks, such as the worldwide Internet.

It is known to create software modules in an advanced operating system
that attempt to measure system tuning and to correct configuration problems. The
inventor of the present invention earlier completed a system known as a “Dynamic Load
Balancer” for use in a VMS time-shared operating system. This load balancer was
limited to stand-alone computer systems and needed to be managed, maintained and
updated on its individual system by a human user.

In addition, marketers of PC components have faced an increasingly large
yet increasingly fragmented market; targeting customers for peripheral or component
sales that is appropriate for the customer’s particular computer set-up is increasingly
difficult.

Systems that employ agents to help manage and maintain networked
computer components and configurations have been proposed. These systems generally
are limited to tightly managed corporate environments, where every PC is connected to a
particular highly managed corporate network. Furthermore, these proposed systems often

try to tightly integrate themselves into an operating system, network operating system, or
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network driver software and generally interpose themselves between certain core
operating system components. This can limit the deployment of such systems. The tight,
low-level integration between operating system components and the agents can also
create additional problems. These systems generally are not applicable to PCs or other
computing systems on smaller networks or home-based computing systems with diverse
configurations that access unmanaged networks, such as the worldwide Internet.

What is needed is a method and system for effectively tuning digital
systems that can collect information about components, configuration and performance
metrics and implement solutions to performance problems. What is further needed is a
tuner that can run in the background of a computing system, detect configuration
problems (often before the user is aware of them), and determine and implement
solutions, all without a need for user intervention and not requiring large amounts of local
computer resources.

What is further needed is a method and system for collection of
configuration data from multiple computing devices. Such a system can assist sellers of
computer components and peripherals to identify customers who would benefit from the
seller’s products. Such a system could also be useful to an owner of a computer system
seeking to buy components or upgrades. Such a system may be incorporated with
products or services that are useful to an individual user, so that a user will be
comfortable with the central database collecting information about the configuration of
the user’s PC.

For purposes of clarity, this discussion refers to digital devices and
concepts in terms of specific examples.However, the method and apparatus of the present
invention may operate with a wide variety of types of digital devices including devices
dramatically different from the specific examples described below. For example, while
the invention is described and illustrated in terms of a PC, it is to be understood that PC
refers to any type of data aware device, including intelligent appliances, advanced
entertainment devices, communication systems or any other system with data processing
capabilities. It is therefore not intended that the invention be limited except as provided in
the attached claims.

Furthermore, it is well-known in the art that information systems and logic
systems can include a wide variety of different components and different functions in a

modular fashion such that different embodiments of a system can include different
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mixtures of modules, capabilities, and configurations. For purposes of clarity, the
invention in some sections below is described in terms of systems that include many
different innovative components and innovative combinations of components. No
inference should be taken to limit the invention to combinations containing all of the
innovative components listed in any illustrative embodiment in the specification, and the
invention should not be limited except as provided in independent embodiments

described in the attached claims.

SUMMARY OF THE INVENTION

The invention, in one embodiment, is a method and system for automated
tuning using tuning agents. In an embodiment, an agent’s ability to handle tuning
problems is augmented by having agents communicate with a remote solution server.
The solution server interfaces with a set of stored solutions, which the solution server is
able to search to find a solution appropriate to a problem reported by an agent. Solutions
are logic modules describing actions to be taken by an agent to correct a tuning problem.
Once the solution server identifies an appropriate solution, the server downloads the
solution to an agent and the agent then implements the solution.

In an embodiment, agents also collect system statistics and configuration
data from their system and report those to the solution server. Agents also may store some
solutions locally in a Local Knowledge Base (LKB). A solution server communicates
with a Dynamic Knowledge Base (DKB) which is a searchable database of solutions
developed to address tuning problems detected by an agent. The solution server includes
an interface to human experts to augment the solutions stored in the Dynamic Knowledge
Base. According to an embodiment of the invention, an agent’s ability to handle tuning
incidents locally can expand as new problems are encountered and new solutions are
downloaded from the server, which the agent may then store in the Local Knowledge
Base.

An agent according to the present invention includes low-level and high-
level logic routines that run in the background of an operating system (OS) and can
communicate with various system components. An agent is periodically invoked by the
OS and then monitors performance metrics of the system, such as various queue lengths,
disk I/O operation and delays, physical and virtual memory utilization, file open rates,

split I/O rates, hardware and software configuration, hardware or software failures,



10

15

20

25

30

WO 00/45266 PCT/US00/02294

5
number of threads running, priorities/quantums of each thread, percent CPU time used by
each thread, physical and logical memory consumed by each thread, page faults generated
by each thread, general "response time" on the PC, etc.

An agent compares these metrics with expected system performance and
alterable stored tolerances and, where a discrepancy exists, the agent looks for a solution
in its LKB. If a solution is found in the LKB, the agent implements the solution, in one
implementation without any intervention from the user.

When an agent detects a problem for which it does not have a solution, the
agent contacts the solution server and requests a solution. If the solution server is able to
identify a solution, the solution is downloaded to the agent and the agent implements the
solution. If the solution server is not able to identify a solution, an exception report is
generated for a human expert to review. The human expert researches the problem and
creates an appropriate new solution, which is usually incorporated into the DKB for
future use by other agents. When the solution server has the new solution, the solution
server can proactively contact the agent and download the solution. Once the agent has
implemented a downloaded solution, the agent determines if local memory is available to
the agent to store the solution for future use. If so, the solution is then generally stored in
the LKB.

In a further embodiment, an agent and solution server may determine that
a best solution requires installation of additional hardware or software. In the case of
software installation or updating, the agent itself can contact a server where the software
is loaded, download the software or update, and cause the PC to be updated. In case of
hardware components, such as a need for additional memory or expanded disk drive, an
agent can inform a user that a hardware upgrade is desirable.

In one embodiment, all communication between the solution server and
agent is encrypted using an encryption protocol such as the industry-standard SSL
protocol. The solution server keeps in contact with agents on a timely basis when the
agents are active and available over a shared communications medium, such as via a dial-
up connection or via the internet. When a PC reconnects to a shared communications
medium after an inactive period, an agent will contact the solution server to let the
solution server know the PC is back online.

According to a further embodiment of the invention, the agent periodically

informs the solution server of the status of its operations, including the success or failure
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6
of any implemented solution, and the solution server uses this information to increase the
scope of its stored solutions.

According to the present invention, the number of agents may be anywhere
from one to an unlimited number. The solution server or components of the solution
server may reside near one or more computing devices with installed agents or may reside
anywhere accessible by a communications medium.

According to one embodiment of the invention, the solution server
communicates with a Dynamic Knowledge Base. The DKB is one or more databases or
expert systems that is able to deliver solutions based on problem descriptions and
possibly configuration information. The DKB can produce solutions for potentially a
wide range of different PC or other systems with a variety of components and peripherals.
The DKB may be programmed according to any applicable programming language, but in
one specific embodiment is programmed in a proprietary programming language designed
for describing solutions. The DKB may also be constructed utilizing programming tools
for building expert systems.

In a specific embodiment, the invention includes one or more
Configuration Databases (CD) that are incorporated into or communicate with the
solution server. The CD has configuration entries for agents and is used to store tuning
history information and configuration and component information for each agent. The
database may be stored centrally or portions or all of the Configuration Database may be
stored in a distributed fashion.

In an alternative embodiment, an agent according to the invention may be
incorporated as a part of another applicbation program or as a part or function of an
operating system.

In a further aspect, the invention is a method and system for centrally
collecting PC configuration data from possibly widely distributed PCs. In one
embodiment, the invention employs agents installed in PCs. In a further embodiment,
agents communicate with a configuration data server. Agents collect configuration data
from their PCs and report that data to the configuration data server. The configuration
data server includes an interface to human experts or to data mining systems that allow
the analysis of collected configuration data and may include mechanisms for providing
updates to agents. Two types of possible updates are configuration queries, which are

logic components that allow the agent to perform new configuration queries on their
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7
installed systems, and component bulletins, which are information blocks describing
available components or upgrades and may include data or logic that allow a user to order
a component or upgrade.

In this embodiment, the method of the present invention may also be
performed by logic routines that are not separate agents. The invention may be
performed by low-level and high-level logic routines that run in the background of an
operating system (OS) and can communicate with various system components. These
routines are periodically invoked and monitor operating system parameters and
components in order to determine configuration data of the system. The configuration
collection aspect of the invention can thereby be included within another program that
provides a function a user desires, such as, browsing software provided free to users,
other communication software, or operating system software.

An agent and configuration data server according to this embodiment of
the invention may communicate with or be incorporated as a part of an agent for
automatic dynamic PC tuning as discussed above. In such an embodiment, if a tuning
agent determines that a best solution requires installation of additional hardware or
software, the configuration agent may be used to suggest a specific vendor’s equipment to
the user or to signal a specific vendor that the user may be interested in a specific
component. In this embodiment, collection of configuration data can serve the dual
purposes of providing input for the tuning function and of providing a database to
determine component usage and to identify users who may need specific additional
hardware, software, or services.

According to a further efnbodiment, the invention may assist a user during
a live transaction in identifying a specific component or upgrade appropriate for the
computing device. For example, information about a specific component or upgrade may
be received from the configuration server and may then be presented to a user and the
user can be asked if the user wishes to order the upgrade or component. In a specific
embodiment, the Configuration Database can provide information to a component seller
at the request of a user, possibly during a user transaction. For example, if a user is
connected to a website to purchase a peripheral component, such as a scanner, the
peripheral component seller can request a PC_id for the computer to which the
component will be installed. This PC_id may be requested from a human user, obtained

from the agent on the PC either directly or indirectly, or determined when the seller
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provides some other identifying information to the CD, such as the IP address of the
connected user. The CD can then provide the seller with configuration information about
the PC that will allow the seller to guide the user to an appropriate component.

In one embodiment, all communication between the configuration data
server and agents is encrypted using an encryption protocol such as the industry-standard
SSL protocol. The configuration data server keeps in contact with agents on a timely
basis when the agents are active and available over a shared communications medium,
such as a dial-up connection or the internet. When a PC reconnects to a shared
communications medium after an inactive period, an agent may contact the configuration
data server to let the configuration data server know the PC is back online.

According to the present invention, the number of agents may be anywhere
from one to an unlimited number. The configuration data server or components of the
configuration data server may reside near one or more computing devices with installed
agents or may reside anywhere accessible by a communications medium.

In a specific embodiment, the invention includes one or more
Configuration Databases (CD) that are incorporated in or communicate with the
configuration data server. The CD has configuration entries for PCs in which the
invention is employed and is used to store configuration and component information for
each PC. The database may be stored centrally or portions or all of the Configuration
Database may be stored in a distributed fashion.

In one embodiment, an agent according to the invention may be
augmented from time to time by receiving new configuration queries and/or bulletins
from the configuration server. New coﬁﬁguration queries provide the agent with
additional configuration monitoring functionality, such as the ability to monitor
configuration of new types of computer components. Bulletins contain information that
the agent may present to the user about the availability of specific components or
upgrades that the user may wish to obtain.

The invention will be better understood with reference to the following

drawings and detailed description.
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BRIEF DESCRIPTION OF THE DRAWINGS

Fig. 1is a block diagram showing a number of logic systems incorporating
agents in communication with a solution server and/or a configuration data server
according to an embodiment of the invention.

Fig. 2 is a more detailed block diagram showing various components of
agents and a solution server according to an embodiment of the invention.

Fig. 2A is a more detailed block diagram showing various components of
agents and a configuration data server according to an embodiment of the invention.

Fig. 3 is a block diagram showing a computer operating system with an
agent according to an embodiment of the invention.

Fig. 4 is a block diagram showing a dynamic knowledge base and related
components according to an embodiment of the invention.

Fig. 5 is a block diagram showing a Configuration Database according to
an embodiment of the invention.

Fig. 6 illustrates a method of dynamic tuning according to an embodiment
of the invention.

Fig. 7 illustrates a method of collecting configuration data according to an
embodiment of the invention.

Fig. 8 is a block diagram of a computer system, which may be configured

with a software embodiment according to the invention.
DESCRIPTION OF THE PREFERRED EMBODIMENT

Overview

Fig. 1 is an overview block diagram of a system according to an
embodiment of the present invention, with components for performing dynamic tuning
and configuration collection illustrated. Agents 10 reside in logic systems 2 (systems 2
are intended to represent any type of device or system with a data processing component).
As described below, an agent 10 is a logic module able to communicate with various
components of the computing system 2 on which it is installed.

In one embodiment, agent 10 is also able to communicate via a
communication channel 5 with solution server 40. Channel 5 can represent a public
network (such as the Internet), a private network, or one or more dedicated dial-up

connections, local area networks, wireless networks, or any means known or hereafter
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developed to allow devices to exchange data. In some situations, agent 10 will wait for a
user of computer 2 to establish a connection to a communication media, such as the
Internet, and then the agent may use this connection in the background to communicate
with the solution server.

In one embodiment, operations of an agent 10 and communication
between an agent 10 and a solution server 40 are transparent to a user of PC 2. Agent 10
monitors PC performance in the background and when it detects a problem, agent 10
attempts to implements a solution. Agent 10 communicates with a solution server 40 to
report various data about agent 10’s tuned system and to request solutions to problems
that agent 10 is not able to correct locally.

In one embodiment, most communications between agent 10 and server 40
happen in the background and are transparent to a user of system 2. In an alternate
embodiment, a user chooses, explicitly, to invoke an agent and to connect to solution
server 40. This embodiment may be preferable to some users, who may be uncomfortable
with having an agent communicate configuration data with a solution server without a
specific user command. In a third embodiment, a user is given the options, in the agent’s
preference setting, to indicate those functions of the agent that may be run automatically
and those functions that require specific user authorization.

Fig. 1 also illustrates that in a specific or alternate embodiment, agent 10 is
also able to communicate via a communication channel 5 with configuration data server
40a. As discussed above, in some situations, agent 10 will wait for a user of computer 2 to
establish a connection to a communications medium, such as the Internet, and then the
agent may use this connection in the béckground to communicate with the configuration
data server.

As will be understood in the art with regards to computer systems, the
present invention may operate with either a configuration data server 40a or a solution
server 40, or both. Servers 40a and 40 in various embodiments may be independent
computer systems, each communication with agents. Agents 10, in various embodiments,
may be single agents that communicate with both 40 and 40a, or one or more agents 10
may represent two independent logic processes communicating with a designated server
40 or 40a.

Fig. 2 illustrates in more detail a specific embodiment of a system

according to the invention wherein agent communication with a solution server. Fig. 2
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11
shows solution server 40 consisting of a number of server computers 41. These server
computers providing an initial network interface into solution server 40 and may work
cooperatively to provide network communications in any number of ways as is known in
the art. In an alternative embodiment, servers 41 are geographically distant one from the
other and each communicates with a different group of agents.

Fig. 2 also shows Configuration Databases (CDs) 42, which may be
separate databases connected to different servers or CD 42 may be a single database with
cooperating components. The CD stores an identifier for each agent 10 and configuration
and tuning history information for each agent’s PC. Agent 10 communicates
configuration information to solution server 40 and that information is stored in CD 42.

Dynamic knowledge base 44 delivers solutions to the solution server for
downloading to agents 10. In one embodiment, these solutions are compiled and stored in
a database as discrete solution components. In an alternative embodiment, DKB 44 is an
expert system that assembles solutions in response to queries. Multiple copies of this
DKB 44 may exist throughout the system for easier access and DKB 44 may be stored in
a distributed fashion, however, in one embodiment, DKB 44 is functionally a single
integrated database that makes available developed solutions to all appropriate agents
communicating with solution server 40. In an embodiment, DKB also stores and can
report history and usage statistics about each solution and can be “mined” by other
processes or workstations to discover correlations or other information about solution
success or utilization. In an alternate embodiment, solution server 40 can communicate
with different DKBs wherein different DKBs will provide solutions for different types of
PCs, such as one DKB containing solutions appropriate for one vendor’s OS and a
different DKB providing solutions for a different vendor’s OS.

Fig. 2 also shows a number of exceptions workstations 50 that represent
devices that will be used to receive exception reports from the solution server. Such
devices can be used by human experts to develop solutions to new problems encountered
by agents 10. Solutions may also be downloaded and developed in any number of other
ways, and may be developed by different software and hardware vendors to support
specific products. Exception workstations 50 may include compilers, databases, or any
other tools useful for helping a human expert develop or improve solutions.

Solution server 40 could in fact consist of one (or a few) high-performance

computers that implement some or all of the functions described herein as part of solution
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server 40, but a more common implementation will have a larger number of closely
cooperating computers implementing the functions of solution server 40. In some
embodiments, an agent 10 may communicate with a specific solution server network
interface computer and that interface computer can then communicate with other parts of
the solution server as needed.

Fig. 2A illustrates in more detail a specific embodiment of a system
according to the invention, wherein there is only configuration information stored at
server 40a. Fig. 2A shows configuration data server 40a consisting of a number of server
computers 41. These server computers providing an initial network interface for
configuration data server 40 and may work cooperatively to provide network
communications in any number of ways, as presently known in the art or hereafter
developed. In an alternative embodiment, servers 41 are geographically distant from one
another and each communicates with a different group of agents. Fig. 2 also shows
Configuration Databases (CDs) 42, which may be separate databases connected to
different servers or CD 42 may be a single database with cooperating components. The
CD stores an identifier for each agent 10 and configuration and tuning history information
for each agent’s PC. Agent 10 communicates configuration information to configuration
data server 40 and that information is stored in CD 42. CD 42 and server 40 may reside
together on a single computer or may be implemented by a number of computers. In an
embodiment, the server or CDs also store and can report configuration statistics and can
be “mined” by other processes or workstations to discover correlations or other
information about configuration.

Fig. 2A also shows a number of workstations 50 that represent devices that
will be used to communicate reports from the configuration data server. Workstations 50
can be used to query the configuration database and to develop new configuration queries
and new upgrade or component bulletins. Queries and bulletins may also be downloaded
and developed in a number of other ways, and may be developed by different software
and hardware vendors to support specific products. Workstations 50 may include
compilers, databases, or any other tools useful for helping a human expert develop or
improve queries or bulletins.

Configuration data server 40 may consist of one (or a few) high-
performance computers that implement some or all of the functions described herein as

part of configuration data server 40, but a more common implementation will have a
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larger number of closely cooperating computers implementing the functions of
configuration data server 40. In some embodiments, an agent 10 may communicate with
a specific configuration data server network interface computer and that interface
computer can then communicate with other parts of the configuration data server as

needed.

Agent
Fig. 3 is a block diagram showing one implementation of agent 10 within

an operating system (OS) 2a. It should be understood that the operating system 2a is the
operating system for a logic device 2. It should also be understood that the data
connections shown in Fig. 3 are exemplary and that other connections are possible within
the scope of the invention. |

Agent 10 will be described herein in a typical embodiment. However, it
will be obvious to those of skill in the art that other embodiments in accordance with the
invention are possible. It should be recognized that terminology differs in different
operating systems and that use of specific terms herein is intended to be exemplary and
not limiting of the invention. Embodiments of the agent developed for other OSs will
employ roughly similar components to those described herein but using terminology and
components appropriate for those other OSs. In one embodiment, described in terms of
the WindowsNT OS, agent 10 is an OS service with an interrupt priority that gives the
agent access to the CPU in preference to most (or all) other interrupts.

Agent 10 is a set of logical instructions that is intermittently invoked at a
high priority and given access to a PC’s central processing unit (CPU). During
invocation, the primary instructions of agent 10 (in Fig. 3 designated the agent kernel)
scans its PC to check PC operating parameters to determine if the PC is functioning
within defined tolerances. Agent 10 does this by querying the OS using OS system calls.
Agent 10, in a preferred embodiment, does not interpose itself between the OS and any
other drivers or applications, but is simply invoked like any other process or thread, but at
a priority.

Agent 10, therefore, performs its scan of the system independent of the
operation of any other thread or process. For dynamic tuning, this autonomous scanning

is advantageous in that applications or the OS do not need to proactively alert the agent to
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a problem. Autonomous scanning also dramatically simplifies integration problems or
dependencies between the agent, the OS, and other OS components and applications.

The frequency of scanning is dynamically determined by the agent and the
relevant server. For dynamic tuning, scanning will take place frequently enough so that
PC problems may be detected by the agent before they are apparent to a user (such as
more than once per second). Dynamic setting of scanning is useful when the solution
server is attempting to determine the source of a problem reported by an agent.

The agent uses standard OS interfaces to acquire the CPU, such as
declaring to the OS kernel high priority software interrupt to be generated at a specified
frequency. When the interrupt is generated, the agent is invoked and begins its scanning
tasks. Typically, among its first tasks is to gather PC performance metrics. Some metrics
can be accessed very quickly, while the agent is running at its high priority. Other metric
gatherings can be delegated by the agent to lower priority worker threads.

Examples of metrics that could be accessed quickly in most OSs during an
invocation are CPU usage, PC fault rates, various queue lengths, disk I/O operation and
delays, physical and virtual memory utilization, file open rates, split I/O rates, number of
threads running, priorities and quantums of each thread, percent CPU time used by each
thread, physical and logical memory consumed by each thread, page faults generated by
each thread, and general "response time" on the PC. In many OSs, some or all of these
parameters are quickly available via calls to the OS kernel.

An agent 10 can launch worker threads to gather metrics, communicate
with a solution server, search for solutions in its LKB, implement solutions or perform
other functions. Typically these worker threads are launched at a lower priority than the
central agent process and are launched at a “normal” priority so as not to overly delay
other computer functions. Examples of metrics gathered by worker threads are hardware
and software configuration information, hardware or software failures, and “event log”
information. As an initial task when it is invoked, the agent will determine whether the
computer is hung and will take corrective action at a high priority to unhang the
computer.

The agent may employ a “backoff” algorithm for some or all of the metric
gathering tasks, especially more lengthy tasks. In this algorithm, the frequency of

invoking the tasks is decreased down to a certain limit so long as the agent continues to
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receive an acceptable result from the task or a result similar to a previous result. The

agent can reset the frequency whenever warranted.

The agent uses an agent network interface (ANI) as a separate and normal-

priority component to communicate with a solution server or other network entities. In

one embodiment, the agent uses a type of “lazy network communication,” wherein the

agent establishes a number of communication tasks to take place between the ANI and the

solution server and the ANI then handles these tasks with a lower priority when network

resources are free.

Components, characteristics and operation of an agent according to various

specific embodiments of the invention are summarized below:

after installation, during its first communication with a solution server, an agent
receives from the solution server a unique agent identifier, which it uses in further
communications with the solution server;

during installation, an agent sets its interrupt priority within the OS at a high priority,
designed to be above any other OS process or services which could potentially hang
the PC;

once installed, an agent is invoked periodically by OS at a high priority interrupt
level, the frequency of this invocation is alterable, but is generally designed to be
often enough that the agent will detect problems before they become noticeable to a
user; At an invocation, an agent:

e timestamps each of its invocations;

scans OS performance metrics through OS system calls;

» can take immediate corrective actions where it detects a hung thread or process to
unhang or to terminate the hung process;

e checks for completion of previously launched query threads and corrective
threads;

e launches, at periodic intervals, lower priority threads to determine other metrics
that cannot be immediately learned through kernel calls;

¢ starts a low priority thread to scan its LKB for solutions to detected problems
when a problem does not require immediate solution;

¢ starts low priority threads to implement lower priority solutions that take time to

complete;
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e periodically starts a low priority thread to gather information about new hardware
and software installations configurations, possibly based on an installer count
learned from the kernel;

 launches an agent network interface (ANI), usually running at a lower priority, to

handle network communications with a solution server and with other entities on a

network, the ANI:

e receives new solutions, software patches and other components from the solution
server or from other entities as directed by locally stored solutions or the solution
server;

e receives requests from the agent and performs “lazy” network communications
with a solution server; |

e reports PC configuration and configuration changes to the solution server; and

e receives periodic poll contact from the solution server.

An agent according to specific embodiments of the invention can include

some or all of these functions and may include additional functions.

Dynamic Knowledge Base

DKB 44, according to one embodiment, is illustrated in the functional
block diagram of Fig. 4. In one embodiment, the DKB will be augmented from time to
time by human systems experts. This may be done via a GUI interface program that
generates scripts in a DKB scripting language. This language will then be compiled into
a compressed validated format for storage in the DKB as a solution along with date/time
descriptive information and authoring information. The DKB can include access statistics
for determining how often a particular compiled solution is accessed and by which agents.
Each solution is identified with a solution id.

Aécording to the invention, a complex, multifactorial solution set can be
developed within the DKB over time, with solution development efforts directed at
problems most often encountered in the real world. Solutions also may be developed and
supplied to the DKB, after checking and validation, by different vendors to support those
vendors’ hardware or software products.

The DKB can also include solutions that are directed to specific
applications software. For example, if the agent notices that a particular print job is

hanging, the agent can determine the application that created that print job and report that
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back to the solution server. The DKB may include a solution indicating that a remedy for

that application is to download a patch or new version from the application vendor’s web

site and thereby update the application.

The DKB also may include solutions that are not specifically requested by
an agent, but that are proactively sent to an agent by the solution server to direct the agent
to perform certain housekeeping tasks or to download a particular software update. The
solution server can identify which agents should proactively receive such solutions by
examining information in the CD.

The DKB can include an interface for data mining and routines that
searches for tidbits of information such as patterns of failures by type of hardware, or type
of vendor, or other failure correlations.

A DKB system according to a specific embodiment of the invention
includes some or all of the following functions and/or components and may include
additional functions. According to various embodiments of the invention, a DKB:

e stores solutions in a knowledge-base and stores a solution_id for each solution, the
knowledgebase can be organized as a single integrated solutions knowledgebase or
can have discrete collections of solutions grouped by the application to which the
solution applies, by an OS or configuration, by a user group, or by any other category;

e receives descriptions of problems in an agreed upon problem description language;

o intelligently searches the knowledgebase for applicable solutions for presented
problems;

* generates exception reports when a solution for a problem cannot be identified or
when an agent reports that a solution did not correct a problem;

e communicates with one or more work stations to report exceptions and to receive
newly developed or updated solutions; and

e contains statistics about solution usage and can interface with data mining modules to
determine multifactorial statistics.

In an alternative embodiment, the DKB may have a different data structure

than that shown in Fig. 4 and may include an expert system to construct solutions.

Configuration Database

Fig. 5 shows a Configuration Database according to an embodiment of the

invention.
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The CD according to a specific embodiment of the invention includes
some or all of the following components and may include additional components:

o anagent id for every agent in communication with the server;

 configuration data for each PC in which an agent is running;

e ahistory file for storing any of the following as appropriate to specific embodiments:
solution usage by an agent, invocation and results of any agent maintenance functions,
and other desired historical information about agent operation; and

 application licensing and PC configuration information so that the application
components of a PC can be reconstructed in the event of destruction of PC data.

In one embodiment, the user of the PC can access the historical
information that is kept in the CD. This information may be accessed through a user
interface included with the agent. The interface may allow a user to make queries relating
to the configuration of the PC, such as what new hardware or software components will
work with the PC.

In one embodiment, the CD configuration and history data is not stored
locally by an agent because locally stored information can be lost due to local PC or disk
drive failure. In an alternative embodiment, a copy of some or all of the configuration and
history information is stored locally for local access, while the more trusted copy is stored
remotely in the CD. In this embodiment, a check-sum or other validation procedure can
be used to ensure the validity of locally stored data when compared to the CD.

In an alternative embodiment, the CD may have a different data structure
than that shown in Fig. 5, such as an object oriented data structure.

The operation of the invention in an embodiment that includes dynamic

tuning may be further understood by considering the following examples.

Example 1
1. On successive invocations, by comparing the CPU utilization of each thread, an

agent notices that a high-priority thread is consuming a large amount of CPU
time causing interactive threads to slow to below tolerances. This situation
could cause a user to feel that the PC is running slowly.

2. Agent searches its LKB for a solution and fails to find one. Agent

communicates with the solution server, informs solution server of the problem,
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and informs the solution server that the agent does not have a locally stored
solution for this problem.

3. DKB is searched for a stored solution appropriate for the problem and for the
CD entry of the agent if the agent configuration is relevant to the problem. A
solution is identified indicating that the high-priority thread can safely have its
priority lowered (typically to the priority of the highest priority starved thread)
while raising the high priority thread’s quantum (the amount of time the thread
is allowed to hold control of the CPU once the thread gets control of the CPU).

4. Solution server transmits the solution to the agent.

5. Agent receives and applies the solution to change the priority and quantum of
the thread and as a result the response time of interactive threads on the PC
improves.

An example of how the agent makes the determination discussed in Step 1
above, according to an embodiment of the invention, is as follows: during a 1*
invocation, the agent learns that Thread A used 1,000 ticks of CPU time since Thread A’s
creation and Thread B used 1 tick since Thread B’s creation. The agent also learns that
both threads currently want use of the CPU. The agent stores the Thread A and Thread B
tick values and the CPU total tick count.

At a following invocation, the agent gets new Thread A and Thread B tick
counts and subtracts from them the stored values to determine how many ticks each
thread used in the interval. The agent also subtracts the current CPU tick count from the
stored count to determine how many total CPU ticks have elapsed in the interval. The
agent can therefore determine the percéntage of CPU usage of Thread A and Thread B
and from this can determine if a one of the threads is starving the other. The agent
determines if any starved threads are interactive threads that will cause noticeable delays

to the user.

Example 2

1. During an invocation, an agent learns from OS kernel calls of excessive page
faulting caused by a thread -- causing excessive disk accesses that can slow

down many processes.
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2. The agent searches its LKB for a solution and finds one. Agent communicates
with a solution server, informs the solution server of the problem and of its
locally stored solution for this problem.

3. Agent applies the solution, which is to increase the number of physical memory
pages (the "working set") of the process/thread that is page faulting.

4. During a subsequent invocation, agent learns that page faulting has been
reduced to within tolerances.

5. Agent contacts solution server to inform the solution server that the locally
stored solution worked.

6. Solution server updates statistics for the solution in the DKB and for the agent

history in the CD.

Configuration Collection Agent

Fig. 3 can also be understood as a block diagram showing an
implementation of agent 10 within an operating system (OS) 2a, where the agent 10 only
collects configuration data. It should be understood that the operating system 2a is the
operating system for PC 2. It should also be understood that the data connections shown
in Fig. 3 are exemplary and that other connections are possible within the scope of the
invention.

The agent uses an agent network interface (ANI) as a separate and normal-
priority component to communicate with a configuration data server or other network
entities. In one embodiment, the agent uses a type of “lazy network communication,”
wherein the agent establishes a number of communication tasks to take place between the
ANI and the configuration data server, and the ANI then handles these tasks with a lower

priority when network resources are free.

Configuration Collection Method

Fig. 3 can also be understood as a block diagram showing an
implementation of agent 10 within an operating system (OS) 2a, where the agent 10 only
collects configuration data. It should be understood that the operating system 2a is the
operating system for PC 2. It should also be understood that the data connections shown
in Fig. 3 are exemplary and that other connections are possible within the scope of the

invention.
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The agent uses an agent network interface (ANI) as a separate and normal-
priority component to communicate with a configuration data server or other network
entities. In one embodiment, the agent uses a type of “lazy network communication,”
wherein the agent establishes a number of communication tasks to take place between the
ANI and the configuration data server, and the ANI then handles these tasks with a lower

priority when network resources are free.

Software Embodiment

The present invention may be embodied in software instructions either
recorded on a fixed media or transmitted electronically. Fig. 8 is a block diagram of a
computer system, which may be configured with a software embodiment according to the
invention. Fig. 8illustrates an example of a computer system used to execute the software
of the present invention and shows a computer system 700 that includes a monitor 705,
cabinet 707, keyboard 709, a mouse 711, and a communication interface 713. Cabinet
707 houses a disk drive 715 for reading a CD-ROM or other type disk 717 and houses
other familiar computer components (not shown) suéh as a processor, memory, disk
drives, and the like, as well as an adapter 1 for connection to a communication channel 5.

The invention has now been explained with reference to specific
embodiments. Other embodiments will be apparent to those of skill in the art. In
particular, specific processing orders have been described and functions have been
described as being in particular orders, however, many of these sub functions could be
differently arranged without changing the essential operation of the invention. It is
therefore intended that the invention not be limited, except as indicated by the appended

claims.
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WHAT IS CLAIMED IS:

1 A system for automatically tuning a computing device comprising:

an agent for evaluating computing device performance, detecting tuning
problems, and communicating requests for solution assistance to a remote solution server;

a remote solution server comprising:

a communication interface;

a knowledge base able to provide solutions for tuning problems; and

configuration data regarding configuration of said local computer.

2. The system according to claim 1 further comprising:
a local knowledge base locally accessible to said agent for storing and

retrieving solutions.

3. The system according to claim 1 wherein said agent monitors

computing device performance and takes tuning actions transparently to a user.

4, The system according to claim 1 wherein said agent monitors
computing device performance by periodically gaining access to a CPU of said
computing device and checking certain operating system parameters, but without
interposing itself between operating system software of said computing device and other

processes running on said computing device.

5. The system according to claim 1 further comprising:

a plurality of agents in a plurality of computing devices; and

wherein said remote solution server comprises one or more server
computers in communication with one or more knowledge bases and one or more

configuration databases.

6. The system according to claim 5 further comprising:
an exception interface system allowing communication with a human
expert when a tuning problem is encountered for which available solutions are not

adequate.

7 An agent for automatically tuning a computing device comprising:
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an interface for receiving an interrupt allowing said agent to begin running
on a CPU of said computing device;

an interface for communicating with an operating system kernel of said
computing device and reading metrics indicating performance of said computing device
and processes on said computing device and for implementing solution actions at said
operating system kernel,

a communication interface that can send and receive data from a solution
server over a communication channel and that can receive solutions from said solution
server; and

a local knowledge base locally accessible to said agent for storing and

retrieving solutions.

8. A fixed computer readable medium or fixed transmissible file
containing computer executable program code, which, when loaded into an appropriately

configured computer will cause the computer to embodiment the device of claim 7.

9. A method for providing automatic tuning to a plurality of
computing devices comprising:

installing a plurality of agents in a plurality of computers, each agent
capable of detecting and diagnosing tuning problems for the computer in which said agent
is installed and capable of communicating with a solution server over a communications
medium;

receiving at a solution server information from an agent describing a
tuning problem encountered by said agent.

at said solution server, determining an appropriate solution for said tuning

problem;
transferring said solution from said solution server to said agent; and
implementing said solution by said agent.
10. A method for automatically tuning a computing device,
comprising:

periodically receiving interrupts from an operating system at a high

priority allowing an invocation on a CPU;
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during said invocation, checking parameters from said operating system to
determine if a tuning problem exists;

when a tuning problem is detected, implementing a locally available
solution if available;

when a tuning problem is detected and a locally available solution is not
available, transmitting a description of said tuning problem to a remote solution server;

receiving a solution from said remote solution server; and

implementing said received solution.

11 A system for automatically determining the desirability of an
upgrade to a local computing device comprising:

an agent for evaluating computing device configuration and
communicating configuration data to a remote configuration data server;

a remote configuration data server comprising:

a communication interface;

updatable configuration data regarding configuration of said local
computer; and

a vendor interface for matching configuration data with specific

component upgrades.

12.  The system according to claim 11 further comprising:
an agent capable of detecting component or configuration inadequacies in
said computing device and incorporating said inadequacies into configuration data

communicated to a remote data server.

13. The system according to claim 11 wherein said agent monitors
computing device configuration and communicates with said server transparently to a

USEr.

14.  The system according to claim 11 wherein said agent monitors
computing device configuration by periodically gaining access to a CPU of said
computing device and checking configuration system data, but without interposing itself
between operating system software of said computing device and other processes running

on said computing device.
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15.  The system according to claim 11 further comprising:
a plurality of agents in a plurality of computing devices; and
wherein said remote configuration data server comprises one or more

server computers in communication with one or more configuration databases.

16.  The system according to claim 11 further comprising:
an interface system allowing communication with a vendor in order for the
vendor to determine aggregate configuration statistics and relationships and in order to

target market component upgrades.

17 An agent for collecting configuration data from a computing device
comprising:

an interface for receiving an interrupt allowing said agent to begin running
on a CPU of said computing device;

| an interface for communicating with an operating system kernel of said

computing device and reading metrics indicating configuration data of said computing
device; and

a communication interface that can send and receive data from a
configuration data server over a communication channel and that can receive

configuration update information from said configuration data server.

18. A fixed computer-readable medium containing computer
executable program code, which, when loaded into an appropriately configured computer

will cause the computer to embody the device of claim 17.

19. A method for collecting configuration data from a plurality of
computing devices comprising:

installing a plurality of agents in a plurality of computers, each agent
capable of surveying configuration of the computer in which said agent is installed and
capable of communicating with a configuration data server over a communications
medium,;

receiving at a configuration data server information from an agent

describing configuration of a computing device; and
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using said configuration data to determine a component or upgrade that

would be desirable for said computing device.

20. A method for collection configuration data from a computing
device comprising:

periodically receiving interrupts from an operating system allowing an
invocation on a CPU;

during said invocation, checking parameters from said operating system to
determine configuration data for said operating system; and

transmitting a description of said configuration data to a remote

configuration data server.
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