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(57)【要約】
　分類子モデルを生成する方法は、共通特徴モデルを２
人以上のユーザに分散することを含む。複数の分類子は
、共通特徴モデル上でトレーニングされる。本方法は、
複数の分類子のうちの第１の分類子を第１のユーザに、
また複数の分類子のうちの第２の分類子を第２のユーザ
に分散することをさらに含む。
【選択図】図１６
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【特許請求の範囲】
【請求項１】
　分類子モデルを生成する方法であって、
　共通特徴モデルを複数のユーザに分散することと、
　前記共通特徴モデル上で複数の分類子をトレーニングすることと、
　前記複数の分類子のうちの第１の分類子を前記複数のユーザのうちの第１のユーザに、
および前記複数の分類子のうちの第２の分類子を前記複数のユーザのうちの第２のユーザ
に分散することと
　を備える、方法。
【請求項２】
　前記複数の分類子のうちの少なくとも１つは、少なくとも１つのエンティティから取得
されたラベル付けされたデータのセット上でトレーニングされる、
　請求項１に記載の方法。
【請求項３】
　前記少なくとも１つのエンティティは、前記複数のユーザのうちの指定されたユーザを
備える、
　請求項２に記載の方法。
【請求項４】
　前記少なくとも１つのエンティティから前記取得されたラベル付けされたデータのセッ
ト上で前記トレーニングされた分類子の各々にメトリックを提供することをさらに備える
、
　請求項２に記載の方法。
【請求項５】
　前記メトリックは、分類精度、またはラベル付けされた画像の数に関する情報を備える
、
　請求項４に記載の方法。
【請求項６】
　遠隔デバイス上のデータから計算された少なくとも１つの特徴を受信することと、
　前記少なくとも１つの特徴に少なくとも部分的に基づいて、前記遠隔デバイス上の前記
データを分類するための少なくとも１つの分類子を決定することと、
　少なくとも１つの分類子の表示を前記遠隔デバイスに分散することと
　をさらに備える、請求項１に記載の方法。
【請求項７】
　遠隔デバイス上のデータから計算された特徴を受信することと、
　前記受信された特徴に少なくとも部分的に基づいて分類を計算することと、
　前記分類を前記遠隔デバイスに送信することと
　をさらに備える、請求項１に記載の方法。
【請求項８】
　ラベル付けされたデータの１つまたは複数のセットに関連付けられるクラスの分類を行
うように構成された、組み合わされた分類子を生成するために、前記第１の分類子と前記
第２の分類子を組み合わせることと、
　前記組み合わされた分類子を前記複数のユーザのうちの少なくとも１人に分散すること
と
　をさらに備える、請求項１に記載の方法。
【請求項９】
　前記複数の分類子のうちの少なくとも１つは、少なくとも１つのエンティティからのフ
ィードバックに少なくとも部分的に基づいてトレーニングされる、
　請求項１に記載の方法。
【請求項１０】
　分類子モデルを生成するための装置であって、
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　メモリと、
　前記メモリに結合された少なくとも１つのプロセッサと
　を備え、前記少なくとも１つのプロセッサは、
　　共通特徴モデルを複数のユーザに分散することと、
　　前記共通特徴モデル上で複数の分類子をトレーニングすることと、
　　前記複数の分類子のうちの第１の分類子を前記複数のユーザのうちの第１のユーザに
、および前記複数の分類子のうちの第２の分類子を前記複数のユーザのうちの第２のユー
ザに分散することと
　を行うように構成される、装置。
【請求項１１】
　前記少なくとも１つのプロセッサは、前記複数の分類子のうちの少なくとも１つを、少
なくとも１つのエンティティから取得されたラベル付けされたデータのセット上でトレー
ニングすることを行うようにさらに構成される、
　請求項１０に記載の装置。
【請求項１２】
　前記少なくとも１つのエンティティは、前記複数のユーザのうちの指定されたユーザを
備える、
　請求項１１に記載の装置。
【請求項１３】
　前記少なくとも１つのプロセッサは、前記少なくとも１つのエンティティから前記取得
されたラベル付けされたデータのセット上で前記トレーニングされた分類子の各々にメト
リックを提供することを行うようにさらに構成される、
　請求項１１に記載の装置。
【請求項１４】
　前記メトリックは、分類精度、またはラベル付けされた画像の数に関する情報を備える
、
　請求項１３に記載の装置。
【請求項１５】
　前記少なくとも１つのプロセッサは、
　遠隔デバイス上のデータから計算された少なくとも１つの特徴を受信することと、
　前記少なくとも１つの特徴に少なくとも部分的に基づいて、前記遠隔デバイス上の前記
データを分類するための少なくとも１つの分類子を決定することと、
　少なくとも１つの分類子の表示を前記遠隔デバイスに分散することと
　を行うようにさらに構成される、請求項１０に記載の装置。
【請求項１６】
　前記少なくとも１つのプロセッサは、
　遠隔デバイス上のデータから計算された特徴を受信することと、
　前記受信された特徴に少なくとも部分的に基づいて分類を計算することと、
　前記分類を前記遠隔デバイスに送信することと
　ようにさらに構成される、請求項１０に記載の装置。
【請求項１７】
　前記少なくとも１つのプロセッサは、
　ラベル付けされたデータの１つまたは複数のセットに関連付けられるクラスの分類を行
うように構成された、組み合わされた分類子を生成するために、前記第１の分類子と前記
第２の分類子を組み合わせることと、
　前記組み合わされた分類子を前記複数のユーザのうちの少なくとも１人に分散すること
と
　行うようにさらに構成される、請求項１０に記載の装置。
【請求項１８】
　前記少なくとも１つのプロセッサは、少なくとも１つのエンティティからのフィードバ
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ックに少なくとも部分的に基づいて、前記複数の分類子のうちの少なくとも１つをトレー
ニングすることを行うようにさらに構成される、
　請求項１０に記載の装置。
【請求項１９】
　分類子モデルを生成するための装置であって、
　共通特徴モデルを複数のユーザに分散するための手段と、
　前記共通特徴モデル上で複数の分類子をトレーニングするための手段と、
　前記複数の分類子のうちの第１の分類子を前記複数のユーザのうちの第１のユーザに、
および前記複数の分類子のうちの第２の分類子を前記複数のユーザのうちの第２のユーザ
に分散するための手段と
　を備える、装置。
【請求項２０】
　分類子モデルを生成するためのコンピュータプログラム製品であって、
　プログラムコードを符号化した非一時的コンピュータ可読媒体を備え、前記プログラム
コードは、
　共通特徴モデルを複数のユーザに分散するためのプログラムコードと、
　前記共通特徴モデル上で複数の分類子をトレーニングするためのプログラムコードと、
　前記複数の分類子のうちの第１の分類子を前記複数のユーザのうちの第１のユーザに、
および前記複数の分類子のうちの第２の分類子を前記複数のユーザのうちの第２のユーザ
に分散するためのプログラムコードと
　を備える、コンピュータプログラム製品。

【発明の詳細な説明】
【関連出願の相互参照】
【０００１】
　[0001]本出願は、２０１４年５月１２日に出願された「ＣＵＳＴＯＭＩＺＥＤ　ＣＬＡ
ＳＳＩＦＩＥＲ　ＯＶＥＲ　ＣＯＭＭＯＮ　ＦＥＡＴＵＲＥＳ」と題する米国仮特許出願
第６１／９９２，１６８号の利益を主張し、その開示は、参照によりその全体が本明細書
に明示的に組み込まれる。
【技術分野】
【０００２】
　[0002]本開示のいくつかの態様は、一般にニューラルシステムエンジニアリングに関し
、より詳細には、共通特徴のセットにわたるカスタマイズされた分類子を生成するための
システムおよび方法に関する。
【背景技術】
【０００３】
　[0003]人工ニューロン（すなわち、ニューロンモデル）の相互結合されたグループを備
え得る人工ニューラルネットワークは、計算デバイスであるか、または計算デバイスによ
って実行される方法を表す。人工ニューラルネットワークは、生物学的ニューラルネット
ワークにおける対応する構造および／または機能を有し得る。しかしながら、人工ニュー
ラルネットワークは、従来の計算技法が厄介、実行不可能または不適切であるいくつかの
適用例に革新的で有用な計算技法を提供することができる。人工ニューラルネットワーク
は観測から関数を推測することができるので、そのようなネットワークは、タスクまたは
データの複雑さが従来の技法による関数の設計を煩わしくする用途において、特に有用で
ある。
【発明の概要】
【０００４】
　[0004]本開示の一態様では、分類子モデルを生成する方法が開示される。本方法は、共
通特徴モデルを２人以上のユーザに分散することを含む。本方法はまた、共通特徴モデル
上で複数の分類子をトレーニングすることを含む。本方法は、複数の分類子のうちの第１
の分類子を２人以上のユーザのうちの第１のユーザに、および複数の分類子のうちの第２
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の分類子を２人以上のユーザのうちの第２のユーザに分散することをさらに含む。
【０００５】
　[0005]本開示の別の態様では、分類子モデルを生成するための装置が開示される。本装
置は、メモリと、メモリに結合された１つまたは複数のプロセッサとを含む。本プロセッ
サは、共通特徴モデルを２人以上のユーザに分散するように構成される。本プロセッサは
また、共通特徴モデル上で複数の分類子をトレーニングするように構成される。本プロセ
ッサは、複数の分類子のうちの第１の分類子を２人以上のユーザのうちの第１のユーザに
、および複数の分類子のうちの第２の分類子を２人以上のユーザのうちの第２のユーザに
分散するようにさらに構成される。
【０００６】
　[0006]本開示の別の態様では、分類子モデルを生成するための装置が開示される。本方
法は、共通特徴モデルを２人以上のユーザに分散するための手段を含む。本方法はまた、
共通特徴モデル上で複数の分類子をトレーニングするための手段を含む。本方法は、複数
の分類子のうちの第１の分類子を２人以上のユーザのうちの第１のユーザに、および複数
の分類子のうちの第２の分類子を２人以上のユーザのうちの第２のユーザに分散するため
の手段をさらに含む。
【０００７】
　[0007]本開示の別の態様では、分類子モデルを生成するためのコンピュータプログラム
製品が開示される。本コンピュータプログラム製品は、プログラムコードを符号化した非
一時的コンピュータ可読媒体を含む。本プログラムコードは、共通特徴モデルを２人以上
のユーザに分散するためのプログラムコードを含む。本プログラムコードはまた、共通特
徴モデル上で複数の分類子をトレーニングするためのプログラムコードを含む。本プログ
ラムコードは、複数の分類子のうちの第１の分類子を２人以上のユーザのうちの第１のユ
ーザに、および複数の分類子のうちの第２の分類子を２人以上のユーザのうちの第２のユ
ーザに分散するプログラムコードをさらに含む。
【０００８】
　[0008]これは、以下の詳細な説明がより良く理解され得るために、本開示の特徴および
技術的利点をかなり広く概説した。本開示の追加の特徴および利点は、以下で説明される
。この開示は、本開示と同じ目的を実行するための他の構造を修正または設計するための
基礎として容易に変更され得ることが、当業者によって理解されるべきである。また、添
付の特許請求の範囲に記載されるように、そのような等価な構成は本開示の教示から逸脱
しないことが、当業者によって理解されるべきである。本開示の特徴と考えられる新規な
特徴は、その構成と動作の方法との両方に関して、さらなる目的および利点とともに、添
付の図面と関連して考慮されるとき以下の説明からより良く理解されるであろう。しかし
ながら、図面の各々は単に例示および説明の目的のために提供されているにすぎず、本開
示の制限の定義として意図されていないことが、明確には理解されるべきである。
【図面の簡単な説明】
【０００９】
　[0009]本開示の特徴、性質、および利点は、同様の参照文字が全体を通して相応して識
別する図面を考慮した場合、以下に示される詳細な説明から、より明らかになるだろう。
【図１】本開示のいくつかの態様によるニューロンの例示的なネットワークを示す図。
【図２】本開示のいくつかの態様による、計算ネットワーク（ニューラルシステムまたは
ニューラルネットワーク）の処理ユニット（ニューロン）の一例を示す図。
【図３】本開示のいくつかの態様によるスパイクタイミング依存可塑性（ＳＴＤＰ）曲線
の一例を示す図。
【図４】本開示のいくつかの態様による、ニューロンモデルの挙動を定義するための正レ
ジームおよび負レジームの一例を示す図。
【図５】本開示のある態様による、汎用プロセッサを使用してニューラルネットワークを
設計することの例示的な実装形態を示す図。
【図６】本開示のいくつかの態様による、メモリが個々の分散処理ユニットとインターフ
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ェースされ得るニューラルネットワークを設計する例示的な実装形態を示す図。
【図７】本開示のいくつかの態様による、分散メモリおよび分散処理ユニットに基づいて
ニューラルネットワークを設計する例示的な実装形態を示す図。
【図８】本開示のいくつかの態様による、ニューラルネットワークの例示的な実装形態を
示す図。
【図９】本開示の態様による、モデルを学習するための例示的なデータフローを示すブロ
ック図。
【図１０】本開示の態様による、分類子のための例示的なアーキテクチャを示すブロック
図。
【図１１】本開示の態様による、モデルを学習するための例示的なデータフローを示すブ
ロック図。
【図１２】本開示の態様による、分類子を生成するための例示的なデータフローを示すフ
ローチャート。
【図１３】本開示の態様による、モデルを学習するための方法を示す図。
【図１４】本開示の態様による、モデルを学習するための方法を示す図。
【図１５】本開示の態様による、分類子モデルを生成するための方法を示す図。
【図１６】本開示の態様による、分類子モデルを生成するための方法を示す図。
【図１７】本開示の態様による、分類子モデルを生成するための方法を示す図。
【発明を実施するための形態】
【００１０】
　[0027]添付の図面に関連して以下に示される詳細な説明は、様々な構成の説明として意
図されたものであり、本明細書において説明される概念が実現され得る唯一の構成を表す
ことを意図されるものではない。詳細な説明は、様々な概念の完全な理解を提供する目的
で、具体的な詳細を含む。しかしながら、これらの概念がこれらの具体的な詳細なしで実
施され得ることは、当業者にとっては明らかであろう。いくつかの事例では、よく知られ
ている構造および構成要素が、そのような概念を曖昧にするのを避けるために、ブロック
図形式で示される。
【００１１】
　[0028]本教示に基づいて、本開示の範囲は、本開示の任意の他の態様とは無関係に実装
されるにせよ、本開示の任意の他の態様と組み合わされるにせよ、本開示のいかなる態様
をもカバーするものであることを、当業者なら諒解されたい。たとえば、記載される態様
をいくつ使用しても、装置は実装され得、または方法は実施され得る。さらに、本開示の
範囲は、記載される本開示の様々な態様に加えてまたはそれらの態様以外に、他の構造、
機能、または構造および機能を使用して実施されるそのような装置または方法をカバーす
るものとする。開示する本開示のいずれの態様も、請求項の１つまたは複数の要素によっ
て実施され得ることを理解されたい。
【００１２】
　[0029]「例示的」という単語は、本明細書では「例、事例、または例示の働きをするこ
と」を意味するために使用される。「例示的」として本明細書で説明するいかなる態様も
、必ずしも他の態様よりも好ましいまたは有利であると解釈されるべきであるとは限らな
い。
【００１３】
　[0030]本明細書では特定の態様について説明するが、これらの態様の多くの変形および
置換は本開示の範囲内に入る。好ましい態様のいくつかの利益および利点が説明されるが
、本開示の範囲は特定の利益、使用、または目的に限定されるものではない。むしろ、本
開示の態様は、様々な技術、システム構成、ネットワーク、およびプロトコルに広く適用
可能であるものとし、そのうちのいくつかを例として図および好ましい態様についての以
下の説明で示す。発明を実施するための形態および図面は、本開示を限定するものではな
く説明するものにすぎず、本開示の範囲は添付の特許請求の範囲およびそれの均等物によ
って定義される。　
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例示的なニューラルシステム、トレーニングおよび動作
【００１４】
　[0031]図１は、本開示のいくつかの態様による、複数のレベルのニューロンをもつ例示
的な人工ニューラルシステム１００を示す。ニューラルシステム１００は、シナプス結合
のネットワーク１０４（すなわち、フィードフォワード結合）を介してニューロンの別の
レベル１０６に結合されたニューロンのあるレベル１０２を有し得る。簡単のために、図
１には２つのレベルのニューロンのみが示されているが、ニューラルシステムには、より
少ないまたはより多くのレベルのニューロンが存在し得る。ニューロンのいくつかは、ラ
テラル結合を介して同じレイヤの他のニューロンに結合し得ることに留意されたい。さら
に、ニューロンのいくつかは、フィードバック結合を介して前のレイヤのニューロンに戻
る形で結合し得る。
【００１５】
　[0032]図１に示すように、レベル１０２における各ニューロンは、前のレベル（図１に
図示せず）のニューロンによって生成され得る入力信号１０８を受信し得る。信号１０８
は、レベル１０２のニューロンの入力電流を表し得る。この電流は、膜電位を充電するた
めにニューロン膜上に蓄積され得る。膜電位がそれのしきい値に達すると、ニューロンは
、発火し、ニューロンの次のレベル（たとえば、レベル１０６）に転送されるべき出力ス
パイクを生成し得る。いくつかのモデリング手法では、ニューロンは、信号をニューロン
の次のレベルに継続的に転送し得る。この信号は、典型的には膜電位の関数である。その
ような挙動は、以下で説明するものなどのアナログおよびデジタル実装形態を含むハード
ウェアおよび／またはソフトウェアでエミュレートまたはシミュレートされ得る。
【００１６】
　[0033]生物学的ニューロンでは、ニューロンが発火するときに生成される出力スパイク
は、活動電位と呼ばれる。電気信号は、約１００ｍＶの振幅と約１ｍｓの持続時間とを有
する比較的急速で、一時的な神経インパルスである。一連の結合されたニューロンを有す
るニューラルシステムの特定の実施形態（たとえば、図１におけるあるレベルのニューロ
ンから別のレベルのニューロンへのスパイクの転送）では、あらゆる活動電位が基本的に
同じ振幅と持続時間とを有するので、信号における情報は、振幅によってではなく、スパ
イクの周波数および数、またはスパイクの時間によってのみ表され得る。活動電位によっ
て搬送される情報は、スパイク、スパイクしたニューロン、および他の１つまたは複数の
スパイクに対するスパイクの時間によって決定され得る。以下で説明するように、スパイ
クの重要性は、ニューロン間の接続に適用される重みによって決定され得る。
【００１７】
　[0034]図１に示されるように、ニューロンのあるレベルから別のレベルへのスパイクの
移動は、シナプス結合（または、単純に「シナプス」）１０４のネットワークを介して達
成され得る。シナプス１０４に関して、レベル１０２のニューロンはシナプス前ニューロ
ンと考えられ得、レベル１０６のニューロンはシナプス後ニューロンと考えられ得る。シ
ナプス１０４は、レベル１０２のニューロンから出力信号（すなわち、スパイク）を受信
して、調整可能なシナプスの重み
【００１８】
【数１】

【００１９】
に応じてそれらの信号をスケーリングすることができ、上式で、Ｐはレベル１０２のニュ
ーロンとレベル１０６のニューロンとの間のシナプス結合の総数であり、ｉはニューロン
レベルの指標である。図１の例では、ｉはニューロンレベル１０２を表し、ｉ＋１は、ニ
ューロンレベル１０６を表す。さらに、スケーリングされた信号は、レベル１０６におけ
る各ニューロンの入力信号として合成され得る。レベル１０６におけるあらゆるニューロ
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ンは、対応する合成された入力信号に基づいて、出力スパイク１１０を生成し得る。出力
スパイク１１０は、シナプス結合の別のネットワーク（図１には図示せず）を使用して、
別のレベルのニューロンに転送され得る。
【００２０】
　[0035]生物学的シナプスは、シナプス後ニューロンにおける興奮性活動または抑制性（
過分極化）活動のいずれかを調停することができ、ニューロン信号を増幅する役目を果た
すことができる。興奮性信号は、膜電位を脱分極する（すなわち、静止電位に対して膜電
位を増加させる）。しきい値を超えて膜電位を脱分極するために十分な興奮性信号が一定
の時間期間内に受信された場合、シナプス後ニューロンに活動電位が生じる。対照的に、
抑制性信号は一般に、膜電位を過分極する（すなわち、低下させる）。抑制性信号は、十
分に強い場合、興奮性信号のすべてを相殺し、膜電位がしきい値に達するのを防止するこ
とができる。シナプス興奮を相殺することに加えて、シナプス抑制は、自然に活発なニュ
ーロンに対して強力な制御を行うことができる。自然に活発なニューロンは、たとえば、
それのダイナミクスまたはフィードバックに起因するさらなる入力なしにスパイクするニ
ューロンを指す。これらのニューロンにおける活動電位の自然な生成を抑圧することによ
って、シナプス抑制は、一般にスカルプチャリングと呼ばれる、ニューロンの発火のパタ
ーンを形成することができる。様々なシナプス１０４は、望まれる挙動に応じて、興奮性
シナプスまたは抑制性シナプスの任意の組合せとして働き得る。
【００２１】
　[0036]ニューラルシステム１００は、汎用プロセッサ、デジタル信号プロセッサ（ＤＳ
Ｐ）、特定用途向け集積回路（ＡＳＩＣ）、フィールドプログラマブルゲートアレイ（Ｆ
ＰＧＡ）もしくは他のプログラマブル論理デバイス（ＰＬＤ）、個別ゲートもしくはトラ
ンジスタ論理、個別ハードウェア構成要素、プロセッサによって実行されるソフトウェア
モジュール、またはそれらの任意の組合せによってエミュレートされ得る。ニューラルシ
ステム１００は、たとえば画像およびパターン認識、機械学習、モータ制御、および同様
のものなど、かなりの適用範囲において利用され得る。ニューラルシステム１００におけ
る各ニューロンは、ニューロン回路として実装され得る。出力スパイクを開始するしきい
値まで充電されるニューロン膜は、たとえば、そこを通って流れる電流を積分するキャパ
シタとして実装され得る。
【００２２】
　[0037]一態様では、キャパシタは、ニューロン回路の電流積分デバイスとして除去され
得、その代わりにより小さいメモリスタ（memristor）要素が使用され得る。この手法は
、ニューロン回路において、ならびにかさばるキャパシタが電流積分器として利用される
様々な他の適用例において適用され得る。さらに、シナプス１０４の各々は、メモリスタ
要素に基づいて実装され得、シナプス重みの変化は、メモリスタ抵抗の変化に関係し得る
。ナノメートルの特徴サイズのメモリスタを用いると、ニューロン回路およびシナプスの
面積が大幅に低減され得、それによって、大規模なニューラルシステムハードウェア実装
形態の実装がより実用的になり得る。
【００２３】
　[0038]ニューラルシステム１００をエミュレートするニューラルプロセッサの機能は、
ニューロン間の結合の強さを制御し得る、シナプス結合の重みに依存し得る。シナプス重
みは、パワーダウン後にプロセッサの機能を維持するために、不揮発性メモリに記憶され
得る。一態様では、シナプス重みメモリは、主たるニューラルプロセッサチップとは別個
の外部チップ上に実装され得る。シナプス重みメモリは、交換可能メモリカードとしてニ
ューラルプロセッサチップとは別個にパッケージ化され得る。これは、ニューラルプロセ
ッサに多様な機能を提供することができ、特定の機能は、ニューラルプロセッサに現在取
り付けられているメモリカードに記憶されたシナプス重みに基づき得る。
【００２４】
　[0039]図２は、本開示のいくつかの態様による、計算ネットワーク（たとえば、ニュー
ラルシステムまたはニューラルネットワーク）の処理ユニット（たとえば、ニューロンま
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たはニューロン回路）２０２の例示的な図２００を示す。たとえば、ニューロン２０２は
、図１のレベル１０２のニューロンおよび１０６のニューロンのうちのいずれかに対応し
得る。ニューロン２０２は、ニューラルシステムの外部にある信号、または同じニューラ
ルシステムの他のニューロンによって生成された信号、またはその両方であり得る、複数
の入力信号２０４1～２０４Nを受信し得る。入力信号は、電流、コンダクタンス、電圧、
実数値および／または複素数値であり得る。入力信号は、固定小数点表現または浮動小数
点表現をもつ数値を備え得る。これらの入力信号は、調整可能なシナプス重み２０６1～
２０６N（ｗ1～ｗN）に従って信号をスケーリングするシナプス結合を通してニューロン
２０２に伝えられ得、Ｎはニューロン２０２の入力接続の総数であり得る。
【００２５】
　[0040]ニューロン２０２は、スケーリングされた入力信号を合成し、合成された、スケ
ーリングされた入力を使用して、出力信号２０８（すなわち、信号ｙ）を生成し得る。出
力信号２０８は、電流、コンダクタンス、電圧、実数値および／または複素数値であり得
る。出力信号は、固定小数点表現または浮動小数点表現をもつ数値であり得る。出力信号
２０８は、次いで、同じニューラルシステムの他のニューロンへの入力信号として、また
は同じニューロン２０２への入力信号として、またはニューラルシステムの出力として伝
達され得る。
【００２６】
　[0041]処理ユニット（ニューロン）２０２は電気回路によってエミュレートされ得、そ
れの入力接続および出力接続は、シナプス回路をもつ電気接続によってエミュレートされ
得る。処理ユニット２０２ならびにそれの入力接続および出力接続はまた、ソフトウェア
コードによってエミュレートされ得る。処理ユニット２０２はまた、電気回路によってエ
ミュレートされ得るが、それの入力接続および出力接続はソフトウェアコードによってエ
ミュレートされ得る。一態様では、計算ネットワーク中の処理ユニット２０２はアナログ
電気回路であり得る。別の態様では、処理ユニット２０２はデジタル電気回路であり得る
。さらに別の態様では、処理ユニット２０２は、アナログ構成要素とデジタル構成要素の
両方をもつ混合信号電気回路であり得る。計算ネットワークは、上述の形態のいずれかに
おける処理ユニットを含み得る。そのような処理ユニットを使用した計算ネットワーク（
ニューラルシステムまたはニューラルネットワーク）は、たとえば画像およびパターン認
識、機械学習、モータ制御など、かなりの適用範囲において利用され得る。
【００２７】
　[0042]ニューラルネットワークをトレーニングする過程で、シナプス重み（たとえば、
図１の重み
【００２８】
【数２】

【００２９】
および／または図２の重み２０６1～２０６N）がランダム値により初期化され得、学習ル
ールに従って増加または減少し得る。学習ルールの例は、これに限定されないが、スパイ
クタイミング依存可塑性（ＳＴＤＰ）学習ルール、Ｈｅｂｂ則、Ｏｊａ則、Ｂｉｅｎｅｎ
ｓｔｏｃｋ－Ｃｏｐｐｅｒ－Ｍｕｎｒｏ（ＢＣＭ）則等を含むことを当業者は理解するだ
ろう。いくつかの態様では、重みは、２つの値のうちの１つに安定または収束し得る（す
なわち、重みの双峰分布）。この効果が利用されて、シナプス重みごとのビット数を低減
し、シナプス重みを記憶するメモリとの間の読取りおよび書込みの速度を上げ、シナプス
メモリの電力および／またはプロセッサ消費量を低減し得る。　
シナプスタイプ
【００３０】
　[0043]ニューラルネットワークのハードウェアおよびソフトウェアモデルでは、シナプ
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ス関係機能の処理がシナプスタイプに基づき得る。シナプスタイプは、非塑性シナプス（
non-plastic synapse）（重みおよび遅延の変化がない）、可塑性シナプス（重みが変化
し得る）、構造遅延可塑性シナプス（重みおよび遅延が変化し得る）、完全可塑性シナプ
ス（重み、遅延および結合性が変化し得る）、およびそれの変形（たとえば、遅延は変化
し得るが、重みまたは結合性の変化はない）であり得る。複数のタイプの利点は、処理が
再分割され得ることである。たとえば、非塑性シナプスは、可塑性機能を使用しないで実
行される場合がある（またはそのような機能が完了するのを待つ）。同様に、遅延および
重み可塑性は、一緒にまたは別々に、順にまたは並列に動作し得る動作に再分割され得る
。異なるタイプのシナプスは、適用される異なる可塑性タイプの各々の異なるルックアッ
プテーブルまたは式およびパラメータを有し得る。したがって、本方法は、シナプスのタ
イプについての関連する表、式、またはパラメータにアクセスする。
【００３１】
　[0044]スパイクタイミング依存構造可塑性がシナプス可塑性とは無関係に実行され得る
という事実のさらなる含意がある。構造可塑性は、重みの大きさに変化がない場合（たと
えば、重みが最小値または最大値に達したか、あるいはそれが何らかの他の理由により変
更されない場合）ｓ構造可塑性（すなわち、遅延量の変化）は前後スパイク時間差（pre-
post spike time difference）の直接関数であり得ても実行され得る。代替的に、構造可
塑性は、重み変化量に応じて、または重みもしくは重み変化の限界に関係する条件に基づ
いて設定され得る。たとえば、重み変化が生じたとき、または重みが最大値になるのでは
なく、重みがゼロに達した場合のみ、シナプス遅延が変化し得る。しかしながら、これら
のプロセスが並列化され、メモリアクセスの数および重複を低減し得るように、独立した
機能を有することが有利であり得る。　
シナプス可塑性の決定
【００３２】
　[0045]神経可塑性（または単に「可塑性」）は、脳内のニューロンおよびニューラルネ
ットワークがそれらのシナプス結合と挙動とを新しい情報、感覚上の刺激、発展、損傷ま
たは機能不全に応答して変える能力である。可塑性は、生物学における学習および記憶に
とって、また計算論的神経科学およびニューラルネットワークにとって重要である。（た
とえば、Ｈｅｂｂ則理論による）シナプス可塑性、スパイクタイミング依存可塑性（ＳＴ
ＤＰ）、非シナプス可塑性、活性依存可塑性、構造可塑性および恒常的可塑性など、様々
な形の可塑性が研究されている。
【００３３】
　[0046]ＳＴＤＰは、ニューロン間のシナプス結合の強さを調整する学習プロセスである
。結合強度は、特定のニューロンの出力スパイクおよび受信入力スパイク（すなわち、活
動電位）の相対的タイミングに基づいて調整される。ＳＴＤＰプロセスの下で、あるニュ
ーロンに対する入力スパイクが、平均して、そのニューロンの出力スパイクの直前に生じ
る傾向がある場合、長期増強（ＬＴＰ）が生じ得る。その場合、その特定の入力はいくら
か強くなる。一方、入力スパイクが、平均して、出力スパイクの直後に生じる傾向がある
場合、長期抑圧（ＬＴＤ）が生じ得る。その場合、その特定の入力はいくらか弱くなるの
で、「スパイクタイミング依存可塑性」と呼ばれる。したがって、シナプス後ニューロン
の興奮の原因であり得る入力は、将来的に寄与する可能性がさらに高くなる一方、シナプ
ス後スパイクの原因ではない入力は、将来的に寄与する可能性が低くなる。結合の初期セ
ットのサブセットが残る一方で、その他の部分の影響がわずかなレベルまで低減されるま
で、このプロセスは続く。
【００３４】
　[0047]ニューロンは出力スパイクを、それの入力の多くが短い期間内に生じる（すなわ
ち、出力をもたらすのに十分な累積がある）ときに生成し得るので、通常残っている入力
のサブセットは、時間的に相関する傾向のあった入力を含む。さらに、出力スパイクの前
に生じる入力は強化されるので、最も早い十分に累積的な相関指示を提供する入力は結局
、ニューロンへの最終入力となる。
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【００３５】
　[0048]ＳＴＤＰ学習ルールは、シナプス前ニューロンのスパイク時間ｔpreとシナプス
後ニューロンのスパイク時間ｔpostとの間の時間差（すなわち、ｔ＝ｔpost－ｔpre）に
応じて、シナプス前ニューロンをシナプス後ニューロンに結合するシナプスのシナプス重
みを効果的に適合させ得る。ＳＴＤＰの通常の公式化は、時間差が正である（シナプス前
ニューロンがシナプス後ニューロンの前に発火する）場合にシナプス重みを増加させ（す
なわち、シナプスを増強し）、時間差が負である（シナプス後ニューロンがシナプス前ニ
ューロンの前に発火する）場合にシナプス重みを減少させる（すなわち、シナプスを抑制
する）ことである。
【００３６】
　[0049]ＳＴＤＰプロセスでは、経時的なシナプス重みの変化は通常、以下の式によって
与えられるように、指数関数的減衰を使用して達成され得る。　
【００３７】
【数３】

【００３８】
ここで、ｋ+およびｋ-τsign(Δt)はそれぞれ、正の時間差および負の時間差の時間定数
であり、ａ+およびａ-は対応するスケーリングの大きさであり、μは正の時間差および／
または負の時間差に適用され得るオフセットである。
【００３９】
　[0050]図３は、ＳＴＤＰによる、シナプス前スパイクおよびシナプス後スパイクの相対
的タイミングに応じたシナプス重み変化の例示的な図３００を示す。シナプス前ニューロ
ンがシナプス後ニューロンの前に発火する場合、グラフ３００の部分３０２に示すように
、対応するシナプス重みは増加し得る。この重み増加は、シナプスのＬＴＰと呼ばれ得る
。グラフ部分３０２から、シナプス前スパイク時間とシナプス後スパイク時間との間の時
間差に応じて、ＬＴＰの量がほぼ指数関数的に減少し得ることが観測され得る。グラフ３
００の部分３０４に示すように、発火の逆の順序は、シナプス重みを減少させ、シナプス
のＬＴＤをもたらし得る。
【００４０】
　[0051]図３のグラフ３００に示すように、ＳＴＤＰグラフのＬＴＰ（原因）部分３０２
に負のオフセットμが適用され得る。ｘ軸の交差３０６のポイント（ｙ＝０）は、レイヤ
ｉ－１からの原因入力の相関を考慮して、最大タイムラグと一致するように構成され得る
。フレームベースの入力（すなわち、スパイクまたはパルスを備える特定の持続時間のフ
レームの形態である入力）の場合、オフセット値μは、フレーム境界を反映するように計
算され得る。直接的にシナプス後電位によってモデル化されるように、またはニューラル
状態に対する影響の点で、フレームにおける第１の入力スパイク（パルス）が経時的に減
衰することが考慮され得る。フレームにおける第２の入力スパイク（パルス）が特定の時
間フレームと相関したまたは特定の時間フレームに関連したものと考えられる場合、フレ
ームの前および後の関連する時間は、その時間フレーム境界で分離され、関連する時間の
値が異なり得る（たとえば、１つのフレームよりも大きい場合は負、１つのフレームより
も小さい場合は正）ように、ＳＴＤＰ曲線の１つまたは複数の部分をオフセットすること
によって、可塑性の点で別様に扱われ得る。たとえば、曲線が、フレーム時間よりも大き
い前後の時間で実際にゼロよりも下になり、結果的にＬＴＰの代わりにＬＴＤの一部であ
るようにＬＴＰをオフセットするために負のオフセットμが設定され得る。　
ニューロンモデルおよび演算
【００４１】
　[0052]有用なスパイキングニューロンモデルを設計するための一般的原理がいくつかあ
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る。良いニューロンモデルは、２つの計算レジーム、すなわち、一致検出および関数計算
の点で豊かな潜在的挙動を有し得る。その上、良いニューロンモデルは、時間コーディン
グを可能にするための２つの要素を有する必要がある：入力の到着時間は出力時間に影響
を与え、一致検出は狭い時間ウィンドウを有し得る。最終的に、計算上魅力的であるため
に、良いニューロンモデルは、連続時間に閉形式解と、ニアアトラクター（near attract
or）と鞍点とを含む安定した挙動とを有し得る。言い換えれば、有用なニューロンモデル
は、実用的なニューロンモデルであり、豊かで、現実的で、生物学的に一貫した挙動をモ
デル化するために使用され得、神経回路のエンジニアリングとリバースエンジニアリング
の両方を行うために使用され得るニューロンモデルである。
【００４２】
　[0053]ニューロンモデルは事象、たとえば入力の到着、出力スパイク、または内部的で
あるか外部的であるかを問わず他の事象に依存し得る。豊かな挙動レパートリーを実現す
るために、複雑な挙動を示すことができる状態機械が望まれ得る。入力寄与（ある場合）
とは別個の事象の発生自体が状態機械に影響を与え、事象の後のダイナミクスを制限し得
る場合、システムの将来の状態は、単なる状態および入力の関数ではなく、むしろ状態、
事象および入力の関数である。
【００４３】
　[0054]一態様では、ニューロンｎは、下記のダイナミクスによって決定される膜電圧ν

n（ｔ）によるスパイキングリーキー積分発火ニューロンとしてモデル化され得る。　
【００４４】
【数４】

【００４５】
ここでαおよびβは、パラメータであり、ｗm,nは、シナプス前ニューロンｍをシナプス
後ニューロンｎに結合するシナプスのシナプス重みであり、ｙm（ｔ）は、ニューロンｎ
の細胞体に到着するまでΔｔm,nに従って樹状遅延または軸索遅延によって遅延し得るニ
ューロンｍのスパイキング出力である。
【００４６】
　[0055]シナプス後ニューロンへの十分な入力が達成された時間からシナプス後ニューロ
ンが実際に発火する時間までの遅延があることに留意されたい。イジケヴィッチの単純モ
デルなど、動的スパイキングニューロンモデルでは、脱分極しきい値νtとピークスパイ
ク電圧νpeakとの間に差がある場合、時間遅延が生じ得る。たとえば、単純モデルでは、
電圧および復元のための１対の微分方程式、すなわち、
【００４７】

【数５】

【００４８】
によってニューロン細胞体ダイナミクス（neuron soma dynamics）が決定され得る。ここ
でνは膜電位であり、ｕは、膜復元変数であり、ｋは、膜電位νの時間スケールを記述す
るパラメータであり、ａは、復元変数ｕの時間スケールを記述するパラメータであり、ｂ
は、膜電位νのしきい値下変動に対する復元変数ｕの感度を記述するパラメータであり、



(13) JP 2017-520825 A 2017.7.27

10

20

30

40

50

νrは、膜静止電位であり、Ｉは、シナプス電流であり、Ｃは、膜のキャパシタンスであ
る。このモデルによれば、ニューロンはν＞νpeakのときにスパイクすると定義される。
　

Ｈｕｎｚｉｎｇｅｒ　Ｃｏｌｄモデル
【００４９】
　[0056]Ｈｕｎｚｉｎｇｅｒ　Ｃｏｌｄニューロンモデルは、豊かな様々な神経挙動を再
生し得る最小二重レジームスパイキング線形動的モデルである。モデルの１次元または２
次元の線形ダイナミクスは２つのレジームを有することができ、時間定数（および結合）
はレジームに依存し得る。しきい値下レジームでは、時間定数は、慣例により負であり、
一般に生物学的に一貫した線形方式で静止状態に細胞を戻す役目を果たすリーキーチャネ
ルダイナミクスを表す。しきい値上レジームにおける時間定数は、慣例により正であり、
一般にスパイク生成のレイテンシを生じさせる一方でスパイク状態に細胞を駆り立てる反
リーキーチャネルダイナミクスを反映する。
【００５０】
　[0057]図４に示すように、モデル４００のダイナミクスは２つの（またはそれよりも多
くの）レジームに分割され得る。これらのレジームは、負のレジーム（ｎｅｇａｔｉνｅ
　ｒｅｇｉｍｅ）４０２（ｌｅａｋｙ－ｉｎｔｅｇｒａｔｅ－ａｎｄ－ｆｉｒｅ（ＬＩＦ
）ニューロンモデルと混同されないように、交換可能にＬＩＦレジームとも呼ばれる）、
および正のレジーム（ｐｏｓｉｔｉνｅ　ｒｅｇｉｍｅ）４０４（ａｎｔｉ－ｌｅａｋｙ
－ｉｎｔｅｇｒａｔｅ－ａｎｄ－ｆｉｒｅ（ＡＬＩＦ）ニューロンモデルと混同されない
ように、交換可能にＡＬＩＦレジームとも呼ばれる）と呼ばれ得る。負レジーム４０２で
は、状態は将来の事象の時点における静止（ν-）の傾向がある。この負レジームでは、
モデルは一般に、時間的入力検出特性と他のしきい値下挙動とを示す。正レジーム４０４
では、状態はスパイキング事象（νs）の傾向がある。この正レジームでは、モデルは、
後続の入力事象に応じてスパイクにレイテンシを生じさせるなどの計算特性を示す。事象
の点からのダイナミクスの公式化およびこれら２つのレジームへのダイナミクスの分離は
、モデルの基本的特性である。
【００５１】
　[0058]線形二重レジーム２次元ダイナミクス（状態νおよびｕの場合）は、慣例により
次のように定義され得る。
【００５２】
【数６】

【００５３】
ここでｑρおよびｒは、結合のための線形変換変数である。
【００５４】
　[0059]シンボルρは、ダイナミクスレジームを示すためにここで使用され、特定のレジ
ームの関係を論述または表現するときに、それぞれ負レジームおよび正レジームについて
符号「－」または「＋」にシンボルρを置き換える慣例がある。
【００５５】
　[0060]モデル状態は、膜電位（電圧）νおよび復元電流ｕによって定義される。基本形
態では、レジームは基本的にモデル状態によって決定される。正確で一般的な定義の微妙
だが重要な側面があるが、差し当たり、モデルが、電圧νがしきい値（ν+）を上回る場
合に正レジーム４０４にあり、そうでない場合に負レジーム４０２にあると考える。
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【００５６】
　[0061]レジーム依存時間定数は、負レジーム時間定数であるτ-と正レジーム時間定数
であるτ+とを含む。復元電流時間定数τuは通常、レジームから独立している。便宜上、
τuと同様に、指数およびτ+が一般に正となる正レジームの場合に、電圧発展（voltage 
evolution）に関する同じ表現が使用され得るように、減衰を反映するために負の量とし
て負レジーム時間定数τ-が一般に指定される。
【００５７】
　[0062]２つの状態要素のダイナミクスは、事象において、ヌルクラインから状態をオフ
セットする変換によって結合され得、ここで変換変数は、
【００５８】
【数７】

【００５９】
であり、δ、ε、βおよびν-、ν+はパラメータである。νρのための２つの値は、２つ
のレジームのための参照電圧のベースである。パラメータν-は、負レジームのためのベ
ース電圧であり、膜電位は一般に、負レジームにおいてν-に減衰する。パラメータν+は
、正レジームのためのベース電圧であり、膜電位は一般に、正レジームにおいてν+から
離れる傾向となる。
【００６０】
　[0063]νおよびｕのためのヌルクラインは、それぞれ変換変数ｑρおよびｒの負によっ
て与えられる。パラメータδは，ｕヌルクラインの傾きを制御するスケール係数である。
パラメータεは通常、－ν-に等しく設定される。パラメータβは、両方のレジームにお
いてνヌルクラインの傾きを制御する抵抗値である。τρ時間定数パラメータは、指数関
数的減衰だけでなく、各レジームにおいて別個にヌルクラインの傾きを制御する。
【００６１】
　[0064]モデルは、電圧νが値νsに達したときにスパイクするように定義され得る。続
いて、状態は（スパイク事象と同じ１つのものであり得る）リセット事象でリセットされ
得る。
【００６２】
【数８】

【００６３】
ここで、
【００６４】
【数９】

【００６５】
およびΔｕはパラメータである。リセット電圧
【００６６】
【数１０】

【００６７】
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は通常、ν-にセットされる。
【００６８】
　[0065]瞬時結合の原理によって、状態について（また、単一の指数項による）だけでは
なく、特定の状態に到達するための時間についても、閉形式解が可能である。閉形式状態
解は、次のとおりである。
【００６９】
【数１１】

【００７０】
　[0066]したがって、モデル状態は、入力（シナプス前スパイク）または出力（シナプス
後スパイク）などの事象に伴ってのみ更新され得る。また、演算が（入力があるか、出力
があるかを問わず）任意の特定の時間に実行され得る。
【００７１】
　[0067]その上、瞬時結合原理によって、反復的技法または数値解法（たとえば、オイラ
ー数値解法）なしに、特定の状態に到達する時間が事前に決定され得るように、シナプス
後スパイクの時間が予想され得る。前の電圧状態ν0を踏まえ、電圧状態νfに到達するま
での時間遅延は、次の式によって与えられる。
【００７２】

【数１２】

【００７３】
　[0068]スパイクが、電圧状態νがνsに到達する時間に生じると定義される場合、電圧
が所与の状態νにある時間から測定されたスパイクが生じるまでの時間量、または相対的
遅延に関する閉形式解は、次のとおりである。
【００７４】
【数１３】

【００７５】
ここで、
【００７６】

【数１４】

【００７７】
は通常、パラメータν+にセットされるが、他の変形も可能であり得る。
【００７８】
　[0069]モデルダイナミクスの上記の定義は、モデルが正レジームにあるか、それとも負
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レジームにあるかに依存する。上述のように、結合およびレジームρは、事象に伴って計
算され得る。状態の伝搬のために、レジームおよび結合（変換）変数は、最後の（前の）
事象の時間における状態に基づいて定義され得る。続いてスパイク出力時間を予想するた
めに、レジームおよび結合変数は、次の（最新の）事象の時間における状態に基づいて定
義され得る。
【００７９】
　[0070]Ｃｏｌｄモデルの、適時にシミュレーション、エミュレーションまたはモデルを
実行するいくつかの可能な実装形態がある。これは、たとえば、事象更新モード、ステッ
プ事象更新モード、およびステップ更新モードを含む。事象更新は、（特定の瞬間におけ
る）事象または「事象更新」に基づいて状態が更新される更新である。ステップ更新は、
間隔（たとえば、１ｍｓ）をおいてモデルが更新される更新である。これは必ずしも、反
復的技法または数値解法を利用するとは限らない。また、事象がステップもしくはステッ
プ間で生じる場合または「ステップ事象」更新によってモデルを更新するのみによって、
ステップベースのシミュレータにおいて限られた時間分解能で事象ベースの実装形態が可
能である。
【００８０】
　[0071]本開示は、スパイキングニューロン、ニューロンモデル、およびネットワークの
様々な例を記載したが、本開示はそれらに限定されない。むしろ、非スパイキングニュー
ロンおよびネットワークはまた、本開示のいくつかの態様を実現するために使用され得る
。　
共通特徴にわたる分散モデル学習およびカスタマイズされた分類子
【００８１】
　[0072]本開示の態様は、デバイスもまたモデルを使用している間に、分散され、緩やか
に調整された方法でモデルの学習を継続するためのプロセスを対象とする。１つの例示的
な態様では、ディープニューラルネットワーク（ＤＮＮ）は、モバイルデバイス上の画像
内のオブジェクト認識のために使用され得、モデルの改良を継続するために、モバイルデ
バイスは情報を中央サーバに返送する。説明を容易にするために、例示的なデータフロー
および他の説明が、画像およびオブジェクト認識に適用される。しかしながら、本開示は
それらに限定されず、代わりに任意の感覚様式が代替的または追加的に利用され得る。
【００８２】
　[0073]本開示のさらなる態様は、分類子モデルを生成することを対象とする。分類子モ
デルは、共通特徴セットにわたってカスタマイズされ得る。１つの例示的な態様では、中
央サーバは、１つまたは複数のユーザデバイスからラベル付けされた例のコーパスを受信
するように構成され得る。ユーザデバイスは、パーソナルコンピュータ（ＰＣ）、テレビ
、ビデオゲームシステム、ラップトップ、タブレットＰＣ、スマートフォンなどのモバイ
ルデバイス、または他の携帯電子デバイスを備え得る。
【００８３】
　[0074]サーバは、データセットに関連する統計的特徴のセットで構成され得る。いくつ
かの態様では、データセットは、たとえば、特定の感覚様式（画像、音、配向、位置など
）に対応し得る。サーバは、ラベル付けされた例の受信したコーパス、および統計的特徴
のセットに基づいて、分類子を生成し得る。
【００８４】
　[0075]図５は、本開示のいくつかの態様による、前述のモデルを学習すること、分類子
モデルを生成すること、および／または汎用プロセッサ５０２を使用して分類子のセット
を更新することの例示的な実装形態５００を示している。変数（神経信号）、シナプス重
み、計算ネットワーク（ニューラルネットワーク）に関連付けられるシステムパラメータ
、遅延、周波数ビン情報パラメータ更新、外れ値情報、モデル更新、特徴情報、例および
／またはラベル情報は、メモリブロック５０４で記憶され得、汎用プロセッサ５０２で実
行される命令はプログラムメモリ５０６からロードされ得る。本開示のある態様では、汎
用プロセッサ５０２にロードされる命令は、１人または複数のユーザからモデル更新を受



(17) JP 2017-520825 A 2017.7.27

10

20

30

40

50

信し、前のモデルおよびモデル更新に基づいて更新されたモデルを計算し、ならびに／ま
たは、更新されたモデルに基づいて、更新されたモデルに関連するデータを１人または複
数のユーザに送信するためのコードを備え得る。
【００８５】
　[0076]本開示の別の態様では、汎用プロセッサ５０２にロードされた命令は、共有され
た推論モデルに基づいてサーバからデータを受信し、受信されたデータに基づいて１つま
たは複数のモデルパラメータを含むモデルを生成し、モデルに基づいて推論を計算し、推
論に基づいて１つまたは複数のモデルパラメータ更新を計算し、および／またはモデルパ
ラメータ更新に基づいてデータをサーバに送信するためのコードを備え得る。
【００８６】
　[0077]本開示の別の態様では、汎用プロセッサ５０２にロードされた命令は、分類子の
第１のセットをデータの第１のセットに適用し、および／または、遠隔デバイスに、分類
子の第１のセットの出力、あるいは分類子の第１のセットの適用の性能尺度のうちの１つ
または複数に基づいて分類子更新を要求するためのコードを備え得る。
【００８７】
　[0078]本開示の別の態様では、汎用プロセッサ５０２にロードされた命令は、共通特徴
モデルを複数のユーザに分散し、共通特徴モデル上の複数の分類子をトレーニングし、な
らびに／または複数の分類子のうちの第１の分類子を複数のユーザのうちの第１のユーザ
に、および複数の分類子のうちの第２の分類子を複数のユーザのうちの第２のユーザに分
散するためのコードを備え得る。
【００８８】
　[0079]図６は、本開示のいくつかの態様による、前述のモデルを学習すること、および
／または分類子モデルを生成することの例示的な実装形態６００を示しており、メモリ６
０２は、相互接続ネットワーク６０４を介して、計算ネットワーク（ニューラルネットワ
ーク）の個々の（分散された）処理ユニット（ニューラルプロセッサ）６０６とインター
フェースされ得る。変数（神経信号）、シナプス重み、計算ネットワーク（ニューラルネ
ットワーク）遅延に関連付けられるシステムパラメータ、周波数ビン情報パラメータ更新
、外れ値情報、モデル更新、特徴情報、例および／またはラベル情報は、メモリ６０２で
記憶され得、相互接続ネットワーク６０４の接続を介してメモリ６０２から各処理ユニッ
ト（ニューラルプロセッサ）６０６にロードされ得る。本開示のある態様では、処理ユニ
ット６０６は、１人または複数のユーザからモデル更新を受信し、前のモデルおよびモデ
ル更新に基づいて更新されたモデルを計算し、ならびに／または、更新されたモデルに基
づいて、更新されたモデルに関連するデータを１人または複数のユーザに送信するように
構成され得る。
【００８９】
　[0080]本開示の別の態様では、処理ユニット６０６は、共有された推論モデルに基づい
てサーバからデータを受信し、受信されたデータに基づいて１つまたは複数のモデルパラ
メータを含むモデルを生成し、モデルに基づいて推論を計算し、推論に基づいて１つまた
は複数のモデルパラメータ更新を計算し、および／またはモデルパラメータ更新に基づい
てデータをサーバに送信するように構成され得る。
【００９０】
　[0081]本開示のさらに別の態様では、処理ユニット６０６は、分類子の第１のセットを
データの第１のセットに適用し、および／または、遠隔デバイスに、分類子の第１のセッ
トの出力、あるいは分類子の第１のセットの適用の性能尺度のうちの１つまたは複数に基
づいて分類子更新を要求するように構成され得る。
【００９１】
　[0082]本開示のなおさらに別の態様では、処理ユニット６０６は、共通特徴モデルを複
数のユーザに分散し、共通特徴モデル上の複数の分類子をトレーニングし、ならびに／ま
たは複数の分類子のうちの第１の分類子を複数のユーザのうちの第１のユーザに、および
複数の分類子のうちの第２の分類子を複数のユーザのうちの第２のユーザに分散するよう
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に構成され得る。
【００９２】
　[0083]図７は、前述のモデルを学習すること、および／または分類子モデルを生成する
ことの例示的な実装形態７００を示している。図７に示されるように、１つのメモリバン
ク７０２は、計算ネットワーク（ニューラルネットワーク）の１つの処理ユニット７０４
と直接インターフェースされ得る。各メモリバンク７０２は、変数（神経信号）、シナプ
ス重み、および／または対応する処理ユニット（ニューラルプロセッサ）７０４遅延に関
連付けられるシステムパラメータ、周波数ビン情報パラメータ更新、外れ値情報、モデル
更新、特徴情報、例および／またはラベル情報を記憶し得る。本開示のある態様では、処
理ユニット７０４は、１人または複数のユーザからモデル更新を受信し、前のモデルおよ
びモデル更新に基づいて更新されたモデルを計算し、ならびに／または、更新されたモデ
ルに基づいて、更新されたモデルに関連するデータを１人または複数のユーザに送信する
ように構成され得る。
【００９３】
　[0084]本開示のさらなる態様では、処理ユニット７０４は、共有された推論モデルに基
づいてサーバからデータを受信し、受信されたデータに基づいて１つまたは複数のモデル
パラメータを含むモデルを生成し、モデルに基づいて推論を計算し、推論に基づいて１つ
または複数のモデルパラメータ更新を計算し、および／またはモデルパラメータ更新に基
づいてデータをサーバに送信するように構成され得る。
【００９４】
　[0085]本開示のさらに別の態様では、処理ユニット７０４は、分類子の第１のセットを
データの第１のセットに適用し、および／または、遠隔デバイスに、分類子の第１のセッ
トの出力、あるいは分類子の第１のセットの適用の性能尺度のうちの１つまたは複数に基
づいて分類子更新を要求するように構成され得る。
【００９５】
　[0086]本開示のなおさらに別の態様では、処理ユニット７０４は、共通特徴モデルを複
数のユーザに分散し、共通特徴モデル上の複数の分類子をトレーニングし、ならびに／ま
たは複数の分類子のうちの第１の分類子を複数のユーザのうちの第１のユーザに、および
複数の分類子のうちの第２の分類子を複数のユーザのうちの第２のユーザに分散するよう
に構成され得る。
【００９６】
　[0087]図８は、本開示のいくつかの態様による、ニューラルネットワーク８００の例示
的な実装形態を示す。図８に示すように、ニューラルネットワーク８００は、本明細書に
説明した方法の様々な動作を実行し得る複数のローカル処理ユニット８０２を有すること
ができる。各ローカル処理ユニット８０２は、ニューラルネットワークのパラメータを記
憶する、ローカルステートメモリ８０４およびローカルパラメータメモリ８０６を備え得
る。また、ローカル処理ユニット８０２は、ローカルモデルプログラムを記憶するための
ローカル（ニューロン）モデルプログラム（ＬＭＰ）メモリ８０８、ローカル学習プログ
ラムを記憶するためのローカル学習プログラム（ＬＬＰ）メモリ８１０、およびローカル
接続メモリ８１２を有し得る。さらに、図８に示されるように、各ローカル処理ユニット
８０２は、ローカル処理ユニットのローカルメモリの構成を提供するための構成プロセッ
サユニット８１４と、またローカル処理ユニット８０２間のルーティングを提供するルー
ティング接続処理ユニット８１６とインターフェースされ得る。
【００９７】
　[0088]一構成では、ニューロンモデルは、１人または複数のユーザからモデル更新を受
信することと、前のモデルおよびモデル更新に基づいて更新されたモデルを計算すること
と、ならびに／または、更新されたモデルに基づいて、更新されたモデルに関連するデー
タを１人または複数のユーザに送信することとのために構成される。ニューロンモデルは
、受信手段、計算手段、および送信手段を含む。一態様では、受信手段、計算手段、およ
び／または送信手段は、記載される機能を実行するように構成された汎用プロセッサ５０
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２、プログラムメモリ５０６、メモリブロック５０４、メモリ６０２、相互接続ネットワ
ーク６０４、処理ユニット６０６、処理ユニット７０４、ローカル処理ユニット８０２、
およびまたはルーティング接続処理ユニット８１６であり得る。
【００９８】
　[0089]別の構成では、ニューロンモデルは、共有された推論モデルに基づいてサーバか
らデータを受信することと、モデルに基づいて推論を計算することと、推論に基づいて１
つまたは複数のモデルパラメータ更新を計算することと、および／またはモデルパラメー
タ更新に基づいてデータをサーバに送信することとのために構成される。ニューロンモデ
ルは、受信手段、計算手段、および送信手段を含む。一態様では、受信手段、推論を計算
するための手段、モデルパラメータ更新を計算するための手段、および／または送信手段
は、記載される機能を実行するように構成された汎用プロセッサ５０２、プログラムメモ
リ５０６、メモリブロック５０４、メモリ６０２、相互接続ネットワーク６０４、処理ユ
ニット６０６、処理ユニット７０４、ローカル処理ユニット８０２、およびまたはルーテ
ィング接続処理ユニット８１６であり得る。
【００９９】
　[0090]さらに別の構成では、ニューロンモデルは、分類子の第１のセットをデータの第
１のセットに適用することと、および／または、遠隔デバイスに、分類子の第１のセット
の出力、あるいは分類子の第１のセットの適用の性能尺度のうちの１つまたは複数に基づ
いて分類子更新を要求することとのために構成される。ニューロンモデルは適用手段と要
求手段とを含む。一態様では、適用手段、および／または要求手段は、記載される機能を
実行するように構成された汎用プロセッサ５０２、プログラムメモリ５０６、メモリブロ
ック５０４、メモリ６０２、相互接続ネットワーク６０４、処理ユニット６０６、処理ユ
ニット７０４、ローカル処理ユニット８０２、およびまたはルーティング接続処理ユニッ
ト８１６であり得る。
【０１００】
　[0091]なおさらに別の構成では、ニューロンモデルは、共通特徴モデルをユーザに分散
することと、共通特徴モデル上の分類子をトレーニングすることと、および／または分類
子のうちの第１の分類子を第１のユーザに、第２の分類子を第２のユーザに分散すること
とのために構成される。ニューロンモデルは、共通特徴モデルを分散するための手段と、
トレーニング手段と、複数の分類子のうちの第１の分類子を第１のユーザに、および第２
の分類子を複数のユーザのうちの第２のユーザに分散するための手段（「分類子を分散す
るための手段」）とを含む。一態様では、共通特徴モデルを分散するための手段、トレー
ニング手段、および／または分類子を分散するための手段は、記載される機能を実行する
ように構成された汎用プロセッサ５０２、プログラムメモリ５０６、メモリブロック５０
４、メモリ６０２、相互接続ネットワーク６０４、処理ユニット６０６、処理ユニット７
０４、ローカル処理ユニット８０２、および／またはルーティング接続処理ユニット８１
６であり得る。
【０１０１】
　[0092]さらなる構成では、ニューロンモデルは、第１の分類子モデルを学習するために
、共通特徴マップのセットを第１の指定されたユーザからラベル付けされた例の第１のコ
ーパスに適用することと、第２の分類子モデルを学習するために、共通特徴マップのセッ
トを第２の指定されたユーザからラベル付けされた例の第２のコーパスに適用することと
、および／または分類子モデルを分散することとのために構成される。ニューロンモデル
は、第１の分類子モデルを学習するために、共通特徴マップのセットを第１の指定された
ユーザからラベル付けされた例の第１のコーパスに適用するための手段と、第２の分類子
モデルを学習するために、共通特徴マップのセットを第２の指定されたユーザからラベル
付けされた例の第２のコーパスに適用するための手段と、および分散手段とを含む。一態
様では、第１の分類子モデルを学習するために、共通特徴マップのセットを第１の指定さ
れたユーザからラベル付けされた例の第１のコーパスに適用するための手段、第２の分類
子モデルを学習するために、共通特徴マップのセットを第２の指定されたユーザからラベ
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ル付けされた例の第２のコーパスに適用するための手段、および／または分散手段は、記
載される機能を実行するように構成された汎用プロセッサ５０２、プログラムメモリ５０
６、メモリブロック５０４、メモリ６０２、相互接続ネットワーク６０４、処理ユニット
６０６、処理ユニット７０４、ローカル処理ユニット８０２、およびまたはルーティング
接続処理ユニット８１６であり得る。
【０１０２】
　[0093]別の構成では、上述の手段は、上記の手段によって記載された機能を実行するよ
うに構成された任意のモジュールまたは任意の装置であり得る。
【０１０３】
　[0094]本開示のいくつかの態様によれば、各ローカル処理ユニット８０２は、ニューラ
ルネットワークの所望の１つまたは複数の機能的特徴に基づいてニューラルネットワーク
のパラメータを決定して、決定されたパラメータがさらに適応され、同調され、更新され
るにつれて、所望の機能的特徴に向けて１つまたは複数の機能的特徴を開発するように構
成され得る。
【０１０４】
　[0095]図９は、本開示の態様による、モデルを学習するための例示的なデータフロー９
００を示すブロック図である。図９を参照すると、ブロック９０２で、ニューラルネット
ワークは、初期の重みＷ０を有するモデルを学習するようにトレーニングされ得る。いく
つかの態様では、ニューラルネットワークは、トレーニング画像のセット上のオブジェク
ト認識のためのモデルを学習するようにトレーニングされ得る。ニューラルネットワーク
は、たとえば、ディープニューラルネットワーク（ＤＮＮ）を備え得る。ＤＮＮは、複数
の隠れレイヤを有するニューラルネットワークである。
【０１０５】
　[0096]ブロック９０４で、初期のモデル重み（「モデル」とも呼ばれる）Ｗ０は、ユー
ザ（たとえば、スマートフォンまたは他のデバイスなどのモデルデバイス）または他のエ
ンティティにプッシュアウトされてもよく、分散されてもよい。いくつかの態様では、モ
デルは広く分散され得る（たとえば、１億または１０億のデバイスのオーダー）。
【０１０６】
　[0097]ブロック９０６および９０８で、各モバイルデバイスは、特定のタスクを実行す
るためにモデルＷ０を使用し得る。たとえば、いくつかの態様では、モデルＷ０はモバイ
ルデバイス上のデータの分類を提供し得る。たとえば、モデルＷ０は、デバイスユーザの
ために写真内のオブジェクトを識別および／またはラベル付けし得る。いくつかの態様で
は、オブジェクトは、モデルＷ０を使用して自動的に識別またはラベル付けされ得る。さ
らに、各モバイルデバイスは、写真が撮影されるときに、または、場合によっては、写真
がプレビューされるときにモデルパラメータ更新を学習し得、モバイルデバイスｉはまた
、モデルパラメータ更新ΔＷ０，ｉを計算および蓄積し得る。いくつかの態様では、デバ
イスｉは、推論のために分散モデルＷ０のパラメータ（たとえば、重み）のみを使用し得
、その更新をローカルに適用することはできない。
【０１０７】
　[0098]パラメータ更新ΔＷ０，ｉは、いくつかの方法で計算され得る。たとえば、パラ
メータ更新ΔＷ０，ｉは、ユーザにラベルを促し、逆伝搬を使用すること、または期間に
わたってモデル内の１つのレイヤを対象とし、そのレイヤのための重み勾配をたとえばオ
ートエンコーダ目的関数に基づいて計算することによって、計算され得る。もちろん、他
のタイプの目的関数も使用され得る。たとえば、いくつかの態様では、スパース（sparse
）オートエンコーダ、収縮オートエンコーダ、デノイジング（denoising）オートエンコ
ーダ目的関数なども使用され得る。そのような目的関数は、正則化のペナルティで再構築
を最小限に抑えることができる。パラメータ更新はまた、教師なし（unsupervised）ウェ
イクスリーププロセス、または他の更新技法を使用して計算され得る。
【０１０８】
　[0099]モバイルデバイス（たとえば、スマートフォン）は、ブロック９１０で、中央サ
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ーバ／ハブを介する収集のために、それらのモデル重み更新ΔＷ０、ｉを送信し得る。い
くつかの態様では、モデル重み更新は、毎日、毎週、または毎月など、定期的に中央サー
バに送信され得る。もちろん、これは単なる例示であり、限定するものではない。たとえ
ば、いくつかの態様では、モバイルデバイスは、サーバからの要求に応答して更新を返送
し得る（たとえば、サーバは更新のためにポーリングし得る）。別の例では、モバイルデ
バイスは、サーバ要求に応答して、または定期的にスケジューリングされた更新と組み合
わせて、更新を送信し得る。さらに別の例では、更新はトレーニング例の蓄積に基づいて
返送され得る（たとえば、最後に提供された更新以降の写真の時間、または最後に提供さ
れた更新以降の写真の数をとる）。
【０１０９】
　[00100]ブロック９１２で、中央サーバ／ハブは次に、モバイルデバイスから受信した
モデル重み更新ΔＷ０、ｉに基づいて新しいモデルＷ１を計算し得る。
【０１１０】
　[00101]いくつかの態様では、ブロック９１４で、新しいモデルは承認プロセスを介し
て承認され得る。ブロック９１６で、新しいモデルＷ１は、モバイルデバイスユーザにプ
ッシュアウトされてもよく、分散されてもよい。ブロック９１８および９２０で、各モバ
イルデバイスは、特定のタスクを実行するためにモデルＷ１を使用し得る。その後、モデ
ルをさらに更新するために、プロセスが繰り返され得る。　
モデル更新の計算
【０１１１】
　[00102]更新されたモデルは様々な方法で計算され得る。たとえば、いくつかの態様で
は、更新されたモデルは以下のように計算され得る。
【０１１２】
【数１５】

【０１１３】
上式で、ｎはユーザ更新の数であり、ηは学習パラメータである。
【０１１４】
　[00103]いくつかの態様では、重み更新はあらかじめ正規化され得る。たとえば、重み
更新は、重み更新を返送する前に学習された写真の数によってあらかじめ正規化（分割）
され得る。これは、モデル重みの直線平均を提供し得る。
【０１１５】
　[00104]いくつかの態様では、更新もまた重み付けされ得る。一例では、重み更新はｐi

の関数として重み付けされ得、画像の数はΔＷ０、ｉを計算するために使用される。この
ように、数百枚の写真を撮ったユーザからの重み更新は、たとえば１枚の写真を撮ったユ
ーザからの重み更新よりも大きな影響を与えることがある。したがって、この修正では、
更新されたモデルは以下のように計算され得る。　
【０１１６】
【数１６】

【０１１７】
　[00105]重み付けされた更新の場合、ユーザによって重み付けし過ぎることから保護す
ることが望ましい場合がある。すなわち、たとえば、面白くない写真（たとえば、白い壁
の多数の写真）を撮るユーザ、個々のユーザからの過度の表現、およびモデルを意図的に
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劣化させようとする攻撃者に対して保護することが望ましい場合がある。１つの手法は、
重み更新を実行する前に、写真の数ｐiを１≦ｐi≦ｐmaxに上限を定める、または制限す
る、あるいはｐi←ｍｉｎ（ｐi，ｐmax）と等しくすることである。この場合、攻撃者か
らの重み更新を平均し保護するために、複数のユーザ（たとえば、すべてのユーザ、また
はピアグループなどのそれらのセグメント）からの集計または多数の重み更新を使用し得
る。さらに、大きな要素値を有する重み更新ΔＷｋ、ｉがフィルタリングまたは正規化さ
れ得る。　
モデル承認
【０１１８】
　[00106]ユーザにプッシュアウトまたは分散されたモデルは、新しいモデル更新を学習
することに加えて、アクティブな推論をサポートし得るため、更新されたモデルを承認す
るために便利であり得る。たとえば、いくつかの態様では、新たに学習された重みが推論
性能を過度に低下させないことを保証するために、モデル性能が承認され得る。一方、推
論性能が過度に低下されると、補正動作が開始され得る。
【０１１９】
　[00107]いくつかの態様では、更新されたモデル性能は、承認データセット上で測定さ
れ得る。一例では、更新されたモデル性能は、オブジェクト認識の精度またはＦスコアを
計算することによって測定され得る。この例では、更新されたモデルは、承認性能があら
かじめ定められた量（たとえば、定義されたパーセンテージ、または固定された差）を超
えて低下しない場合にのみ、分散またはプッシュアウトされ得る。性能が目標量を超えて
低下する場合、補正措置が実施され得る。たとえば、いくつかの態様では、モデル更新は
、ある期間にわたって（たとえば、このラウンドにわたって）無視されてもよく、通知が
ユーザに送信されてもよい（たとえば、それらのデルタ重みをリセットするために、およ
び／あるいは現在のモデルまたは前のモデルを使用するために）。
【０１２０】
　[00108]いくつかの態様では、後述するように、外れ値検出器は、たとえば除去／無視
するためにユーザの重みのサブセットを識別し得る。次いで、更新されたモデルは、残り
の重みに基づいて再計算され得る。更新されたモデルはまた、再試験および承認プロセス
を受ける場合がある。モデルが依然として目標メトリックに合致しない場合、追加または
より限定的な外れ値フィルタが使用され得る。
【０１２１】
　[00109]いくつかの態様では、勾配方向の直線探索が使用され得る。たとえば、これは
、異なる学習率を有するいくつかの潜在的な更新されたモデルを計算し、最良の承認性能
を有するモデル、目標承認性能しきい値を満たす最大学習率を有するモデル、または承認
性能結果の関数として選択されたモデルを使用することによって行われ得る。
【０１２２】
　[00110]新しい、または更新されたモデルはまた、推論のために前のモデルを、および
重み更新を計算するために新しいモデルを使用するための表示を含み得る。これは、推論
性能に影響を与えずにモデル性能を低下させる方向で、いくつかのステップを探索するた
めに学習することを可能にし得る。
【０１２３】
　[00111]他の態様では、ユーザデバイスは、２つのモデル（たとえば、Ｗ０およびＷ１
）を維持し得る。たとえば、ユーザデバイスは、１つのモデル（たとえば、Ｗ０）と、モ
デル更新に対応するサーバからのデルタ（たとえば、Ｗ１）とを維持し得る。２つのモデ
ルはユークリッド距離に近い場合があるため、デバイスは、２つの別々のモデルを記憶す
る際に使用されるよりも少ないメモリで２つのモデルを維持し得る。この手法では、いく
つかのステップの後に、モデル性能が新しくより良い性能点に改善された場合、モデルは
この新しいモデルを使用する表示とともにプッシュアウトされる。モデル性能が改善しな
い場合、１つまたは複数の補正動作（たとえば、上述の補正動作）が採用され得る。
【０１２４】
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　[00112]さらに、承認データセットが古くなっていないことを保証するために、承認デ
ータセットのサニティチェックが実行され得る（たとえば、特徴学習を推進する新しい電
話機、自動車などの新しいオブジェクトが見つからず、適切に承認データセットを更新す
る）。　
外れ値検出
【０１２５】
　[00113]いくつかの構成では、問題または潜在的な攻撃を示す反復重み更新を伴う個々
の重み更新またはユーザ／デバイスを検出するために、外れ値検出器フィルタが任意で含
まれ得る。外れ値フィルタは、重み更新の母集団に対する重み更新を試験し得る。たとえ
ば、所与の重み値に対する更新の分散が計算され得る。重み更新が標的偏差の目標数を超
えている場合、それは外れ値として識別され得る。
【０１２６】
　[00114]同様に、上記で参照した直線探索が使用される場合、勾配ベクトル方向は極小
値を指すべきである。ユーザ勾配と母集団平均勾配との内積がしきい値未満である場合、
それは外れ値としてマークされ得る。勾配または勾配の要素の大きさが母集団の標準偏差
の数を超える場合、それもまた外れ値としてマークされ得る。他の統計的試験が使用され
得る。さらに、母集団および分散は、含まれる外れ値として、被験勾配の有無にかかわら
ず計算され得る。
【０１２７】
　[00115]所与の勾配更新が外れ値として記録される場合、重み更新の現在のラウンドの
ために除外されてもよく、更新により小さい重みが与えられてもよい。ユーザが、外れ値
重み更新を繰り返し提供するとしてフラグが立てられた場合、更新はさらなる調査のため
にフラグが立てられてもよく、ユーザは意図的にまたは意図せずにモデル精度を攻撃する
可能性のあるユーザとして永久にフラグが立てられてもよい。いくつかの態様では、フラ
グを立てられたユーザは、フラグを立てられていないユーザよりも少ない寄与で重み更新
を追加し得る。たとえば、更新されたモデルは、
【０１２８】
【数１７】

【０１２９】
として計算され得、上式で、γ＜１は、フラグを立てられたユーザにより小さい寄与を提
供するためである。あるいは、重みは更新から除外され得る（たとえば、γ＝０）。
【０１３０】
　[00116]逆に、外れ値検出器は、より新規な画像に基づいて、および／またはより新規
な特徴を含む、更新を決定する際に助け得る。外れ値検出器はまた、そのような新規な画
像を供給するユーザを識別する際に助け得る。さらに、新規な画像および／またはユーザ
が識別されると、外れ値識別子は、それらの画像、ユーザ、および／または特徴の重みを
除き得る。　
アーキテクチャ更新
【０１３１】
　[00117]更新されたモデルはアーキテクチャ更新を含み得る。モデルは、学習が続く間
に推論タスクのために利用され得るので、トレーニングデータが過剰適合しないようにす
るために、初期のトレーニングデータおよびデバイス特性に基づいて初期のモデル容量の
大きさを決めるために有益な場合がある。しかしながら、分散された学習が進むにつれて
、モデル容量によって性能が制限され得る。同時に、モデルが学習するにつれて、最下位
レイヤはそれらが学習できるものに収束し始める（たとえば、第１のレイヤのガボール型
エッジ検出器）。それらのレイヤにおける追加トレーニングは、潜在的可能性が限られて
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いる可能性がある。これに対処するために、モデルは成長および／または契約し得る。
【０１３２】
　[00118]１つの手法では、現在のモデル容量の収束があるかどうかを決定するために、
計算および承認段階中のモデル容量が監視され得る。収束メトリックは、エポックの目標
数に性能が飽和したかどうかを決定するために、あるいは、重み更新の大きさ、しきい値
よりも大きい要素の数の希薄さ、および／または勾配方向のコヒーレンスなどの重み更新
の特徴を見るために、承認セットのモデル性能を追跡することを含む。トレーニングエポ
ックおよび／またはトレーニング例の数はまた、モデルの成長および／または収縮が有益
であるかどうかを決定するために使用され得る。
【０１３３】
　[00119]モデルの成長が示される場合、たとえば、１つまたは複数の既存のレイヤにお
けるニューロンの数が増加されてもよく、１つまたは複数の追加のレイヤがモデルに追加
されてもよい。新しいニューロンおよび／またはレベルは、いくつかの方法のうちの１つ
で追加され得る。
【０１３４】
　[00120]１つの手法では、追加されたアーキテクチャ（たとえば、ニューロンおよび／
またはレイヤ）は、即時の影響を有しないように追加され得る。たとえば、あるレイヤ内
の新しいノードへの重みがゼロ（０）の値で構成されてもよく、および／または新しいレ
イヤが、識別関数を形成する重みのセットで構成されてもよい。次いで、後続の学習エポ
ックが改良された重みを学習し始める。
【０１３５】
　[00121]別の手法では、上述の手法で新しいレイヤが追加され得、次いで、重みのより
良い初期セットを得るために、中央データトレーニングセットにトレーニング（教師あり
、および／または教師なしトレーニング）が実施され得る。
【０１３６】
　[00122]上記の手法はモデルの成長を可能にするが、モデルのプラスチック／学習可能
部分を縮小するために同じ表示が使用され得る。たとえば、重み更新が上位レイヤに対し
てのみ計算および送信されるように、最下位レイヤは固定され得る。　
分類子特徴学習者分割
【０１３７】
　[00123]図１０は、本開示の態様による、分類子１０００のための例示的なアーキテク
チャを示すブロック図である。分類子を構築する上での１つの課題は、最初から学習を開
始することなしに、クラスラベルを追加または減算する、またはより洗練された推論エン
ジンを構築する方法である。１つの観察は、ディープニューラルネットワークのようなモ
デルは、下位レイヤの学習特徴、および上位レイヤ内のそれらの特徴の推論エンジンとし
て見られ得るということである。さらに、特徴学習は多数のトレーニング例から最も恩恵
を受ける可能性があるが、推論エンジンは、高品質特徴を使用している場合、多くのより
少数の例で学習し得る。この観察を使用して、分散学習は特徴の重みなどのモデル更新を
学習し、図１０に示される中央データセットを使用して、最上位レイヤで毎回分類子を最
初から再トレーニングすることができる。
【０１３８】
　[00124]一例として、図１０の分類子のための例示的なアーキテクチャ１０００では、
デバイスは入力データ１００２を提供する（たとえば、写真を撮る、または他の感覚入力
データを提供することができる）。モデル重み更新は、ＤＮＮの特徴レイヤとして分散学
習特徴１００４を提供するために、入力データ１００２に基づいて計算され得る。次いで
、デバイスは、集中的に学習された推論エンジン１００６に（周期的に、または別の方法
で）重み更新を送信し得、特徴モデルは、前述のように、これらの重み更新に基づいて更
新され得る。その後、特徴モデルの重みが固定され得、集中的にラベル付けされたデータ
セット１００８を使用して新しい画像分類子が特徴上でトレーニングされ得る。次いで、
結果として得られるモデルは、オブジェクト認識能力の改善およびさらなる特徴モデル学
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習のために、デバイスに分散またはプッシュアウトされ得る。
【０１３９】
　[00125]この拡張として、集中的に学習された推論エンジン１００６は、オブジェクト
ラベルを追加、減算、結合すること、複数のオブジェクトへのラベル付けに拡張すること
、または継続的に学習される特徴を利用して他の改善を提供することができる。オブジェ
クトラベルの追加、減算、または結合は、既存の画像の変更、および／または画像の追加
／削除など、特徴上で推論エンジンを学習するために使用されるデータセットを適切に変
更することによって行われ得る。
【０１４０】
　[00126]同様に、推論エンジン１００６は分散学習された特徴１００４の上に構築され
るので、新しい推論プロセス、アーキテクチャ、または手法が使用され得る。たとえば、
新しい推論プロセスは、画像ごとに単一のラベルではなく、画像ごとに複数のラベルを提
供するようなラベル付け変更を含み得る。別の例では、人工ニューラルネットワーク（Ａ
ＮＮ）手法から、スパイキングニューラルネットワーク手法、サポートベクトルマシン（
ＳＶＭ）手法、または他の手法に切り替えることによって、推論エンジンアーキテクチャ
が修正され得る。
【０１４１】
　[00127]さらに、推論エンジンを集中的に学習することによって、異なるトレーニング
データセットを使用して特徴の同じセットに対して異なる推論エンジンをトレーニングす
ることによる、異なる使用ケース、デバイス、またはアプリケーションに対して異なる推
論エンジンが学習され得る。
【０１４２】
　[00128]さらに別の拡張として、特徴重みを固定し、干渉エンジンのみをトレーニング
する代わりに、特徴重みはまた、ユーザおよび／またはデバイスに分散され得る結果とし
て得られるモデルを計算するために、１つまたは複数のトレーニングデータセット上で学
習することからさらに改良され得る。逆に、推論エンジンは、特徴と同じ分散方法で学習
され得る。
【０１４３】
　[00129]一構成では、ユーザが推論エンジンから１つまたは複数のモデルラベルを補正
するときに、分散学習は、時々教師あり入力であるが、ほとんどが教師なしであり得る。
この構成では、モデル重み更新を計算するために、複数の学習プロセスが使用され得る。
また、この構成では、特徴／推論学習の概念分割による分散学習は、ユーザがモデル改善
をより迅速に確認できるように、ユーザラベルを用いて推論エンジンをローカルに更新し
得る。
【０１４４】
　[00130]さらに、プライバシー、オプトアウト、および／または帯域幅の目的のために
、いくつかの態様では、ユーザ画像が中央サーバに提供されない場合がある。この場合、
新しいモデルがユーザデバイスで受信されたときに、ローカルに記憶された画像およびラ
ベルに基づいて重みを更新することによって推論エンジンが自動的に改良され得るように
、画像はローカルラベルを有するユーザのデバイスにキャッシュされ得る。これは、モデ
ルが分散された方法で学習し続けている間に、ユーザがラベル補正に基づいて更新を保持
する推論エンジンを有することを可能にし得る。
【０１４５】
　[00131]図１１は、本開示の態様による、モデルを学習するための例示的なデータフロ
ー１１００を示すブロック図である。図１１を参照すると、初期モデルＷ0は、ブロック
１１０２で、中央データセット上でトレーニングされ得る。ブロック１１０４で、初期モ
デルＷ0は、たとえば、ユーザ１およびユーザ２にプッシュアウトまたは分散され得る。
もちろん、これは単なる例示であり、モデルは任意の数のユーザ、ユーザまたは他のエン
ティティのグループに分散され得る。
【０１４６】
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　[00132]初期モデルＷ0は、各ユーザデバイス（１１０６、１１０８）でモデルを認識お
よび学習するために使用され得る。しかしながら、学習された重み更新は、中央サーバに
非同期的に提供され得る。すなわち、各ユーザは、重み更新を中央サーバに非同期的に送
信し得る（１１０６および１１０８）。中央サーバが単一のモデル更新を受信すると（た
とえば、ブロック１１１０でユーザ１から、またはブロック１１１６でユーザ２から）、
または、場合によってはある期間にわたってユーザのサブセットからのモデル更新のセッ
トを受信すると、サーバは新しいモデルを計算し、それをユーザに分散またはプッシュア
ウトし得る（１１１２、１１１８）。
【０１４７】
　[00133]いくつかの態様では、新しいモデル更新は、更新を提供するユーザのサブセッ
トにのみ送信され得る。すなわち、更新は異なって分散され得る。たとえば、ブロック１
１１０で、中央サーバはユーザ１から重み更新を収集し、次に新しいモデルＷ１を計算す
る。ブロック１１１２で、中央サーバはＷ１をユーザ１にのみプッシュアウトまたは分散
し得る。更新は以下のように表され得る。
【０１４８】
【数１８】

【０１４９】
上式で、合計は、サブセット内の１人または複数のユーザに及ぶ。ブロック１１１４で、
新しいモデルＷ1は、ユーザ１デバイスにおける認識および学習のために使用され得る。
【０１５０】
　[00134]ブロック１１１８で、中央サーバは、別のユーザ（たとえば、ユーザ２から）
、またはユーザのサブセットからモデル更新のセットを受信し、別の新しいモデル更新を
計算し得る（１１１６）。このモデル更新は、更新がＷ0などのより古いモデル上で計算
されていても、進行中のモデルに次のように適用され得る。
【０１５１】

【数１９】

【０１５２】
ブロック１１１８で、新しいモデルＷ2は、他のユーザ（たとえば、ユーザ２）、または
ユーザのグループに分散され得る。ブロック１１２０で、新しいモデルＷ2は、ユーザ２
デバイスでの認識および学習のために使用され得る。
【０１５３】
　[00135]いくつかの態様では、モデル更新（たとえば、Ｗ1またはＷ2）が受信されると
、それらがどのモデルに基づいていたかに関して表示でマーク付けされるか、構成され得
る。更新が初期モデル（たとえば、Ｗ0）からしきい値数の更新の後に受信された場合、
そのような更新は古くなったものとして破棄され得る。
【０１５４】
　[00136]非同期更新の場合、非同期更新時間はいくつかの要因に基づき得る。一例では
、サーバとネットワークリソースとの負荷平衡を支援するために、ユーザの異なるサブセ
ットに対して異なる時間に更新が計画され得る。第２の例では、更新は、計算されたロー
カルモデル更新の目標数（たとえば、写真の目標数）、またはデバイスから中央サーバに
戻る高帯域幅チャネルの突然の利用可能性などの、いくつかのデバイスローカルメトリッ
クが満たされた後に送信され得る。
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【０１５５】
　[00137]いくつかの態様では、学習された重み更新は、各学習計算（たとえば、写真）
の後に更新を適用するオンライン方式か、目標数の学習計算（たとえば、写真）の後に更
新を適用するミニバッチ処理を使用して、ローカルに適用され得る。たとえば、ユーザは
、中央サーバから最後に受信されたモデル以降の総蓄積重み更新を返送し得る。この手法
は、推論が非承認モデル上で実行されるために中間性能が低下するリスクを負って、ユー
ザがそれらのモデルをローカルに改善し、モデル空間のより多くをより迅速に探索するこ
とを可能にし得る。
【０１５６】
　[00138]２つのモデル（たとえば、推論値を報告するためのものと、モデル空間のより
多くを学習するためのもの）をローカルに維持することによって、性能低下のリスクが低
減され得る。もちろん、維持されるモデルの数は単なる例示であり、リソースの利用可能
性に応じて任意の数のモデルが維持され得る。これは、モデルＷおよび進行中の更新ΔＷ
を維持し、Ｗを推論のために使用してＷ＋ηΔＷをモデル学習のために使用することによ
って行われ得る。
【０１５７】
　[00139]これらのモデル探索のケースでは、中央サーバは、前述の方法のようにモデル
更新を適用し得る。いくつかの態様では、中央サーバは、どれがより良いモデル更新を提
供するかを決定するために、承認セットに対して異なる更新を試験し得る。　
モデルパラメータの送信
【０１５８】
　[00140]分散モデル学習に関連付けられる１つの課題は、大容量モデルのモデルサイズ
が比較的大きくなる可能性があるため、モデルをプッシュアウトし、学習されたモデルパ
ラメータを戻すという単純な手法は、多くの帯域幅を消費する可能性があるということで
ある。さらに、中央サーバでは、多数のデバイス（たとえば、数億から数十億のデバイス
）からモデル更新を受信すると、維持するために非常に大きなフローが生成される場合が
ある。デバイスにおける帯域幅およびメモリ利用を低減するために採用され得るいくつか
の方法がある。　
デバイスから中央サーバへ
【０１５９】
　[00141]第１の手法は、各ユーザ（デバイス）が中央サーバに送信するΔＷをサブサン
プリングすることである。モデルが多数（たとえば、数百万または数十億）の重みパラメ
ータを有する場合、ΔＷベクトルは、その多くの要素を有する。数百万または数十億もの
デバイスの各々が中央サーバに完全な重みベクトルを送信するのではなく、各ユーザ（デ
バイス）が、要素のサブセット（たとえば、要素のランダムなサブセット）を送信し得る
。各ΔＷ要素は、典型的には、誤差関数を最小化するように計算されるので、各要素の更
新だけが良好な方向でなければならない。多数のデバイスが存在するため、適切な統計平
均を使用するのではなく、すべてのユーザが彼らのすべての更新を送信すると、帯域幅は
有効に利用され得ない。一態様では、サーバは、モデルがユーザ（デバイス）にプッシュ
アウトされたときに返送するパラメータの数についてパラメータｎｐを送信し得る。ロー
カルユーザデバイスは、中央サーバに送信するために、ΔＷベクトル内の対応する数の要
素位置をランダムに選択し得る。このように、各学習更新において、ローカルデバイスは
、目標とされるΔＷ要素を計算するために使用される中間値のみを計算し得る。さらに、
ローカルユーザデバイスは、ΔＷのｎｐ要素を経時的に追跡するだけでよい。デバイスは
、それらのｎｐ要素を適切な時間に中央サーバに送信し得る。
【０１６０】
　[00142]次の反復の間に、他のオプションが実施され得る。たとえば、一構成では、デ
バイスは、要素位置の同じセットを維持してもよく、新しいランダム要素位置を再生成し
てもよい。さらに、中央サーバによってプッシュアウトされるパラメータｎｐの値は、た
とえば、デバイスの数の増加、モデルサイズの変化、帯域幅の増加、および他の要因を考
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慮するために、継時的に変化し得る。
【０１６１】
　[00143]別の構成では、中央サーバは、デバイスからパラメータのすべてまたは一部を
受信してもよく、モデルを更新するために使用されるΔＷをサブサンプリングしてもよい
。これは、更新ごとに中央サーバにおいて実行される計算量を制御するために行われ得る
。いくつかの態様では、中央サーバはまた、受信したすべての更新からのΔＷのランダム
なサブセットを使用し得る。他の態様では、中央サーバは、受信した更新の一部をドロッ
プ（drop）し得る。　
中央サーバからデバイスへ
【０１６２】
　[00144]モデル更新をデバイスに分散またはプッシュアウトすることはまた、大量の帯
域幅を消費する可能性がある。帯域幅を減少させるために実施され得るいくつかの手法が
ある。
【０１６３】
　[00145]１つの手法は、モデルがすべてのユーザに共通であるため、ユーザに重み更新
をブロードキャストまたはマルチキャストすることである。たとえば、一構成では、重み
更新は、セルラーショートメッセージサービス（ＳＭＳ）チャネル、ブロードキャストチ
ャネル、またはオーバーヘッドロケーションなどのオーバーヘッドチャネルに分散され得
る。
【０１６４】
　[00146]別の手法は、前のモデル重み値に基づくアルゴリズムを使用してモデル重み更
新を圧縮することである。たとえば、モデルＷｋ＋１に対して、中央サーバは、Ｗｋ＋１
－Ｗｋを計算し、次いで、モデル更新を送信するための小さい値を有するべきである、結
果として得られるベクトルに対して標準圧縮プロセスを使用し得る。ユーザ（デバイス）
が更新を受け取ると、デバイスはその更新を解凍して、それを前のモデルに追加し得る。
代替で、ｐ（Ｗｋ＋１｜Ｗｋ）の推定確率に基づいて、ハフマン圧縮が使用され得る。
【０１６５】
　[00147]さらに、運動量を使用するＤＮＮにおいて生じるような重み更新に相関がある
場合、サーバは重み更新の二重の差を計算し得る。
【０１６６】
【数２０】

【０１６７】
　[00148]モデル更新のために、二重の差は圧縮されて送信され得る。いくつかの態様で
は、確率に基づく圧縮はｐ（Ｗｋ＋１｜Ｗｋ，Ｗｋ－１）として使用され得る。
【０１６８】
　[00149]さらに別の手法では、中央サーバは、ユーザデバイスが現在の反復に集中する
（たとえば、更新する）ために、所与のモデルレイヤまたは重みのセットを示すことがで
きる。この場合、サーバは、現在のモデル更新反復の対象とされる重みのセットを示すこ
とができる。デバイスは、目標とされる重みのセットに関連する重み更新のみを追跡し得
る。上記と同様に、デバイスは、この目標とされる重みのセットのランダムなサブセット
をさらに選択し得る。デバイスは、反復の終了時に、それらのモデル重み更新を中央サー
バに送信し得る。次に、サーバはこの重みのセットの更新されたモデルを計算し、次のモ
デル更新のためにこれらの更新された重みのみを送出し得る。いくつかの態様では、継時
的な反復は、学習のために異なる重みセットを目標とし得る。
【０１６９】
　[00150]上記の手法の拡張として、中央サーバは、いくつかの態様では、反復のために
異なるレイヤまたは重みのサブセットを目標とするようにユーザの異なるサブセットに指
示し得る。中央サーバはまた、どのレイヤまたはモデルサブセットが性能に最も大きな影
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響を与えているかをチェックするために承認チェック段階を使用し、それらの更新のみを
プッシュアウトし得る。　
共通特徴にわたるカスタマイズされた分類子
【０１７０】
　[00151]本開示の態様は、共通特徴機能にわたるカスタマイズされた分類子をさらに対
象とする。ユーザが野生のキノコをそれらの外観によって識別したく、ユーザがこの能力
に対して支払うことを望むと仮定する。１人または複数のマッシュルームのエキスパート
が、これらのエキスパートが自分の仕事に対して報酬を与えられ得るような方法で、彼ら
の知識をユーザおよび他のキノコ狩りをする人に伝える効率的な方法は何だろうか？キノ
コ以外にも、エキスパートラベリングの恩恵を受けることができるオブジェクトのクラス
の他の例は、自動車、動物、美術品、医療診断画像などを含む。
【０１７１】
　[00152]本開示の態様によれば、機械学習の力を利用する分類子が開示される。エンテ
ィティのセット（たとえば、指定されたユーザまたはエキスパート）は、ラベル付けされ
た例のコーパスを、中央サーバまたは「モデルストア」に提供し得る。この中央サーバは
また、特定の感覚様式（または、様式の組合せ）に関連する統計的特徴のセットを含み得
る。これらの特徴は、教師なし方式で学習され得る。サーバは、分類子を計算するために
、学習された特徴と、エキスパートが提供したラベル付けされた例のセットの両方を使用
し得る。サーバは、ユーザが遭遇する様々なオブジェクトのクラスを彼らが計算すること
を可能にする、計算された分類子のパラメータをデバイスに分散し得る。
【０１７２】
　[00153]分類子のパラメータを記憶するために消費されるメモリは、通常、完全なトレ
ーニングコーパスよりも数桁小さい。このクライアント－サーバアーキテクチャはまた、
２つのトレーニングコーパスの連結に関して単一の分類子をトレーニングし、異なるまた
は重複するドメイン内の複数のエキスパートからの分類知識を統合する能力をユーザに与
える可能性を許容する。
【０１７３】
　[00154]インフラストラクチャは、デバイスが適切な特徴のセット、分類子パラメータ
を記憶する能力、および正しい分類を実施するためにこれらのパラメータを展開する能力
を有することを保証するために、サーバ側とユーザのデバイス側の両方で提供され得る。
したがって、本開示のある態様では、潜在的に非常に多数のユーザの間で１人または複数
の指定されたユーザまたはエキスパートの分類専門知識を共有するためのプロセスが開示
される。１人または複数のユーザは、感覚データを収集するためにモバイルデバイスを使
用し、場合によっては、これらのデータを有意なラベル（たとえば、キノコの種類を識別
するためにカメラでキノコを見る）に分類することを望む場合がある。ラベル付けされた
データコーパスの形態であり得る「専門知識」は、１つまたは複数のサーバに供給され得
、サーバは、それらの特徴にわたる分類子を計算するために、ラベル付けされたデータコ
ーパスと前に学習された特徴のセットとを組み合わせ得る。次いで、サーバは、任意の関
心のあるユーザのデバイスに分類子を分散し得る。サーバよりも多くのユーザが存在する
場合がある。
【０１７４】
　[00155]図１２は、本開示の態様による、分類子を生成するための例示的なデータフロ
ー１２００を示すフローチャートである。図１２を参照すると、ブロック１１０２で、サ
ーバは特徴Ｆのセットを１人または複数のユーザに分散し得る。
【０１７５】
　[00156]いくつかの態様では、ユーザは、入力データから同じ特徴を計算するための機
構をそれぞれ有し得る。すべてのユーザが同じ入力特徴を共有することを保証するための
１つの方法は、サーバが、バージョン番号とともにこれらの特徴をすべてのユーザにプッ
シュまたは分散することである。たとえば、１つまたは複数のレイヤを有する人工ニュー
ラルネットワーク（ＡＮＮ）は特徴を計算し得、したがって、このＡＮＮの接続重みをす
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べてのユーザに送信することによって、サーバはデータフローのこの部分を実行し得る。
これらの特徴はまた、分散された教師なし学習を使用してまとめて学習され得る。
【０１７６】
　[00157]ユーザのセットに分類子を提供することに関心があるエンティティ、エキスパ
ートまたは他の指定されたユーザは、ラベル付けされたデータをサーバに提供し得る。こ
のラベル付けされたデータのコーパスは、入力特徴が変更された場合に分類子を再トレー
ニングできるように、サーバにとって利用可能なままであり得る。ブロック１２０４で、
たとえば、エキスパートは、ラベル付けされた例のコーパス、データＤおよびラベルＬを
含むＥを、サーバに送信し得る。たとえば、ラベル付けされた例のコーパスは、画像のセ
ット（および、各画像の一意のラベルのセットの形態であり得る。
【０１７７】
　[00158]ブロック１２０６で、サーバは、実施例Ｅのコーパスにおける各ラベル付けさ
れたデータＤｉと、その対応するエキスパートが提供したラベルＬｉとの間のマッピング
を学習する分類子を構築または学習し得る。可能な分類子と学習方法には多くの選択肢が
ある。たとえば、一態様では、ＡＮＮは分類子に使用され得、トレーニングは逆伝搬を使
用して行われ得る。
【０１７８】
　[00159]いくつかの態様では、複数のエキスパートのトレーニングセットに含まれる知
識（たとえば、画像内のキノコと蝶の両方を識別し得る分類子）を組み合わせる分類子を
構成することもできる。この組み合わせられた分類子は、たとえば、２つのトレーニング
コーパスの混合を使用してトレーニングを実行することによって構築され得る。
【０１７９】
　[00160]追加の態様では、分類子パラメータは、アーキテクチャパラメータ（たとえば
、ＡＮＮの場合、レイヤ内のユニットの数）を含み得る。これは、示唆または表示された
所与のコーパスの複雑さが、より大容量を有する分類子を使用し、したがって、所与のレ
イヤ内により多くのユニットがある場合に有用であり得る。
【０１８０】
　[00161]一態様では、トレーニングは、固定された特徴Ｆ（ｄ）上で分類子をトレーニ
ングすることを含み得、または、たとえば、特徴レイヤおよび最上分類レイヤを通じて逆
伝播することによって特徴を微調整することを含み得る。別の態様では、固定された特徴
Ｆ（ｄ）および／または更新されたＦ（ｄ）からの重みデルタがユーザデバイスに送出さ
れ得る。別の態様では、トレーニングは、同じ共有された特徴Ｆ（ｄ）上で２つのエキス
パートトレーニングセットの２つの別個の分類子をトレーニングすることを含み得る。
【０１８１】
　[00162]さらに、分類子はまた、分類子が最上レベルまたは一般レベル、ならびにより
特有の分類子（specific classifiers）を有するように、階層的に構成または組織され得
る。たとえば、最上レベルの分類子は、画像を自動車として分類し得、より特有の分類子
は、車の種類（たとえば、セダン、スポーツユーティリティ車、スポーツカーなど）を分
類し得る。特有の分類子の複数のレイヤも提供され得る。たとえば、１つの特有なレイヤ
は、画像を１９５８年のフェラーリＧＴカリフォルニアスパイダーとして分類し得る。
【０１８２】
　[00163]いくつかの態様では、分類子はデータセットに適用され、最上レベルの分類を
実行するように構成され得る。最上レベルの分類に基づいて、分類子は、サーバに１つま
たは複数の追加の分類子を要求し得る。１つまたは複数の追加の分類子を受信すると、デ
ータセットに関するより特有な分類が実行され得る。
【０１８３】
　[00164]ブロック１２０８で、ユーザは、サーバ（たとえば、「モデルストア」）を介
して選択肢の中央セットから知識または分類子の本体を選択し得る。ユーザは、どの分類
子をダウンロードしたいかという選択をサーバに示し得る。これは、たとえば、ダウンロ
ード可能なすべての分類子を表示するオンラインストアの形態を取り得る。このストアは
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、分類子に加えて、分類子を計算するために低レベルの特徴をダウンロードするオプショ
ンをユーザに与え得る（たとえば、キノコ分類子の場合、ユーザは、自然画像についての
低レベルの視覚的特徴のセットをまずダウンロードし得る）。ユーザはまた、ダウンロー
ドされるべき複数の分類子を組み合わせられた分類子として指定し得る。
【０１８４】
　[00165]さらに、ユーザは、所望される分類子の階層内のレイヤを指定し得る。たとえ
ば、ユーザは、リンゴなどの果物を分類するための一般的な分類子が欲しい場合もあり、
リンゴの種類（たとえば、グラニースミス、ピンクレディ、ふじ、ガラなど）をさらに区
別し得る、より特有の分類子が欲しい場合もある。
【０１８５】
　[00166]ブロック１２１０で、サーバは、要求された知識を、分類子Ｃを記述するパラ
メータの形態でユーザに提供し得る。ユーザが、構築および／またはダウンロードするた
めの１つまたは複数の分類子を指定すると、サーバは、この分類子のパラメータをユーザ
のデバイスに分散またはプッシュし得る。ＡＮＮベースの分類子の場合、これらのパラメ
ータは、たとえば、接続重みおよびバイアス項を備え得る。
【０１８６】
　[00167]いくつかの例では、サーバは、いくつかの分類子のパラメータまたは分類子の
階層のレイヤを、自動的にユーザにプッシュし得る。これは、たとえば、ユーザを介して
提供される感覚情報に基づき得る（たとえば、ユーザがスポーツカーの多数の画像を有す
る－ユーザがキャプチャスポーツカー画像をさらに分類することを可能にするために、よ
り特有の分類子が提供され得る）。
【０１８７】
　[00168]ブロック１２１２で、ユーザはデータｄを収集し得る（たとえば、彼女のスマ
ートフォンでキノコの写真を撮る）。ｄの特徴であるＦ（ｄ）は、たとえば、前に提供さ
れた特徴Ｆのセットを使用してローカルに計算され得る。分類子Ｃは、未知の刺激（たと
えば、キノコの種類）に対する推定されるエキスパートのラベルを計算するために、これ
らの特徴に適用され得る。
【０１８８】
　[00169]一旦、特徴Ｆのセットおよびダウンロードされた分類子Ｃを装備すると、ユー
ザは、分類ｃ（Ｆ（ｄ））を取得するために、データセットｄ（たとえば、キノコの画像
）を収集し、その特徴Ｆ（ｄ）を抽出し、これらを分類子に供給し得る。これらの特徴に
関する分類子の出力は、エキスパートが前に提供したラベル付けされたコーパスＥと一致
するこの観察のクラスのエキスパートの意見を表し得る。本開示の態様によれば、多くの
分類子（たとえば、比較的浅いＡＮＮ）は比較的迅速に計算され得る。これは、データの
取得直後に分類が行われ得、データ取得プロセスの一部としてすぐにユーザに提示され得
ることを意味する。たとえば、ユーザのスマートフォンのカメラビューファインダは、推
定されるキノコの種類を画像自体の上にリアルタイムで表示し得る。
【０１８９】
　[00170]あるいは、分類子が複雑である場合、ユーザのデータｄの分類は、まずデバイ
ス上で特徴Ｆ（ｄ）を計算し、それらの特徴をサーバに送信することによって、再びサー
バ上で実行され得る。次いで、サーバは、分類ｃ（Ｆ（ｄ））を計算し、その結果をユー
ザのデバイスに返送し得る。　
ユーザフィードバック
【０１９０】
　[00171]ユーザが、彼らのデバイス上のデータを分類できる場合、システムに関連する
フィードバックを提供したい場合がある。そのようなフィードバックは、たとえば、以下
の形態を取り得る。　
　　　　タイプ１：新しいラベル、ユーザが、分類子は所与の入力に対して誤ったラベル
を生成したと信じ、正しいラベルが何であるべきかを知っている場合；　
　　　タイプ２：「間違ったラベル」メッセージ、ユーザが、分類子は所与の入力に対し
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て誤ったラベルを生成したと信じるが、正しいラベルが何であるべきかを知らない場合；
または、　
　　　タイプ３：分類子の初期結果に基づいて、ユーザが同じデータに対してより具体化
された分類子を適用したい場合、異なる分類子をロードする要求。
【０１９１】
　[00172]フィードバックは、ユーザのデバイス、サーバ、エキスパートまたは指定され
たユーザ、あるいはユーザまたは他のエンティティのグループに提供され得る。いくつか
の態様では、タイプ１のフィードバックは、プライベート分類子を構築するために使用さ
れ得る。たとえば、プライベート分類子は、ユーザが追加のラベル付けされた例を提供し
得る、エキスパートが提供した分類子から導き出され得る。タイプ２のフィードバックは
、ネガティブなラベル付けされた例を提供することによって分類子を再トレーニングする
ために、孤立して、または好ましくは他のユーザからのフィードバックと組み合わせて使
用され得る。
【０１９２】
　[00173]タイプ３のフィードバックは、オブジェクトクラス間の関連付けのデータベー
スを他の分類子に構築するために使用され得る。たとえば、広範なオブジェクト分類の分
類子を使用する人は、リンゴをイメージし、「Ａｐｐｌｅ」というラベルを受け取り、リ
ンゴの特有の種類を決定するために、リンゴのためのより特有の分類子に切り替えること
ができる。この動作は、「ａｐｐｌｅ」というラベルを提供する他の分類子が、同じ特有
のリンゴ分類子に切り替えるオプションを自動的にユーザに提供することができるように
、フィードバックの形態で取り込まれ得る。そのようなタイプ３のフィードバックを蓄積
することによって、システムは、複数の分類子を分類子の階層に順序付けまたは編成し、
コンテキスト依存方法でより特有の分類子への自動的な切替えを提供し得る。１つの分類
子からより特有の分類子に切り替える決定は自動化され得、また、たとえば、ユーザがあ
るオブジェクトにとどまっている期間の長さ、または単一の画像内に存在するクラスのイ
ンスタンスの数に基づき得る（ある画像内に多数の「ａｐｐｌｅ」がある場合、たとえば
、リンゴのより特有の分類子が有用であり得る）。　
モデルストア
【０１９３】
　[00174]これらの分類子およびエキスパートモデルのフロントエンドのクリアリング場
所はモデルストアであり得る。モデルストアは、特定のユーザ（たとえば、エキスパート
）が、彼らのラベル付けされたデータセットをアップロードし、それらのデータセットを
使用して構築された分類子の価格を設定することを可能にし得る。モデルストアはまた、
モデルをトレーニングし、共有される機能の効率を再利用するために、ユーザが上述のバ
ックエンドプロセスを使用してモデルを購入することを可能にし得る。
【０１９４】
　[00175]モデルストア内の価格設定によって、各エキスパートがラベル付けしたデータ
セットに対する１回限りの価格設定が可能になってもよく、組合せ価格設定が可能になっ
てもよい。組合せ価格設定の一例は、所与の特徴セット上の第１の分類子のためのより高
い価格と、同じ特徴セットで構築された後続の分類子の低減された価格とを含み得る。代
替的には、組合せ価格設定は、第１のキノコ分類子の所与の価格と、他のエキスパートか
らの後続のキノコ分類子の割引価格とを含み得る。
【０１９５】
　[00176]バックエンドは、増分価格を決定することを助けるために、追加のエキスパー
トがラベル付けしたデータを追加する段階的な改善のためのいくつかの共同性能スコアを
計算し得る。モデルストアはまた、分類精度、ラベル付けされた画像の数など、どのエキ
スパートデータセットを購入するかをユーザが選択することを助けるためのメトリックを
表示し得る。
【０１９６】
　[00177]モデルストアはまた、どのキノコ分類子が彼らのデータに最も適しているかを
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評価するために、ユーザが、たとえば、彼らの電話機で取得したキノコのいくつかの画像
から特徴Ｆ（ｄ）をアップロードすることを可能にし得る。ユーザからのサンプル画像上
で最高の分類精度を達成するモデルが、購入するモデルになる。　
他の例示的な使用ケース
【０１９７】
　[00178]いくつかの態様では、ユーザは、特徴の共通セットと組み合わせて動作する特
有の分類子を「ａｐｐ　ｓｔｏｒｅ」または他のアプリケーション販売店から購入し得る
。
【０１９８】
　[00179]一態様では、果物および野菜の粗い分類子は、ユーザのデバイスによって感知
されているオブジェクトをリンゴとして識別し得る。さらに、オブジェクト上にとどまる
こと、またはホバリングすることによって、分類子は、彼らがグラニースミスリンゴを見
ていることをユーザに伝えるために、リンゴのより特有の分類子（たとえば、同じ共通特
徴機能に対してトレーニングされる）をロードし得る。いくつかの態様では、分類子は、
オブジェクトをさらに分類し得る１つまたは複数の他の分類子を識別し得る。
【０１９９】
　[00180]別の態様では、列車についてたくさん知っているユーザは、エキスパートの列
車分類子を購入し、それを彼ら自身の知識で補うことができる。
【０２００】
　[00181]さらに別の態様では、Ｄａｖｏｓ社の着用するＧｏｏｇｌｅ　Ｇｌａｓｓに旅
行しているユーザは、２つのエキスパート分類子（有名人の顔、およびチーズ）をヘッド
アップディスプレイ用の１つの結合されたラベラに統合するカスタマイズされた分類子を
作成し得る。
【０２０１】
　[00182]なおさらに別の態様では、危険な場所においてカメラまたは他のセンサを装備
したロボット群は、それらの環境（砂利、草、泥、瓦礫）のテクスチャを表現するための
優れた視覚的特徴を発見するために、それらのカメラ（または他のセンサ）と教師なし学
習とを使用し得る。さらに、加速度計とオドメータを使用して、いくつかのスカウトロボ
ットは、ロボットがこの種の地形上で前進を行うことができるかどうかに基づいて、異な
るテクスチャに「合格」と「不合格」のラベルを割り当てることができる。ロボットはま
た、これらの特徴にわたるカスタム分類子を学習し得る。次いで、カスタム分類子は残り
の群と共有され得る。
【０２０２】
　[00183]本開示の態様は、スパイキングニューロンおよびスパイキングニューロンモデ
ルを記載したが、これは単なる例示であり、非スパイキングニューロンおよびニューロン
モデルもまた使用され得る。さらに、本明細書に開示された概念および技法は、スパイキ
ングと非スパイキング分散学習の両方に使用され得る。
【０２０３】
　[00184]図１３は、本開示の態様による、モデルを学習するための方法１３００を示し
ている。ブロック１３０２で、プロセスは、１人または複数のユーザから１つまたは複数
のモデル更新を受信する。ブロック１３０４で、プロセスは、前のモデルおよびモデル更
新に基づいて、更新されたモデルを計算する。さらに、ブロック１３０６で、プロセスは
、更新されたモデルに基づいて、更新されたモデルのサブセットに関連するデータを１人
または複数のユーザに送信する。
【０２０４】
　[00185]いくつかの態様では、更新されたモデルは、性能メトリックおよび／またはモ
デル容量に基づいて承認され得る。
【０２０５】
　[00186]いくつかの態様では、更新されたモデルは、モデル更新の比較分析に基づいて
外れ値を検出することに基づいて計算され得る。



(34) JP 2017-520825 A 2017.7.27

10

20

30

40

50

【０２０６】
　[00187]いくつかの態様では、更新されたモデルは、モデルアーキテクチャおよび／ま
たは学習率の変化を含み得る。アーキテクチャおよび／または学習率は、承認データに対
するモデル性能および／または重み更新の希薄さに基づいて決定される。
【０２０７】
　[00188]いくつかの態様では、サブセットは、モデルの新しくトレーニングされたレイ
ヤのみを含み得る。いくつかの態様では、サブセットはモデルのランダムなサブセットを
備え得る。
【０２０８】
　[00189]図１４は、本開示の態様による、モデルを学習するための方法１４００を示し
ている。ブロック１４０２で、プロセスは、共有された推論モデルに基づいてサーバから
データを受信する。ブロック１４０４で、プロセスは、受信データに基づいて１つまたは
複数のモデルパラメータを含むモデルを生成する。ブロック１４０６で、プロセスは、モ
デルに基づいて推論を計算する。ブロック１４０８で、プロセスは、推論に基づいて１つ
または複数のモデルパラメータ更新を計算する。さらに、ブロック１４１０で、プロセス
はモデルパラメータ更新に基づいてデータをサーバに送信する。
【０２０９】
　[00190]いくつかの態様では、プロセスは、ローカルにキャッシュされたトレーニング
例を使用して分類子をトレーニングすることをさらに含む。
【０２１０】
　[00191]いくつかの態様では、データは、現在のモデル更新と前のモデル更新との間の
差に基づいて送信され得る。たとえば、その差は、運動量モデルにおいて圧縮または使用
され得る。
【０２１１】
　[00192]いくつかの態様では、モデルパラメータ更新を計算すること、および／または
モデルパラメータ更新に基づいてデータを送信することは、計算および／または送信する
ためにモデルパラメータのランダムなサブセットを選択することを含む。
【０２１２】
　[00193]図１５は、本開示の態様による、分類子のセットを更新するための方法１５０
０を示している。ブロック１５０２で、プロセスは、分類子の第１のセットをデータの第
１のセットに適用する。データは、センサデータまたはユーザデバイスに記憶された他の
データを備え得る。さらに、ブロック１５０４で、プロセスは、遠隔デバイスに、分類子
の第１のセットの出力、および／または分類子の第１のセットの適用の性能尺度に基づい
て分類子更新を要求する。
【０２１３】
　[00194]いくつかの態様では、要求はコンテキスト情報に基づき得る。コンテキスト情
報は、たとえば、ユーザ入力情報、所定の期間（たとえば、１日、１週間、１カ月など）
にわたる観察数、位置、活動、加速度計、バッテリ残量（たとえば、バッテリ寿命が短い
場合、複雑度の低い分類子が示され得る）を含み得る。追加の態様では、要求は計算負荷
に基づき得る。たとえば、計算負荷が高い（たとえば、所定のしきい値を上回る）場合、
より複雑度の低い分類子が示され得る。一方、計算負荷が低い（たとえば、あらかじめ定
められたしきい値よりも低い）場合、より複雑度の高い分類子が使用され得る。
【０２１４】
　[00195]いくつかの態様では、性能尺度は、分類子の精度または信頼度、複数の分類子
の一致の表示、分類子の計算速度、および／または同等物を備え得る。
【０２１５】
　[00196]図１６は、本開示の態様による、分類子モデルを生成するための方法１６００
を示している。ブロック１６０２で、プロセスは、共通特徴モデルをユーザに分散する。
ブロック１６０４で、プロセスは共通特徴モデル上の分類子をトレーニングする。さらに
、ブロック１６０６で、プロセスは、第１の分類子を第１のユーザに、第２の分類子を第
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２のユーザに分散する。
【０２１６】
　[00197]いくつかの態様では、分類子のうちの１つまたは複数は、エンティティから取
得されたラベル付けされたデータのセット上でトレーニングされ得る。エンティティは、
ユーザ、特定の指定されたユーザまたは他のエンティティを備え得る。エンティティから
取得されたラベル付けされたデータのセット上でトレーニングされた分類子ごとにメトリ
ックが提供され得る。メトリックは、たとえば、分類精度に関する情報、またはラベル付
けされた画像の数を含み得る。
【０２１７】
　[00198]いくつかの態様では、プロセスは、遠隔デバイス上のデータから計算された１
つまたは複数の特徴を受信する。さらに、プロセスは、１つまたは複数の特徴に基づいて
遠隔デバイス上のデータを分類するための１つまたは分類子を決定する。次に、プロセス
は、１つまたは複数の分類子の表示を遠隔デバイスに分散する。
【０２１８】
　[00199]いくつかの態様では、プロセスは、遠隔デバイス上のデータから計算された特
徴を受信する。プロセスはまた、受信した特徴に基づいて分類を計算する。さらに、プロ
セスは、分類を遠隔デバイスに送信する。
【０２１９】
　[00200]いくつかの態様では、プロセスは、組み合わせられた分類子を生成するために
、第１の分類子と第２の分類子とを組み合わせる。組合せ分類子は、ラベル付けされたデ
ータの１つまたは複数のセットに関連付けられるクラスの分類を行うように構成され得る
。プロセスはまた、組み合わせられた分類子をユーザのうちの１人または複数に分散する
。
【０２２０】
　[00201]図１７は、本開示の態様による、分類子モデルを生成するための方法１７００
を示している。ブロック１７０２で、プロセスは、第１の分類子モデルを学習するために
、共通特徴マップのセットを第１の指定されたユーザからラベル付けされた例の第１のコ
ーパスに適用する。ブロック１７０４で、プロセスは、第２の分類子モデルを学習するた
めに、共通特徴マップのセットを第２の指定されたユーザからラベル付けされた例の第２
のコーパスに適用する。さらに、ブロック１７０６で、プロセスは、第１の分類子モデル
と第２の分類子モデルとを含む分類子モデルを１人または複数のユーザに分散する。
【０２２１】
　[00202]いくつかの態様では、組み合わせられた分類子が生成され得る。組み合わせら
れた分類子は、ラベル付けされた例のコーパス、ラベル付けされた例の追加のコーパスに
基づいて、ならびに共通特徴機能の第１のセットおよび共通特徴機能の第２のセットを使
用して生成され得る。このように、組み合わせられた分類子は、ラベル付けされた例の１
つまたは複数のコーパス、および追加のコーパスに関連付けられるクラスの分類を行うよ
うに構成され得る。
【０２２２】
　[00203]上述した方法の様々な動作は、対応する機能を実行することが可能な任意の好
適な手段によって実行され得る。それらの手段は、限定はしないが、回路、特定用途向け
集積回路（ＡＳＩＣ）、またはプロセッサを含む、様々なハードウェアおよび／またはソ
フトウェア構成要素および／またはモジュールを含み得る。概して、図に示されている動
作がある場合、それらの動作は、同様の番号をもつ対応するカウンターパートのミーンズ
プラスファンクション構成要素を有し得る。
【０２２３】
　[00204]本明細書で使用する「決定」という用語は、多種多様なアクションを包含する
。たとえば、「決定」は、計算すること、算出すること、処理すること、導出すること、
調査すること、ルックアップすること（たとえば、テーブル、データベースまたは別のデ
ータ構造においてルックアップすること）、確認することなどを含み得る。さらに、「決
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定」は、受信すること（たとえば、情報を受信すること）、アクセスすること（たとえば
、メモリ中のデータにアクセスすること）などを含み得る。さらに、「決定」は、解決す
ること、選択すること、選定すること、確立することなどを含み得る。
【０２２４】
　[00205]本明細書で使用する、項目のリスト「のうちの少なくとも１つ」を指す句は、
単一のメンバーを含む、それらの項目の任意の組合せを指す。一例として、「ａ、ｂ、ま
たはｃのうちの少なくとも１つ」は、ａ、ｂ、ｃ、ａ－ｂ、ａ－ｃ、ｂ－ｃ、およびａ－
ｂ－ｃを包含するものとする。
【０２２５】
　[00206]本開示に関連して説明した様々な例示的な論理ブロック、モジュール、および
回路は、汎用プロセッサ、デジタル信号プロセッサ（ＤＳＰ）、特定用途向け集積回路（
ＡＳＩＣ）、フィールドプログラマブルゲートアレイ信号（ＦＰＧＡ）または他のプログ
ラマブル論理デバイス（ＰＬＤ）、個別ゲートまたはトランジスタ論理、個別ハードウェ
ア構成要素、あるいは本明細書で説明した機能を実行するように設計されたそれらの任意
の組合せを用いて実装または実行され得る。汎用プロセッサはマイクロプロセッサであり
得るが、代替として、プロセッサは、任意の市販のプロセッサ、コントローラ、マイクロ
コントローラまたは状態機械であり得る。プロセッサはまた、コンピューティングデバイ
スの組合せ、たとえば、ＤＳＰとマイクロプロセッサとの組合せ、複数のマイクロプロセ
ッサ、ＤＳＰコアと連携する１つまたは複数のマイクロプロセッサ、あるいは任意の他の
そのような構成として実装され得る。
【０２２６】
　[00207]本開示に関連して説明した方法またはアルゴリズムのステップは、ハードウェ
アで直接実施されるか、プロセッサによって実行されるソフトウェアモジュールで実施さ
れるか、またはその２つの組合せで実施され得る。ソフトウェアモジュールは、当技術分
野で知られている任意の形式の記憶媒体で存在し得る。使用され得る記憶媒体のいくつか
の例は、ランダムアクセスメモリ（ＲＡＭ）、読出し専用メモリ（ＲＯＭ）、フラッシュ
メモリ、消去可能プログラマブル読出し専用メモリ（ＥＰＲＯＭ）、電気的消去可能プロ
グラマブル読出し専用メモリ（ＥＥＰＲＯＭ（登録商標））、レジスタ、ハードディスク
、リムーバブルディスク、ＣＤ－ＲＯＭなどを含む。ソフトウェアモジュールは、単一の
命令、または多数の命令を備えることができ、いくつかの異なるコードセグメント上で、
異なるプログラム間で、複数の記憶媒体にわたって分散され得る。記憶媒体は、プロセッ
サがその記憶媒体から情報を読み取ることができ、その記憶媒体に情報を書き込むことが
できるように、プロセッサに結合され得る。代替として、記憶媒体はプロセッサと一体化
され得る。
【０２２７】
　[00208]本明細書で開示する方法は、説明した方法を達成するための１つまたは複数の
ステップまたはアクションを備える。本方法のステップおよび／またはアクションは、特
許請求の範囲から逸脱することなく互いに交換され得る。言い換えれば、ステップまたは
アクションの特定の順序が指定されない限り、特定のステップおよび／またはアクション
の順序および／または使用は、特許請求の範囲から逸脱することなく変更され得る。
【０２２８】
　[00209]説明した機能は、ハードウェア、ソフトウェア、ファームウェア、またはそれ
らの任意の組合せで実装され得る。ハードウェアで実装される場合、例示的なハードウェ
ア構成はデバイス中に処理システムを備え得る。処理システムは、バスアーキテクチャを
用いて実装され得る。バスは、処理システムの特定の適用例および全体的な設計制約に応
じて、任意の数の相互接続バスとブリッジとを含み得る。バスは、プロセッサと、機械可
読媒体と、バスインターフェースとを含む様々な回路を互いにリンクし得る。バスインタ
ーフェースは、ネットワークアダプタを、特に、バスを介して処理システムに接続するた
めに使用され得る。ネットワークアダプタは、信号処理機能を実装するために使用され得
る。いくつかの態様では、ユーザインターフェース（たとえば、キーパッド、ディスプレ
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イ、マウス、ジョイスティックなど）もバスに接続され得る。バスはまた、タイミングソ
ース、周辺機器、電圧調整器、電力管理回路などの様々な他の回路にリンクし得るが、そ
れらは当技術分野でよく知られており、したがってこれ以上は説明されない。
【０２２９】
　[00210]プロセッサは、機械可読媒体に記憶されたソフトウェアの実行を含む、バスお
よび一般的な処理を管理することを担当し得る。プロセッサは、１つまたは複数の汎用お
よび／または専用プロセッサを用いて実装され得る。例としては、マイクロプロセッサ、
マイクロコントローラ、ＤＳＰプロセッサ、およびソフトウェアを実行し得る他の回路を
含む。ソフトウェアは、ソフトウェア、ファームウェア、ミドルウェア、マイクロコード
、ハードウェア記述言語などの名称にかかわらず、命令、データ、またはそれらの任意の
組合せを意味すると広く解釈されたい。機械可読媒体は、一例として、ランダムアクセス
メモリ（ＲＡＭ）、フラッシュメモリ、読出し専用メモリ（ＲＯＭ）、プログラマブル読
出し専用メモリ（ＰＲＯＭ）、消去可能プログラマブル読出し専用メモリ（ＥＰＲＯＭ）
、電気的消去可能プログラム可能読出し専用メモリ（ＥＥＰＲＯＭ）、レジスタ、磁気デ
ィスク、光ディスク、ハードドライブ、または他の任意の適切な記憶媒体、あるいはそれ
らの任意の組合せを含み得る。機械可読媒体はコンピュータプログラム製品において実施
され得る。コンピュータプログラム製品はパッケージング材料を備え得る。
【０２３０】
　[00211]ハードウェア実装形態では、機械可読媒体は、プロセッサとは別個の処理シス
テムの一部であり得る。しかしながら、当業者なら容易に理解するように、機械可読媒体
またはその任意の部分は処理システムの外部にあり得る。例として、機械可読媒体は、す
べてバスインターフェースを介してプロセッサによってアクセスされ得る、伝送線路、デ
ータによって変調された搬送波、および／またはデバイスとは別個のコンピュータ製品を
含み得る。代替的に、または追加で、機械可読媒体またはその任意の部分は、キャッシュ
および／または汎用レジスタファイルがそうであり得るように、プロセッサに統合され得
る。論じた様々な構成要素は、ローカル構成要素などの特定の位置を有するものとして説
明され得るが、それらはまた、分散コンピューティングシステムの一部として構成されて
いるいくつかの構成要素などの様々な方法で構成され得る。
【０２３１】
　[00212]処理システムは、すべて外部バスアーキテクチャを介して他のサポート回路と
互いにリンクされる、プロセッサ機能を提供する１つまたは複数のマイクロプロセッサと
、機械可読媒体の少なくとも一部分を提供する外部メモリとをもつ汎用処理システムとし
て構成され得る。あるいは、処理システムは、本明細書に記載のニューロンモデルとニュ
ーラルシステムのモデルとを実装するための１つまたは複数のニューロモーフィックプロ
セッサを備え得る。別の代替として、処理システムは、プロセッサを有する特定用途向け
集積回路（ＡＳＩＣ）と、バスインターフェースと、ユーザインターフェースと、サポー
ト回路と、単一のチップに統合された機械可読媒体の少なくとも一部とを用いて、あるい
は１つまたは複数のフィールドプログラマブルゲートアレイ（ＦＰＧＡ）、プログラマブ
ル論理デバイス（ＰＬＤ）、コントローラ、状態機械、ゲート論理、個別ハードウェア構
成要素、または他の任意の適切な回路、あるいは本開示全体を通じて説明した様々な機能
を実行し得る回路の任意の組合せを用いて実装され得る。当業者なら、特定の適用例と、
全体的なシステムに課される全体的な設計制約とに応じて、どのようにしたら処理システ
ムについて説明した機能を最も良く実装し得るかを理解されよう。
【０２３２】
　[00213]機械可読媒体はいくつかのソフトウェアモジュールを備え得る。ソフトウェア
モジュールは、プロセッサによって実行されたときに、処理システムに様々な機能を実行
させる命令を含む。ソフトウェアモジュールは、送信モジュールと受信モジュールとを含
み得る。各ソフトウェアモジュールは、単一の記憶デバイス中に常駐するか、または複数
の記憶デバイスにわたって分散され得る。例として、トリガイベントが発生したとき、ソ
フトウェアモジュールがハードドライブからＲＡＭにロードされ得る。ソフトウェアモジ
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ュールの実行中、プロセッサは、アクセス速度を高めるために、命令のいくつかをキャッ
シュにロードし得る。次いで、１つまたは複数のキャッシュラインが、プロセッサによる
実行のために汎用レジスタファイルにロードされ得る。以下でソフトウェアモジュールの
機能に言及する場合、そのような機能は、そのソフトウェアモジュールからの命令を実行
したときにプロセッサによって実装されることが理解されよう。
【０２３３】
　[00214]ソフトウェアで実装される場合、機能は、１つまたは複数の命令またはコード
としてコンピュータ可読媒体上に記憶されるか、あるいはコンピュータ可読媒体を介して
送信され得る。コンピュータ可読媒体は、ある場所から別の場所へのコンピュータプログ
ラムの転送を可能にする任意の媒体を含む、コンピュータ記憶媒体と通信媒体の両方を含
む。記憶媒体は、コンピュータによってアクセスされ得る任意の利用可能な媒体であり得
る。限定ではなく例として、そのようなコンピュータ可読媒体は、ＲＡＭ、ＲＯＭ、ＥＥ
ＰＲＯＭ、ＣＤ－ＲＯＭまたは他の光ディスクストレージ、磁気ディスクストレージまた
は他の磁気記憶デバイス、あるいは命令またはデータ構造の形態の所望のプログラムコー
ドを搬送または記憶するために使用され得、コンピュータによってアクセスされ得る、任
意の他の媒体を備えることができる。さらに、いかなる接続もコンピュータ可読媒体とし
て適切に名づけられる。たとえば、ソフトウェアが、同軸ケーブル、光ファイバーケーブ
ル、ツイストペア、デジタル加入者回線（ＤＳＬ）、または赤外線（ＩＲ）、無線、およ
びマイクロ波などのワイヤレス技術を使用して、ウェブサイト、サーバ、または他のリモ
ートソースから送信される場合、同軸ケーブル、光ファイバーケーブル、ツイストペア、
ＤＳＬ、または赤外線、無線、およびマイクロ波などのワイヤレス技術は、媒体の定義に
含まれる。本明細書で使用するディスク（disk）およびディスク（disc）は、コンパクト
ディスク（disc）（ＣＤ）、レーザーディスク（登録商標）（disc）、光ディスク（disc
）、デジタル多用途ディスク（disc）（ＤＶＤ）、フロッピー（登録商標）ディスク（di
sk）、およびＢｌｕ－ｒａｙ（登録商標）ディスク（disc）を含み、ディスク（disk）は
、通常、データを磁気的に再生し、ディスク（disc）は、データをレーザーで光学的に再
生する。したがって、いくつかの態様では、コンピュータ可読媒体は非一時的コンピュー
タ可読媒体（たとえば、有形媒体）を備え得る。さらに、他の態様では、コンピュータ可
読媒体は一時的コンピュータ可読媒体（たとえば、信号）を備え得る。上記の組合せもコ
ンピュータ可読媒体の範囲内に含まれるべきである。
【０２３４】
　[00215]したがって、いくつかの態様は、本明細書で提示する動作を実行するためのコ
ンピュータプログラム製品を備え得る。たとえば、そのようなコンピュータプログラム製
品は、本明細書で説明する動作を実行するために１つまたは複数のプロセッサによって実
行可能である命令を記憶した（および／または符号化した）コンピュータ可読媒体を備え
得る。いくつかの態様では、コンピュータプログラム製品はパッケージング材料を含み得
る。
【０２３５】
　[00216]さらに、本明細書で説明した方法および技法を実行するためのモジュールおよ
び／または他の適切な手段は、適用可能な場合にユーザ端末および／または基地局によっ
てダウンロードされ、および／または他の方法で取得され得ることを諒解されたい。たと
えば、そのようなデバイスは、本明細書で説明した方法を実施するための手段の転送を可
能にするためにサーバに結合され得る。代替的に、本明細書で説明した様々な方法は、ユ
ーザ端末および／または基地局が記憶手段をデバイスに結合または提供すると様々な方法
を得ることができるように、記憶手段（たとえば、ＲＡＭ、ＲＯＭ、コンパクトディスク
（ＣＤ）またはフロッピーディスクなどの物理記憶媒体など）によって提供され得る。そ
の上、本明細書で説明した方法および技法をデバイスに与えるための任意の他の好適な技
法が利用され得る。
【０２３６】
　[00217]特許請求の範囲は、上記で示した厳密な構成および構成要素に限定されないこ
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とを理解されたい。上記で説明した方法および装置の構成、動作および詳細において、特
許請求の範囲から逸脱することなく、様々な改変、変更および変形が行われ得る。
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【図１１】 【図１２】
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【図１５】 【図１６】

【図１７】
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【手続補正書】
【提出日】平成29年1月23日(2017.1.23)
【手続補正１】
【補正対象書類名】特許請求の範囲
【補正対象項目名】全文
【補正方法】変更
【補正の内容】
【特許請求の範囲】
【請求項１】
　分類子モデルを生成する方法であって、
　共通特徴モデルを複数のユーザデバイスに分散することと、
　前記共通特徴モデル上で複数の分類子をトレーニングすることと、
　前記複数の分類子のうちの第１の分類子を前記複数のユーザデバイスのうちの第１のユ
ーザに、および前記複数の分類子のうちの第２の分類子を前記複数のユーザデバイスのう
ちの第２のユーザに分散すること、前記第１の分類子は、前記第２の分類子とは異なる、
と
　を備える、方法。
【請求項２】
　前記複数の分類子のうちの少なくとも１つは、少なくとも１つのエンティティから取得
されたラベル付けされたデータのセット上でトレーニングされる、
　請求項１に記載の方法。
【請求項３】
　前記少なくとも１つのエンティティは、指定されたユーザを備える、
　請求項２に記載の方法。
【請求項４】
　前記少なくとも１つのエンティティから前記取得されたラベル付けされたデータのセッ
ト上で前記トレーニングされた分類子の各々にメトリックを提供することをさらに備える
、
　請求項２に記載の方法。
【請求項５】
　前記メトリックは、分類精度、またはラベル付けされた画像の数に関する情報を備える
、
　請求項４に記載の方法。
【請求項６】
　遠隔デバイス上のデータから計算された少なくとも１つの特徴を受信することと、
　前記少なくとも１つの特徴に少なくとも部分的に基づいて、前記遠隔デバイス上の前記
データを分類するための少なくとも１つの分類子を決定することと、
　少なくとも１つの分類子の表示を前記遠隔デバイスに分散することと
　をさらに備える、請求項１に記載の方法。
【請求項７】
　遠隔デバイス上のデータから計算された特徴を受信することと、
　前記受信された特徴に少なくとも部分的に基づいて分類を計算することと、
　前記分類を前記遠隔デバイスに送信することと
　をさらに備える、請求項１に記載の方法。
【請求項８】
　ラベル付けされたデータの１つまたは複数のセットに関連付けられるクラスの分類を行
うように構成された、組み合わされた分類子を生成するために、前記第１の分類子と前記
第２の分類子を組み合わせることと、
　前記組み合わされた分類子を前記複数のユーザデバイスのうちの少なくとも１人に分散
することと
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　をさらに備える、請求項１に記載の方法。
【請求項９】
　前記複数の分類子のうちの少なくとも１つは、少なくとも１つのエンティティからのフ
ィードバックに少なくとも部分的に基づいてトレーニングされる、
　請求項１に記載の方法。
【請求項１０】
　分類子モデルを生成するための装置であって、
　メモリと、
　前記メモリに結合された少なくとも１つのプロセッサと
　を備え、前記少なくとも１つのプロセッサは、
　　共通特徴モデルを複数のユーザデバイスに分散することと、
　　前記共通特徴モデル上で複数の分類子をトレーニングすることと、
　　前記複数の分類子のうちの第１の分類子を前記複数のユーザデバイスのうちの第１の
ユーザに、および前記複数の分類子のうちの第２の分類子を前記複数のユーザデバイスの
うちの第２のユーザに分散すること、前記第１の分類子は、前記第２の分類子とは異なる
、と
　を行うように構成される、装置。
【請求項１１】
　前記少なくとも１つのプロセッサは、前記複数の分類子のうちの少なくとも１つを、少
なくとも１つのエンティティから取得されたラベル付けされたデータのセット上でトレー
ニングすることを行うようにさらに構成される、
　請求項１０に記載の装置。
【請求項１２】
　前記少なくとも１つのエンティティは、指定されたユーザを備える、
　請求項１１に記載の装置。
【請求項１３】
　前記少なくとも１つのプロセッサは、前記少なくとも１つのエンティティから前記取得
されたラベル付けされたデータのセット上で前記トレーニングされた分類子の各々にメト
リックを提供することを行うようにさらに構成される、
　請求項１１に記載の装置。
【請求項１４】
　前記メトリックは、分類精度、またはラベル付けされた画像の数に関する情報を備える
、
　請求項１３に記載の装置。
【請求項１５】
　前記少なくとも１つのプロセッサは、
　遠隔デバイス上のデータから計算された少なくとも１つの特徴を受信することと、
　前記少なくとも１つの特徴に少なくとも部分的に基づいて、前記遠隔デバイス上の前記
データを分類するための少なくとも１つの分類子を決定することと、
　少なくとも１つの分類子の表示を前記遠隔デバイスに分散することと
　を行うようにさらに構成される、請求項１０に記載の装置。
【請求項１６】
　前記少なくとも１つのプロセッサは、
　遠隔デバイス上のデータから計算された特徴を受信することと、
　前記受信された特徴に少なくとも部分的に基づいて分類を計算することと、
　前記分類を前記遠隔デバイスに送信することと
　を行うようにさらに構成される、請求項１０に記載の装置。
【請求項１７】
　前記少なくとも１つのプロセッサは、
　ラベル付けされたデータの１つまたは複数のセットに関連付けられるクラスの分類を行
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うように構成された、組み合わされた分類子を生成するために、前記第１の分類子と前記
第２の分類子を組み合わせることと、
　前記組み合わされた分類子を前記複数のユーザデバイスのうちの少なくとも１人に分散
することと
　行うようにさらに構成される、請求項１０に記載の装置。
【請求項１８】
　前記少なくとも１つのプロセッサは、少なくとも１つのエンティティからのフィードバ
ックに少なくとも部分的に基づいて、前記複数の分類子のうちの少なくとも１つをトレー
ニングすることを行うようにさらに構成される、
　請求項１０に記載の装置。
【請求項１９】
　分類子モデルを生成するための装置であって、
　共通特徴モデルを複数のユーザデバイスに分散するための手段と、
　前記共通特徴モデル上で複数の分類子をトレーニングするための手段と、
　前記複数の分類子のうちの第１の分類子を前記複数のユーザデバイスのうちの第１のユ
ーザに、および前記複数の分類子のうちの第２の分類子を前記複数のユーザデバイスのう
ちの第２のユーザに分散するための手段、前記第１の分類子は、前記第２の分類子とは異
なる、と
　を備える、装置。
【請求項２０】
　分類子モデルを生成するためのプログラムコードを符号化した非一時的コンピュータ可
読媒体であって、前記プログラムコードは、プロセッサによって実行され、
　共通特徴モデルを複数のユーザデバイスに分散するためのプログラムコードと、
　前記共通特徴モデル上で複数の分類子をトレーニングするためのプログラムコードと、
　前記複数の分類子のうちの第１の分類子を前記複数のユーザデバイスのうちの第１のユ
ーザに、および前記複数の分類子のうちの第２の分類子を前記複数のユーザデバイスのう
ちの第２のユーザに分散するためのプログラムコード、前記第１の分類子は、前記第２の
分類子とは異なる、と
　を備える、非一時的コンピュータ可読媒体。
【手続補正２】
【補正対象書類名】明細書
【補正対象項目名】０２３６
【補正方法】変更
【補正の内容】
【０２３６】
　[00217]特許請求の範囲は、上記で示した厳密な構成および構成要素に限定されないこ
とを理解されたい。上記で説明した方法および装置の構成、動作および詳細において、特
許請求の範囲から逸脱することなく、様々な改変、変更および変形が行われ得る。
　以下に、本願出願の当初の特許請求の範囲に記載された発明を付記する。
［Ｃ１］
　分類子モデルを生成する方法であって、
　共通特徴モデルを複数のユーザに分散することと、
　前記共通特徴モデル上で複数の分類子をトレーニングすることと、
　前記複数の分類子のうちの第１の分類子を前記複数のユーザのうちの第１のユーザに、
および前記複数の分類子のうちの第２の分類子を前記複数のユーザのうちの第２のユーザ
に分散することと
　を備える、方法。
［Ｃ２］
　前記複数の分類子のうちの少なくとも１つは、少なくとも１つのエンティティから取得
されたラベル付けされたデータのセット上でトレーニングされる、
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　Ｃ１に記載の方法。
［Ｃ３］
　前記少なくとも１つのエンティティは、前記複数のユーザのうちの指定されたユーザを
備える、
　Ｃ２に記載の方法。
［Ｃ４］
　前記少なくとも１つのエンティティから前記取得されたラベル付けされたデータのセッ
ト上で前記トレーニングされた分類子の各々にメトリックを提供することをさらに備える
、
　Ｃ２に記載の方法。
［Ｃ５］
　前記メトリックは、分類精度、またはラベル付けされた画像の数に関する情報を備える
、
　Ｃ４に記載の方法。
［Ｃ６］
　遠隔デバイス上のデータから計算された少なくとも１つの特徴を受信することと、
　前記少なくとも１つの特徴に少なくとも部分的に基づいて、前記遠隔デバイス上の前記
データを分類するための少なくとも１つの分類子を決定することと、
　少なくとも１つの分類子の表示を前記遠隔デバイスに分散することと
　をさらに備える、Ｃ１に記載の方法。
［Ｃ７］
　遠隔デバイス上のデータから計算された特徴を受信することと、
　前記受信された特徴に少なくとも部分的に基づいて分類を計算することと、
　前記分類を前記遠隔デバイスに送信することと
　をさらに備える、Ｃ１に記載の方法。
［Ｃ８］
　ラベル付けされたデータの１つまたは複数のセットに関連付けられるクラスの分類を行
うように構成された、組み合わされた分類子を生成するために、前記第１の分類子と前記
第２の分類子を組み合わせることと、
　前記組み合わされた分類子を前記複数のユーザのうちの少なくとも１人に分散すること
と
　をさらに備える、Ｃ１に記載の方法。
［Ｃ９］
　前記複数の分類子のうちの少なくとも１つは、少なくとも１つのエンティティからのフ
ィードバックに少なくとも部分的に基づいてトレーニングされる、
　Ｃ１に記載の方法。
［Ｃ１０］
　分類子モデルを生成するための装置であって、
　メモリと、
　前記メモリに結合された少なくとも１つのプロセッサと
　を備え、前記少なくとも１つのプロセッサは、
　　共通特徴モデルを複数のユーザに分散することと、
　　前記共通特徴モデル上で複数の分類子をトレーニングすることと、
　　前記複数の分類子のうちの第１の分類子を前記複数のユーザのうちの第１のユーザに
、および前記複数の分類子のうちの第２の分類子を前記複数のユーザのうちの第２のユー
ザに分散することと
　を行うように構成される、装置。
［Ｃ１１］
　前記少なくとも１つのプロセッサは、前記複数の分類子のうちの少なくとも１つを、少
なくとも１つのエンティティから取得されたラベル付けされたデータのセット上でトレー
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ニングすることを行うようにさらに構成される、
　Ｃ１０に記載の装置。
［Ｃ１２］
　前記少なくとも１つのエンティティは、前記複数のユーザのうちの指定されたユーザを
備える、
　Ｃ１１に記載の装置。
［Ｃ１３］
　前記少なくとも１つのプロセッサは、前記少なくとも１つのエンティティから前記取得
されたラベル付けされたデータのセット上で前記トレーニングされた分類子の各々にメト
リックを提供することを行うようにさらに構成される、
　Ｃ１１に記載の装置。
［Ｃ１４］
　前記メトリックは、分類精度、またはラベル付けされた画像の数に関する情報を備える
、
　Ｃ１３に記載の装置。
［Ｃ１５］
　前記少なくとも１つのプロセッサは、
　遠隔デバイス上のデータから計算された少なくとも１つの特徴を受信することと、
　前記少なくとも１つの特徴に少なくとも部分的に基づいて、前記遠隔デバイス上の前記
データを分類するための少なくとも１つの分類子を決定することと、
　少なくとも１つの分類子の表示を前記遠隔デバイスに分散することと
　を行うようにさらに構成される、Ｃ１０に記載の装置。
［Ｃ１６］
　前記少なくとも１つのプロセッサは、
　遠隔デバイス上のデータから計算された特徴を受信することと、
　前記受信された特徴に少なくとも部分的に基づいて分類を計算することと、
　前記分類を前記遠隔デバイスに送信することと
　ようにさらに構成される、Ｃ１０に記載の装置。
［Ｃ１７］
　前記少なくとも１つのプロセッサは、
　ラベル付けされたデータの１つまたは複数のセットに関連付けられるクラスの分類を行
うように構成された、組み合わされた分類子を生成するために、前記第１の分類子と前記
第２の分類子を組み合わせることと、
　前記組み合わされた分類子を前記複数のユーザのうちの少なくとも１人に分散すること
と
　行うようにさらに構成される、Ｃ１０に記載の装置。
［Ｃ１８］
　前記少なくとも１つのプロセッサは、少なくとも１つのエンティティからのフィードバ
ックに少なくとも部分的に基づいて、前記複数の分類子のうちの少なくとも１つをトレー
ニングすることを行うようにさらに構成される、
　Ｃ１０に記載の装置。
［Ｃ１９］
　分類子モデルを生成するための装置であって、
　共通特徴モデルを複数のユーザに分散するための手段と、
　前記共通特徴モデル上で複数の分類子をトレーニングするための手段と、
　前記複数の分類子のうちの第１の分類子を前記複数のユーザのうちの第１のユーザに、
および前記複数の分類子のうちの第２の分類子を前記複数のユーザのうちの第２のユーザ
に分散するための手段と
　を備える、装置。
［Ｃ２０］
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　分類子モデルを生成するためのコンピュータプログラム製品であって、
　プログラムコードを符号化した非一時的コンピュータ可読媒体を備え、前記プログラム
コードは、
　共通特徴モデルを複数のユーザに分散するためのプログラムコードと、
　前記共通特徴モデル上で複数の分類子をトレーニングするためのプログラムコードと、
　前記複数の分類子のうちの第１の分類子を前記複数のユーザのうちの第１のユーザに、
および前記複数の分類子のうちの第２の分類子を前記複数のユーザのうちの第２のユーザ
に分散するためのプログラムコードと
　を備える、コンピュータプログラム製品。
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