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(57)【要約】　　　（修正有）
【課題】複数のカメラを有する撮像システムにおいて、
メインカメラの撮影範囲内にサブカメラが写り込むこと
を防止する撮影システムを提供する。
【解決手段】撮像システムにおいて、メインカメラと、
サブカメラと、メインカメラ及びサブカメラの間で通信
する通信手段を有する。そして、メインカメラの撮影画
角内で、サブカメラを検出した場合は、通信手段を介し
て、サブカメラに撮影画角外への移動を指示する。
【選択図】図２
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【特許請求の範囲】
【請求項１】
　第１の撮像装置と、
　第２の撮像装置と、
　前記第１および第２の撮像装置の間で通信する通信手段と、
　前記第１の撮像装置の撮像領域内に前記第２の撮像装置が含まれる場合に、該第２の撮
像装置へ該撮像領域の外への移動を指示する指示手段と、
を有することを特徴とする撮影システム。
【請求項２】
　前記指示手段は、前記第１の撮像装置の撮像領域内に含まれる前記第２の撮像装置を検
出する検出手段と、を有し、
　前記検出手段により前記第２の撮像装置が検出された場合に、前記第２の撮像装置の移
動を指示することを特徴とする請求項１に記載の撮影システム。
【請求項３】
　前記指示手段は、前記第２の撮像装置が有する表示手段に表示することで、前記移動を
指示することを特徴とする請求項１又は２に記載の撮影システム。
【請求項４】
　前記第２の撮像装置は、その位置の移動が可能な無人機であり、
　前記指示手段による指示に基づいて前記第２の撮像装置を移動させる制御手段と、
を有することを特徴とする請求項１乃至３のいずれか１項に記載の撮影システム。
【請求項５】
　前記撮像領域は、前記第１の撮像装置が画像として記録する領域より広い範囲であるこ
とを特徴とする請求項１乃至４のいずれか１項に記載の撮影システム。
【請求項６】
　前記指示手段は、前記検出手段により前記第２の撮像装置が検出された前記撮像領域内
の位置に基づいて、該第２の撮像装置の移動方向を決定することを特徴とする、請求項２
乃至５のいずれか１項に記載の撮影システム。
【請求項７】
　前記指示手段は、さらに前記第１の撮像装置の動きに基づいて、前記第２の撮像装置の
移動方向を決定することを特徴とする請求項６に記載の撮影システム。
【請求項８】
　前記制御手段は、前記第２の撮像装置が記録するための本画像を撮影中の場合は、前記
移動の指示に応じた該第２の撮像装置の移動をしないことを特徴とする、請求項４乃至７
のいずれか１項に記載の撮影システム。
【請求項９】
　前記検出手段により前記第１の撮像装置の前記撮像領域内に前記第２の撮像装置が検出
された場合は、前記第１の撮像装置が記録のための本画像の撮影を行わないように制御す
る撮影制御手段と、
を有することを特徴とする請求項２乃至８のいずれか１項に記載の撮影システム。
【請求項１０】
　被写体を撮像する撮像手段と、
　他の撮像装置と通信する通信手段と、
　前記撮像手段が撮像する撮像領域内の前記他の撮像装置を検出する検出手段と、
　前記検出手段により前記撮像領域内に前記他の撮像装置が検出された場合に、該他の撮
像装置に対する移動を指示する指示手段と、
を有することを特徴とする撮像装置。
【請求項１１】
　撮像した画像を記録する記録手段と、を有し、
　前記撮像領域は、前記記録手段で記録する前記画像の領域より広い範囲であることを特
徴とする請求項１０に記載の撮像装置。



(3) JP 2021-132352 A 2021.9.9

10

20

30

40

50

【請求項１２】
　前記指示手段は、前記検出手段により前記他の撮像装置が検出された前記撮像領域内の
位置に基づいて、該他の撮像装置の移動方向を決定することを特徴とする請求項１０又は
１１に記載の撮像装置。
【請求項１３】
　自身の動きを検出する動き検出手段と、を有し、
　前記指示手段は、さらに前記動き検出手段により検出された動きに基づいて、前記他の
撮像装置の移動方向を決定することを特徴とする請求項１２に記載の撮像装置。
【請求項１４】
　前記記録手段は、前記検出手段により前記撮像領域内に前記他の撮像装置が検出された
場合は前記撮像した画像を記録しないことを特徴とする請求項１１乃至１３のいずれか１
項に記載の撮像装置。
【請求項１５】
　第１の撮像装置と、該第１の撮像装置と相互に通信可能な第２の撮像装置と、から成る
撮影システムの制御方法であって、
　前記第１の撮像装置の撮像領域内に前記第２の撮像装置が含まれる場合に、該第２の撮
像装置を該撮像領域の外へ移動させる移動ステップと、
を有することを特徴とする制御方法。
【請求項１６】
　前記第１の撮像装置の撮像領域内に含まれる前記第２の撮像装置を検出する検出ステッ
プと、を有し、
　前記検出ステップにより前記第２の撮像装置が検出された場合に前記移動ステップを実
行することを特徴とする請求項１５に記載の制御方法。
【請求項１７】
　前記移動ステップにおける移動指示を前記第２の撮像装置が有する表示手段へ表示する
ステップと、を有することを特徴とする請求項１５又は１６に記載の制御方法。
【請求項１８】
　請求項１５乃至１７のいずれか１項に記載の各ステップをコンピュータによって実行さ
せるためのコンピュータプログラムを記載したコンピュータで読み取り可能な記録媒体。
【発明の詳細な説明】
【技術分野】
【０００１】
　本発明は、撮像装置および撮影システムに関し、特に撮像画角（撮像装置の位置および
撮像方向）を変更可能な無人撮像装置及びその無人撮像装置を制御するものである。
【背景技術】
【０００２】
　従来、複数のカメラを用いて被写体を撮影する撮影システムが知られている。このよう
な撮影システムでは、複数のカメラ全ての姿勢・撮影制御を人間が手動で行うのが一般的
であった。しかし、動きのある被写体を撮影する場合など、人間が全てのカメラを手動で
制御・撮影することには限界があった。
【０００３】
　それに対し、例えば、特許文献１には、メインカメラが撮影方向と距離から対象物（被
写体）の位置を特定し、複数のサブカメラが対象物の方向を向くように制御する撮影シス
テムが開示されている。また、対象物（被写体）を特定した後は、メインカメラおよび複
数のサブカメラはそれぞれ対象物を検出し、追尾して撮影するように自身の撮影方向を制
御する。
【先行技術文献】
【特許文献】
【０００４】
【特許文献１】特開２００１－２５００３号公報
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【発明の概要】
【発明が解決しようとする課題】
【０００５】
　しかしながら、特許文献１では、メインカメラおよび複数のサブカメラが対象物を撮影
する際に、それぞれの位置関係は考慮されていない。そのため、あるカメラの撮影範囲内
に、別のカメラが写り込んでしまい、例えば観賞用の画像を取得したい場合などは特に、
撮影した画像が好ましくないものとなってしまうことが考えられる。
【０００６】
　そこで本発明の目的は、複数の撮像装置で撮影を行う場合に、一の撮像装置の撮影領域
内に他の撮像装置が写り込まないようにすることが可能な手段を提供することである。
【課題を解決するための手段】
【０００７】
　上記目的を達成するために、本発明は、第１の撮像装置と、第２の撮像装置と、前記第
１および第２の撮像装置の間で通信する通信手段と、前記第１の撮像装置の撮像領域内に
前記第２の撮像装置が含まれる場合に、該第２の撮像装置へ該撮像領域の外への移動を指
示する指示手段と、を有することを特徴とする。
【発明の効果】
【０００８】
　本発明によれば、一のカメラの撮影領域内への他の撮像装置の写り込みを防ぐことが可
能となる。
【図面の簡単な説明】
【０００９】
【図１】本発明の第１実施形態に係る撮像システムの構成例を示すブロック図である。
【図２】本発明の第１実施形態に係る撮像システムのフローチャートである。
【図３】本発明の第１実施形態に係る撮像システムの移動方向の決め方の例を示すイメー
ジ図である。
【図４】本発明の第２実施形態に係る撮像システムの構成例を示すブロック図である。
【図５】本発明の第２実施形態に係る撮像システムのフローを示すフローチャートである
。
【図６】本発明の第３実施形態に係る撮像システムの構成例を示すブロック図である。
【図７】本発明の第３実施形態に係る撮像システムのフローを示すフローチャートである
。
【発明を実施するための形態】
【００１０】
　以下に、本発明の好ましい実施の形態を、添付の図面に基づいて詳細に説明する。
【００１１】
　（第１の実施形態）
　本発明の第１の実施形態を説明する。本実施形態の撮影システムに関する詳細を図１、
図２、図３に示す。この構成例は一例であり、本発明は本実施形態に限定されるものでは
なく、回路構成により適時変更されて適応するべきものである。
【００１２】
　図１は、本発明の第１の実施形態に係る撮像システムの構成例を示すブロック図である
。図１において、メインカメラ１００は、レンズ群１０１、撮像素子１０２、Ａ／Ｄ変換
器１０３、画像処理部１０４等を有する。サブカメラ１２０も同様に、レンズ群１２１、
撮像素子１２２、Ａ／Ｄ変換器１２３、画像処理部１２４等を有する。また、メインカメ
ラ１００およびサブカメラ１２０は、通信部１１１、１２６を介して相互に通信可能であ
る。
【００１３】
　レンズ群１０１、１２１は、例えば、ズームレンズやフォーカスレンズ、絞り等の光学
素子を備える。
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【００１４】
　撮像素子１０２は、レンズ群１０１を介して入力される被写体像を結像する。撮像素子
１０２に結像した被写体像は、Ａ／Ｄ変換器１０３にて光電変換され、画像信号として画
像処理部１０４へ出力される。サブカメラ１２０においても同様に、撮像素子１２２に結
像した被写体像がＡ／Ｄ変換機１２３より画像信号として画像処理部１２４へ出力される
。
【００１５】
　画像処理部１０４、１２４は、Ａ／Ｄ変換器１０３、１２３で生成された画像信号（デ
ジタル画像）を処理する。被写体像より生成された画像信号に対して所定の処理を施し、
例えば、画素毎の輝度信号と色信号などの画像データを出力する。例えば、Ｄｉｇｉｔａ
ｌ　Ｓｉｇｎａｌ　Ｐｒｏｃｅｓｓｉｎｇ（ＤＳＰ）などから構成され、デジタル信号に
対して色変換、信号処理された画像の階調変換を行うガンマ処理、ノイズ低減処理など所
定の画像処理を行う。また、出力用の画像データを生成するとともに、撮像装置を制御す
るための各撮像パラメータを算出可能である。
【００１６】
　撮像パラメータとしては、例えば絞りの制御や、ピント合わせの制御、色味を調整する
ホワイトバランス制御などで使われるパラメータがあげられる。ここで、メインカメラ１
００において、レンズ群１０１、撮像素子１２２、Ａ／Ｄ変換器１０３、画像処理部１０
４を駆動して、周囲の被写体像を取得して画像データを取得する動作を撮像動作とする。
サブカメラ１２０においても同様に、レンズ群１２１、撮像素子１２２、Ａ／Ｄ変換器１
２３、画像処理部１２４を駆動して撮像動作を行う。
【００１７】
　画像処理部１０４、１２４は、撮像された画像データに対して記録のための画像処理を
行い、記録画像データを生成し、記録画像データは不図示の記録部に記録される。画像デ
ータを記録する動作を撮影動作とする。また、撮像された画像データに対して表示のため
の画像処理を行い、表示画像データを生成し、表示画像データは不図示の表示部に表示さ
れる。
【００１８】
　メモリ１０５、１２５は、画像処理部１０４または１２４で使用するメモリである。
【００１９】
　サブカメラ情報保持部１０６は、後述する通信部１１１、１２６を介して接続（連携）
するサブカメラの情報を記憶する。
【００２０】
　サブカメラ検出部１０７は、メインカメラ１００の撮像範囲内に含まれるサブカメラ１
２０を検出する。サブカメラ１２０の検出方法は、例えば、撮像された画像データから被
写体認識により検出してもよいし、ＲＦ（ｒａｄｉｏ　ｆｒｅｑｕｅｎｃｙ）タグを用い
て無線通信で検出してもよいが、これに限定されない。
【００２１】
　サブカメラ判定部１０８は、サブカメラ情報保持部１０６に記憶されているサブカメラ
情報とサブカメラ検出部１０７の検出情報からサブカメラを特定する。
【００２２】
　ジャイロセンサ１０９は、メインカメラ１００の動き（移動方向）を検知する。
【００２３】
　移動方向決定部１１０は、サブカメラ検出部１０７とジャイロセンサ１０９から、サブ
カメラ１２０の移動方向を決定する。
【００２４】
　通信部１１１、１２６は、外部装置または外部のネットワークと接続する。本実施形態
において、通信部１１１は、移動方向決定部１１０で決定した移動情報をサブカメラ１２
０に送信する。通信部１２６は、通信部１１１を介してメインカメラ１００から送信され
た移動情報を受信する。
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【００２５】
　ＣＰＵ１１２、１３０は、不図示の伝送路（バス）を介して各制御ブロックと接続され
ており、メインカメラ１００またはサブカメラ１２０の装置全体を制御する。不図示のメ
モリ（ＲＯＭ）、メモリ（ＲＡＭ）を有し、ＲＯＭからロードしたプログラムに従い、メ
インカメラ１００およびサブカメラ１２０の各機能ブロックの制御およびそのために必要
な演算を行う。メモリ（ＲＯＭ）には、ＣＰＵで実行される制御プログラムや、プログラ
ムの実行に必要な各種の定数値が格納される。メモリ（ＲＡＭ）は、プログラムの実行に
必要な各種一時データを記憶するための領域である。
【００２６】
　識別情報保持部１２７は、これを有するサブカメラ１２０を識別するための識別情報を
保持する。
【００２７】
　移動情報判定部１２８は、通信部１２６で受信した移動情報が、サブカメラ１２０自身
に対する移動を指示する情報か否かを識別情報保持部１２７で保持する識別情報と比較し
て判定する。
【００２８】
　移動制御部１２９は、判定部１２８の結果を基にサブカメラ１２０の移動を制御する。
【００２９】
　図２は、本発明の第１の実施形態に係る撮像システムのフローを示すフローチャートで
ある。メインカメラ１００およびサブカメラ１２０において、ＣＰＵ１１２、１３０によ
って各カメラの各処理ブロックを制御して実行され、ＣＰＵがメモリ（ＲＯＭ）に格納さ
れているプログラムを展開して実行することにより実現される。
【００３０】
　本フローチャートは、メインカメラ１００とサブカメラ１２０が、通信部１１１、１２
６を介して接続され、連携を行う状態になった場合に開始される。例えば、ユーザ操作に
基づいて連携を開始する構成としてもよいし、メインカメラ１００とサブカメラ１２０が
所定の距離範囲に入った場合など、予め決められた条件で連携モードに入ってもよいが、
連携を開始する条件はこれに限らない。
【００３１】
　メインカメラ１００とサブカメラ１２０が連携されると、ステップＳ２０１で、メイン
カメラ１００は通信を介してサブカメラ１２０の識別情報を取得し、サブカメラ情報保持
部１０６にサブカメラ情報として受信した識別情報を登録する。
【００３２】
　ステップＳ２０２で、メインカメラ１００による撮影を開始する。ここで、撮影の開始
は、例えば、撮影モードになった場合に撮影開始としてもよいし、撮影準備指示（ＳＷ１
）に応じて撮影開始としてもよいし、動画撮影を開始したときに撮影開始としてもよい。
なお、撮像した画像は不図示の表示手段にライブビュー画像として表示される。
【００３３】
　ステップＳ２０３で、メインカメラ１００の撮像領域内のサブカメラ１２０の検出を行
い、サブカメラ１２０を検出したか否かを判断する。サブカメラ１２０が検出された場合
、ステップ２０４へ進み、検出されなかった場合にはステップＳ２０９へ進む。
【００３４】
　ステップＳ２０４で、メインカメラ１００の動きを検出する。本実施形態においては、
ジャイロセンサ１０９の出力に基づいてメインカメラ１００の動きを検出する。
【００３５】
　ステップＳ２０５では、ステップＳ２０３で検出したサブカメラ１２０の位置と、ステ
ップＳ２０４で検出したメインカメラ１００の動きを基に、サブカメラ１２０の移動方向
を決定する。詳細な移動方向の決め方は、図３を用いて後述する。
【００３６】
　次に、ステップＳ２０６で、移動指示情報を、通信部１１１を介してネットワーク等に
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送信し、サブカメラ１２０は通信部１２６を介して移動指示情報を受信する。
【００３７】
　続くステップＳ２０７で、受信した移動指示が当該サブカメラ１２０に対するものかを
判定する。当該サブカメラ１２０に対する移動指示があれば、ステップＳ２０８へ進み、
なければステップＳ２０９へ進む。なお、メインカメラ１００とサブカメラ１２０が１対
１で連携している場合など、当該サブカメラ１２０に対する移動指示情報しか受信しない
構成の場合は、ステップＳ２０７の判定はなくて構わない。その場合は、ステップＳ２０
７の判断をスキップして、ステップＳ２０８へ進む。
【００３８】
　ステップＳ２０８では、受信した指示情報に基づいて移動する。
【００３９】
　最後にＳ２０９で、メインカメラ１００の撮影が終了した場合、本フローは終了する。
撮影の終了は、例えば、再生モードなどの撮影以外のモードに切り替わったとき、取得し
た画像が記録されたこと、動画撮影が停止されたこと、に応じて判断する。撮影が継続し
ている場合はステップ２０３へ進み、撮影が終了するまで、ステップＳ２０３～Ｓ２０９
の処理を繰り返す。なお、メインカメラ１００およびサブカメラ１２０は、本フローと並
行して、ユーザ操作による撮影指示または所定の条件に応じて、撮像した画像を記録する
撮影動作を実行することができる。
【００４０】
　図３は、本発明の第１の実施形態に係る撮像システムの移動方向の決め方の例を示すイ
メージ図である。枠３０１および枠３０２は、メインカメラ１００（不図示）の撮像領域
を表す。撮像領域のうち、白枠で示す領域Ａは記録画像の撮像領域、領域Ａと外側の斜線
で示す領域を含む検出領域Ｂは、サブカメラ１２０を検出する領域を表す。ドローン３０
２はサブカメラ１２０で、本実施形態では撮像画角（撮像装置の位置および撮像方向）を
変更可能な無人機とする。
【００４１】
　ここで、メインカメラ１００の撮像領域を枠３０１から枠３０３に移動させたとき、ド
ローン３０２（＝サブカメラ１２０）が検出領域３０３Ｂに入る。この時、メインカメラ
１００の動きと、ドローン３０２を検出したメインカメラ１００の撮像領域の位置より、
ドローン３０２の移動方向を決定し、ドローン３０２（サブカメラ１２０）に移動指示の
情報を転送する。図３に示す例では、例えば、枠３０３に含まれない領域までより短い距
離で移動可能であって、メインカメラ１００の枠移動の方向とは異なる移動方向３０４を
移動方向として決定する。
【００４２】
　ドローン３０２（サブカメラ１２０）は移動指示情報を受信すると、受信した情報が当
該ドローン３０２に対する情報であった場合、移動指示情報に基づいて移動方向３０４へ
移動をする。なお、移動指示情報は移動方向だけでなく、移動方向と移動速度の組み合わ
せであってもよい。
【００４３】
　以上説明したように、本発明では、メインカメラによってサブカメラを検出した場合に
、サブカメラへの移動指示を出すことで、メインカメラの撮影画像内へのサブカメラの写
り込みを防ぐことが可能とする。
【００４４】
　本実施例では、サブカメラは撮像画角（撮像する位置および方向）などを変更可能な無
人機としたが、その限りではない。同様にメインカメラも有人機、無人機の限定はない。
例えば、撮像画角（撮像する位置および方向）をユーザ操作に基づいて変更する有人機で
ある場合は、受信した移動指示を表示手段に表示することで、移動指示を通知する構成と
してもよい。
【００４５】
　また本実施例では、メインカメラの撮像部を一つのみで構成しているが、記録画像用の
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撮像部と検出用の撮像部を別にする構成でも良い。また本実施例ではメインカメラが移動
方向を決定しているが、メインカメラからの情報を基にサブカメラ側で移動方向を決定す
る構成でも良い。また本実施例ではメインカメラの動きをジャイロセンサで検出していた
が、撮像画像の情報から判断するなど、その限りではない。また本実施例では検出領域を
記録画像領域より広い構成としていたが、その限りではない。
【００４６】
　（第２の実施形態）
　本発明の第２の実施形態を説明する。本実施形態の撮影システムに関する詳細を図４、
図５に示す。本実施形態では、サブカメラの動作モードに応じて、メインカメラからの移
動指示に対する判定が異なる点で第１の実施形態と異なる。なお、第１の実施形態と実質
的に同一の機能を有する構成については同一の符号を付し、その説明を省略する。
【００４７】
　図４は、本発明の第２の実施形態に係る撮像システムの構成例を示すブロック図である
。
【００４８】
　本実施形態において、サブカメラ１２０は、管理部４０１、移動制御部４０２、通信部
４０３を有する。メインカメラ１００は、通信部４０４、表示部４０５を有する。
【００４９】
　管理部４０１は、サブカメラ１２０が現在どの動作モードで動作しているかを管理する
。
【００５０】
　移動制御部４０２は、判定部１２８の識別結果および管理部４０１から取得した現在の
動作モードに関する情報を基にサブカメラ１２０の移動を制御する。
【００５１】
　通信部４０３は、サブカメラ１２０の通信部で、メインカメラ１００の後述する通信部
４０４から情報を受信し、また、メインカメラ１００へ動作モードの情報を送信する。
【００５２】
　通信部４０４は、メインカメラ１００の通信部で、サブカメラ１２０へ移動方向決定部
１１０で決定した移動指示情報の送信し、また、サブカメラからの動作モードの情報を受
信する。
【００５３】
　表示部４０５は、メインカメラ１００が有する表示部で、撮像領域のＬＶ画像（ライブ
ビュー画像）や、撮影後のレックレビューの表示、および、不図示の記憶媒体に記録され
た画像の再生表示などを行う。本実施形態においては、表示部４０５は、サブカメラ１２
０の動作モードを表示することができる。また、メニュー画面や設定画面を表示し、その
表示に対してユーザが操作することに応答して、メインカメラ１００又はネットワークを
介してサブカメラ１２０など、他の装置への指示が可能な構成とすることもできる。
【００５４】
　図５は、本発明の第２の実施形態に係る撮影システムのフローを示すフローチャートで
ある。メインカメラ１００およびサブカメラ１２０において、ＣＰＵ１１２、１３０によ
って各カメラの各処理ブロックを制御して実行され、ＣＰＵがメモリ（ＲＯＭ）に格納さ
れているプログラムを展開して実行することにより実現される。図５において、ステップ
Ｓ２０１～Ｓ２０９の処理は図２の処理と同様のため、説明は省略する。
【００５５】
　ステップＳ２０７で、当該サブカメラ１２０に移動指示があった場合は、ステップＳ５
０１へ進む。
【００５６】
　ステップＳ５０１で、移動指示があったサブカメラ１２０の動作モードが、記録のため
の本画像を撮影する本画像撮影モードであるか否かを判断する。本画像撮影中である場合
はステップＳ５０２へ進み、本画像撮影中でない場合にはステップＳ２０８へ進む。
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【００５７】
　ステップＳ５０２へ進んだ場合、メインカメラ１００からの移動指示には従わず、メイ
ンカメラ１００に移動不可の情報を送信する。
【００５８】
　続くステップＳ５０３で、メインカメラ１００は受信した移動不可の情報を表示部に表
示する。
【００５９】
　その後、ステップＳ２０９へ進み、撮影が終了した場合に本フローが終了する。撮影終
了までは、ループ処理により本フローを繰り返すため、サブカメラ１２０が本画像撮影モ
ードでなくなった場合には、移動指示に応じて移動を実行することになる。
【００６０】
　本実施例では、メインカメラの撮像部を一つのみで構成しているが、記録画像用の撮像
部と検出用の撮像部を別にする構成でも良い。また本実施例ではメインカメラが移動方向
を決定しているが、メインカメラからの情報を基にサブカメラ側で移動方向を決定する構
成でも良い。また本実施例ではメインカメラの動きを検出するためにジャイロセンサを用
いていたが、撮像画像の情報から判断するなど、その限りではない。
【００６１】
　また本実施例ではサブカメラの動作モードとして、サブカメラが本画像撮影中の場合に
移動指示に従わない構成としたが、例えば、評価値取得モードなど、他の要因により移動
中である場合にも、受信した移動指示に従わない構成としてもよい。また、移動指示を無
視した場合にも、本画像撮影モードなどの所定のモードから抜けた場合には、受信してい
た移動指示に基づいて移動する構成としてもよい。
【００６２】
　（第３の実施形態）
　本発明の第３の実施形態を説明する。本実施形態の撮影システムに関する詳細を図６、
図７に示す。本実施例では、メインカメラ１００が、サブカメラ１２０の検出状態に応じ
て、撮影の動作を切り替える点で第１および第２の実施形態と異なる。なお、第１、第２
の実施形態と実質的に同一の機能を有する構成については同一の符号を付し、その説明を
省略する。
【００６３】
　図６は、本発明の第３の実施形態に係る撮影システムの構成例を示すブロック図である
。本実施形態のメインカメラ１００は、さらに撮像制御部６０１を有する。
【００６４】
　撮像制御部６０１は、サブカメラ検出部１０７によるサブカメラ１２０の検出結果に応
じて、メインカメラ１００の撮像動作を制御する。
【００６５】
　図７は、本発明の第３の実施形態に係る撮影システムのフローを示すフローチャートで
ある。メインカメラ１００およびサブカメラ１２０において、ＣＰＵ１１２、１３０によ
って各カメラの各処理ブロックを制御して実行され、ＣＰＵがメモリ（ＲＯＭ）に格納さ
れているプログラムを展開して実行することにより実現される。図７において、ステップ
Ｓ２０１～Ｓ２０９は図２と同様のため、詳細な説明は省略する。
【００６６】
　ステップＳ２０３で、メインカメラ１００の撮像領域内にサブカメラ１２０を検出した
場合にはステップＳ７０１へ進み、検出しなかった場合にはステップＳ７０２へ進む。
【００６７】
　ステップＳ７０１で、メインカメラ１００は本画像撮影不可モードが設定される。本画
像撮影不可モードには、例えば、メインカメラ１００の不図示のシャッターボタンなどを
押下して撮影指示をしても、撮像画像の記録ができない動作である。その後、ステップＳ
２０４へ進み、その後のフローは前述の第１、第２の実施形態と同様であるため、詳細な
説明は省略する。
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　一方、ステップＳ７０２へ進んだ場合は、メインカメラ１００が本画像撮影不可モード
であるか否かを判断する。本画像撮影不可モードである場合にはステップＳ７０３へ進み
、本画像撮影不可モードでない場合はステップＳ２０９へ進む。
【００６９】
　ステップＳ２０３でサブカメラが検出されず、ステップＳ７０２で本画像撮影不可モー
ド中であった場合、ステップＳ７０３へ進み、本画像撮影不可モードを解除する。その後
、ステップＳ２０９へ進み、撮影が終了した場合に本フローが終了する。
【００７０】
　以上が本発明の好ましい実施形態の説明であるが、本発明は、本発明の技術思想の範囲
内において、上記実施形態に限定されるものではなく、対象となる回路形態により適時変
更されて適応するべきものである。本発明をその好適な実施形態としてデジタルカメラと
ドローンカメラから成るシステムに基づいて詳述してきたが、本発明はこれら特定の実施
形態に限られるものではなく、この発明の要旨を逸脱しない範囲の様々な形態も本発明に
含まれる。
【００７１】
　また、本発明は、例えばシステム、装置、方法、コンピュータプログラムもしくは記録
媒体などとしての実施形態も可能であり、具体的には、１つの装置で実現しても、複数の
装置からなるシステムに適用してもよい。本実施形態に係る撮像装置を構成する各手段お
よび撮像装置の制御方法の各ステップは、コンピュータのメモリなどに記憶されたプログ
ラムが動作することによっても実現できる。このコンピュータプログラムおよびこのプロ
グラムを記録したコンピュータ読み取り可能な記録媒体は本発明に含まれる。
【００７２】
　本発明は、上述の実施形態の１以上の機能を実現するプログラムを、ネットワーク又は
記憶媒体を介してシステム又は装置に供給し、そのシステム又は装置のコンピュータにお
ける１つ以上のプロセッサーがプログラムを読出し実行する処理でも実現可能である。ま
た、１以上の機能を実現する回路（例えば、ＡＳＩＣ）によっても実現可能である。
【符号の説明】
【００７３】
　１００　メインカメラ
　１０７　サブカメラ検出部
　１０８　サブカメラ判定部
　１１０　移動方向決定部
　１１１　通信部
　１２０　サブカメラ
　１２６　通信部
　１２８　移動情報判定部
　１２９　移動制御部
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