
(57)【特許請求の範囲】
【請求項１】
　 とターゲットデバイスの間で利用されるデータ転送方法であって、
　 第１のデータを

転送 、
　前記第１のデータ バッファ情報を

返信 、
　

ことを特徴とするデータ転送方法。
【請求項２】
　前記 は、 のバッファよりなり、
　 複数のバッファのうちデータ 可能な空きバッファの数
を ことを特徴とする請求項１記載のデータ転送方法。
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ホストデバイス
前記ターゲットデバイスのバッファに格納されるべき 前記ホストデバイ

スから前記ターゲットデバイスへ する第１の転送ステップと
に対する応答として前記バッファの空き容量を示す 前

記ターゲットデバイスから前記ホストデバイスへ する第１の返信ステップと
前記バッファ情報が示す空き容量が所定の容量より大きくない場合、特定のデータを前

記ホストデバイスから前記ターゲットデバイスへ転送する第２の転送ステップと、
　前記特定のデータを前記バッファに格納することなく、前記特定のデータに対する応答
として前記バッファの空き容量を示すバッファ情報を前記ターゲットデバイスから前記ホ
ストデバイスへ返信する第２の返信ステップと、
　前記特定のデータが前記ホストデバイスから前記ターゲットデバイスへ転送された後、
前記バッファ情報が示す空き容量が所定の容量より大きい場合、前記バッファに格納され
るべき第２のデータを前記ホストデバイスから前記ターゲットデバイスへ転送する第３の
転送ステップとを有する

バッファ 複数
前記バッファ情報は、前記 を格納
示す



【請求項３】
　前記 のデータは、前記空きバッファが所定数以下である場合に転送されることを特
徴とする請求項２記載のデータ転送方法。
【請求項４】
　前記 のデータは、前記空きバッファ数が１個である場合に転送されることを特徴と
する請求項 ３記載のデータ転送方法。
【請求項５】
　前記第１のデータ は、画像データを転送するためのコマンド

を含むことを特徴とする請求項１ 記載のデ
ータ転送方法。
【請求項６】
　前記 のデータは、 データを含まないダミーデータを
転送するためのコマンドであることを特徴とする請求項１ 記載のデー
タ転送方法。
【請求項７】
　前記 のデータは、ダミー転送制御を行なうための転送制御コマンドであることを特
徴とする請求項１ 記載のデータ転送方法。
【請求項８】
　

【請求項９】
　前記第３のデータは、前記ターゲットデバイスのステイタス情報を取得するためのコマ
ンドであることを特徴とする請求項８記載のデータ転送方法。
【請求項１０】
　前記 のデータの１回の転送に応じて が返信されるまでの時間は、前記第 のデ
ータ 場合よりも長いことを特徴とする請求項

記載のデータ転送方法。
【請求項１１】
　 の転送の際に、 とデータとを
に書き込むことを特徴とする請求項 記載のデータ転送方法。
【請求項１２】
　 に対する応答は、前記レジスタへの

ことを特徴とする請求項１１記載のデータ転送方法。
【請求項１３】
　前記シリアルバスはＩＥＥＥ１３９４規格に適合または準拠するバス、またはＵＳＢ規
格に適合または準拠するバスであることを特徴とする請求項１乃至１２の何れかに記載の
データ転送方法。
【請求項１４】
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特定

特定
２或いは

及び前記第２のデータ によ
って転送される画像データ 乃至４のいずれかに

特定 前記バッファに格納されるべき
乃至５のいずれかに

特定
乃至５のいずれかに

前記バッファ情報が示す空き容量が所定の容量より大きくない場合、前記ターゲットデ
バイスのステイタス情報を取得するための第３のデータを前記ホストデバイスから前記タ
ーゲットデバイスへ転送する第４の転送ステップと、
　前記第３のデータに対する応答として前記バッファの空き容量を示すバッファ情報を前
記ターゲットデバイスから前記ホストデバイスへ返信する第３の返信ステップとを有する
ことを特徴とする請求項１乃至７のいずれかに記載のデータ転送方法。

特定 応答 １
の転送に応じて応答が返信される １乃至９の

いずれかに

前記第１のデータ及び前記第２のデータ コマンド レジスタ
５

前記第１のデータ及び前記第２のデータ 書き込みに
対して返信される

データ受信装置であって、
　データを格納するバッファと、
　前記バッファに格納されるべき第１のデータをホストデバイスから受信する第１の受信
手段と、
　前記第１のデータに対する応答として前記バッファの空き容量を示すバッファ情報を前
記ホストデバイスへ送信する第１の送信手段と、
　前記バッファ情報が示す空き容量が所定の容量より大きくない場合、特定のデータを前
記ホストデバイスから受信する第２の受信手段と、



【請求項１５】
　

【請求項１６】
　転送されてきた画像データをバッファに格納して応答を送信する外部装置と通信するデ
ータ転送装置であって、
　前記バッファの空き容量に関する 情報を含む応答を前記外部装置から受信する
受信手段と、
　 前記バッファの空き容量が所定より大きい場合、画
像データを前記外部装置に転送する画像データ転送手段と、
　 前記バッファの空き容量が所定より大きくない場合
、前記画像データ転送手段による画像データの転送を中断して、 コマンドを前記外
部装置に転送するコマンド転送手段とを有し、
　前記外部装置は、前記 コマンドを前記バッファに格納することなく、前記

情報を含む応答を送信し、
　前記コマンド転送手段が前記 コマンドを転送した後、

前記バッファの空き容量が所定より大きい場合、前記画像データ転送手段は画像
データを前記外部装置に転送することを特徴とするデータ転送装置。
【請求項１７】
　第１の装置と、前記第１の装置から転送されてきた画像データをバッファに格納して応
答を送信する第２の装置との間のデータ転送方法であって、
　前記第１の装置から前記第２の装置へ画像データを転送するステップと、
　前記バッファの空き容量に関する 情報を含む応答を前記第２の装置から前記第
１の装置へ転送するステップと、
　 前記バッファの空き容量が所定より大きくない場合
、 コマンドを前記第１の装置から前記第２の装置へ転送するステップとを有し、
　前記第２の装置は、前記 コマンドを前記バッファに格納することなく、前記

情報を含む応答を転送し、
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　前記特定のデータを前記バッファに格納することなく、前記特定のデータに対する応答
として前記バッファの空き容量を示すバッファ情報を前記ホストデバイスへ送信する第２
の送信手段と、
　前記特定のデータを前記ホストデバイスから受信した後、前記バッファ情報が示す空き
容量が所定の容量より大きい場合、前記バッファに格納されるべき第２のデータを前記ホ
ストデバイスから受信する第３の受信手段とを有し、
　前記ホストデバイスは、前記バッファ情報が示す空き容量が所定の容量より大きくない
場合、前記特定のデータを前記データ受信装置へ転送することを特徴とするデータ受信装
置。

データ転送装置であって、
　ターゲットデバイスのバッファに格納されるべき第１のデータを前記ターゲットデバイ
スへ転送する第１の転送手段と、
　前記第１のデータに対する応答として前記バッファの空き容量を示すバッファ情報を前
記ターゲットデバイスから受信する第１の受信手段と、
　前記バッファ情報が示す空き容量が所定の容量より大きくない場合、特定のデータを前
記ターゲットデバイスへ転送する第２の転送手段と、
　前記特定のデータに対する応答として前記バッファの空き容量を示すバッファ情報を前
記ターゲットデバイスから受信する第２の受信手段と、
　前記特定のデータが前記ターゲットデバイスへ転送された後、前記バッファ情報が示す
空き容量が所定の容量より大きい場合、前記バッファに格納されるべき第２のデータを前
記ターゲットデバイスへ転送する第３の転送手段とを有し、
　前記ターゲットデバイスは、前記特定のデータを前記バッファに格納することなく、前
記特定のデータに対する応答として前記バッファの空き容量を示すバッファ情報を前記デ
ータ転送装置に送信することを特徴とするデータ転送装置。

バッファ

前記バッファ情報によって示される

前記バッファ情報によって示される
特定の

特定の バッフ
ァ

特定の 前記バッファ情報によって
示される

バッファ

前記バッファ情報によって示される
特定の

特定の バッ
ファ



　前記 コマンドが転送された後、 前記バッファ
の空き容量が所定より大きい場合、画像データを前記第１の装置から前記第２の装置へ転
送することを特徴とするデータ転送方法。
【請求項１８】
　画像処理装置であって、
　外部装置から転送されてきた画像データを格納する格納手段と、
　前記外部装置からの画像データに対して、前記格納手段の空き容量に関する 情
報を含む応答を前記外部装置に送信する送信手段と、
　前記外部装置から コマンドを受信する受信手段と、
　 コマンドを前記格納手段に格納することなく、

前記格納手段の空き容量に関する 情報を含む応答を前記外部装置に送信する第
２の送信手段とを有し、
　前記外部装置は、 の空き容量が所定よ
り大きい場合、画像データを前記画像処理装置に転送し、

前記格納手段の空き容量が所定より大きくない場合、前記 コマンドを前記画像
処理装置に転送することを特徴とする画像処理装置。
【発明の詳細な説明】
【０００１】
【発明の属する技術分野】
本発明はデータ転送装置、データ転送システムおよびその方法、画像処理装置、並びに、
記録媒体に関し、例えば、 IEEE1394などにより規定されるシリアルインタフェイスを介し
て、画像供給デバイスと画像処理デバイスとを直結する場合のデータ転送装置、データ転
送システムおよびその方法、画像処理装置、並びに、記録媒体に関するものである。
【従来の技術】
プリンタは、セントロニクスや RS232Cと言ったパラレルあるいはシリアルインタフェイス
を介して、ホストデバイスであるパーソナルコンピュータ (PC)と接続されている。
【０００２】
また、スキャナ、ディジタルスチルカメラ、ディジタルビデオカメラといった画像供給デ
バイスであるディジタル機器も PCに接続されている。各ディジタル機器により取込まれた
画像データは、一旦 PC上のハードディスクなどに取込まれた後、 PC上のアプリケーション
ソフトウェアなどにより処理されてプリンタ用の印刷データに変換され、上記のインタフ
ェイスを経由してプリンタに送られる。
【０００３】
上記のようなシステムでは、各ディジタル機器やプリンタなどを制御するためのドライバ
ソフトウェアがそれぞれ独立に PCに存在し、ディジタル機器から出力された画像データは
、それらドライバソフトウェアにより PC上で使い易くかつ表示し易い形式のデータとして
保存される。保存されたデータは、入力機器の画像特性と出力機器の画像特性とを考慮し
た画像処理方法により印刷データに変換される。
【０００４】
今日、 IEEE1394により規定されるインタフェイス（以下「 1394シリアルバス」と呼ぶ）の
ような新しいインタフェイスでは、画像供給デバイスとプリンタとを直結することも可能
である。 1394シリアルバスにより画像供給デバイスとプリンタとを直結する場合、 FCP(Fu
nction コントロール  Protocol)のオペランドに印刷データを含める方法が考えられる。
また、  1394シリアルバスでは、データ転送のためのレジスタ領域を設けて、そのレジス
タ領域にデータを書込むことでデータ転送を行う方法も考えられる。
【０００５】
また、データ転送の開始を指示するコマンドと、コマンドに対するレスポンスとを用いて
、データ転送を指示する方法も考えられる。
【発明が解決しようとする課題】
しかし、上述した技術においては、次のような問題点がある。前述したように、画像供給
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特定の 前記バッファ情報によって示される

格納手段

特定の
前記特定の 前記特定のコマンドに対して

、 格納手段

前記格納手段情報によって示される前記格納手段
前記格納手段情報によって示さ

れる 特定の



デバイスから出力される画像データは、 PCにより印刷データに変換されてプリンタにより
印刷されるものであるから、画像供給デバイスとプリンタを直結したとしても、 PCが無け
れば印刷を行うことができない。ディジタルビデオカメラから出力される画像データを直
接印刷するビデオプリンタと呼ばれるプリンタもあるが、特定の機種間で接続ができるだ
けであり、多数の画像供給デバイスと直結して使える汎用性の高いビデオプリンタはない
。つまり、 1394シリアルバスなどの特徴であるデバイス間を直結する機能を生かし、画像
供給デバイスからプリンタへ画像データを直接送って印刷することはできない。
【０００６】
1394シリアルバスにより画像供給デバイスとプリンタを直結し、 FCPのオペランドに印刷
データを含める前述した方法は、制御コマンドと印刷データとを分離することができない
問題がある上、コマンドに対して常にレスポンスが必要なため転送効率が低いという問題
もある。また、前述したデータ転送のためのレジスタ領域を設ける方法は、そのレジスタ
領域にデータを書込むことが可能であるかどうかを判定するための処理がデータ転送の度
に必要になる。従って、この判定処理のオーバヘッドが大きくなり、やはり転送効率が低
下するという問題が発生する。
【０００７】
この問題を解決するために、データとコマンドとを分離せずに同じレジスタ領域を用いる
方法が考えられる。この方法では使われるレジスタ領域を減らすことができ、より簡単な
データ転送方式を提供できる。さらにデータを書き込むレジスタ領域が書き込み可能であ
るかどうかの判定は行わず、データをレジスタに書き込んだ後に、該書き込みに対する正
否の応答のみを行い、成功の応答があれば次のデータを転送する方法も考えられる。
【０００８】
この方法により、データ転送手順を簡略化するという利点があるものの、反面データ受け
取り側でデータを書き込んだ領域を保存するバッファが一杯になるという問題が発生する
。データ受け取り側は、レジスタにデータが書き込まれて自分のバッファに保存できると
、すぐにデータの受け取り可の応答を返すことになる。受け取り可の応答を受け取ったデ
ータ転送側は、次のデータの転送をすぐに開始しようとする。従って、データ転送側に対
してデータ受け取り側の処理が遅い場合、データ受け取り側のバッファはいつも一杯の状
態となる。
【０００９】
データ受け取り側は、最後の空きバッファのデータを保存した後、処理が進み空きバッフ
ァが出来るまで、データ送り側に受け取り可の応答を返す事ができなくなる。この場合、
コマンドとデータにより同じレジスタ領域が使用されているため、データを転送するコマ
ンドの実行中には、データ受け取り側のバッファに空きが無いと、データ転送以外のコマ
ンドが実行できなくなる。
【００１０】
これは、データ受け取り側としてプリンタを考えた場合、データ転送中にプリンタのステ
イタス（紙なし、エラーなど）を得るコマンドが実行できる場合と実行できない場合とが
発生することを意味する。すなわち、プリンタに空きバッファがあり、ステイタスを得る
コマンドが受け取れるときには該コマンドが実行できるが、空きバッファが無いときには
該コマンドは実行できないか、空きバッファができるまで該コマンドは待たされることに
なる。従って、特にリアルタイム性を必要とするようなステイタス取得を行う場合には問
題が発生する。また、必要とされる時点でのステイタスであるか否かの判断がつかなくな
るという問題も発生する。
【００１１】
また、データを転送した後に、該転送に対する応答がほぼ一定の短い時間で行われるため
、データバス上を流れるデータ量が増し、バスの有効利用という点に対して問題があった
。
【００１２】
また、前述したデータ転送の開始を指示するコマンドと、コマンドに対するレスポンスと
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を用いてデータ転送の指示する場合は、ある単位のデータ転送ごとにコマンドおよびレス
ポンスのやり取りが発生し、やはり転送効率を低下させるという問題が発生する。
【００１３】
本発明は、上述した問題を個々にまたはまとめて解決するためのものであり、 1394シリア
ルバスなどによりホストデバイスとターゲットデバイスを接続し、ホストデバイスからタ
ーゲットデバイスへ送られるデータの転送について、コマンドとデータとで同じレジスタ
領域を使用し、かつレジスタへのデータの書き込みに対する応答のみを行う際に、データ
転送以外のコマンドを任意に実行可能なデータ転送装置、データ転送システムおよびその
方法、画像処理装置、並びに、記録媒体を提供することを目的とする。
【００１４】
また、データ転送に対する応答時間を調整することにより、データバス上のトラフィック
の効率化を実現するデータ転送装置、データ転送システムおよびその方法、画像処理装置
、並びに、記録媒体を提供することを目的とする。
【００１５】
【課題を解決するための手段】
本発明は、前記の目的を達成する一手段として、以下の構成を備える。
【００１６】
　本発明にかかるデータ転送方法は、 とターゲットデバイスの間で利用さ
れるデータ転送方法であって、 第１
のデータを 転送

、前記第１のデータ バッファ情報
を 返信 、

ことを特徴とする。
【００１７】
　また、本発明にかかるデータ

ことを特徴とする。
【００１８】
　また、本発明にかかるデータ
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ホストデバイス
前記ターゲットデバイスのバッファに格納されるべき

前記ホストデバイスから前記ターゲットデバイスへ する第１の転送ステッ
プと に対する応答として前記バッファの空き容量を示す

前記ターゲットデバイスから前記ホストデバイスへ する第１の返信ステップと 前
記バッファ情報が示す空き容量が所定の容量より大きくない場合、特定のデータを前記ホ
ストデバイスから前記ターゲットデバイスへ転送する第２の転送ステップと、前記特定の
データを前記バッファに格納することなく、前記特定のデータに対する応答として前記バ
ッファの空き容量を示すバッファ情報を前記ターゲットデバイスから前記ホストデバイス
へ返信する第２の返信ステップと、前記特定のデータが前記ホストデバイスから前記ター
ゲットデバイスへ転送された後、前記バッファ情報が示す空き容量が所定の容量より大き
い場合、前記バッファに格納されるべき第２のデータを前記ホストデバイスから前記ター
ゲットデバイスへ転送する第３の転送ステップとを有する

受信装置は、前記バッファに格納されるべき第１のデータ
をホストデバイスから受信する第１の受信手段と、　前記第１のデータに対する応答とし
て前記バッファの空き容量を示すバッファ情報を前記ホストデバイスへ送信する第１の送
信手段と、前記バッファ情報が示す空き容量が所定の容量より大きくない場合、特定のデ
ータを前記ホストデバイスから受信する第２の受信手段と、前記特定のデータを前記バッ
ファに格納することなく、前記特定のデータに対する応答として前記バッファの空き容量
を示すバッファ情報を前記ホストデバイスへ送信する第２の送信手段と、前記特定のデー
タを前記ホストデバイスから受信した後、前記バッファ情報が示す空き容量が所定の容量
より大きい場合、前記バッファに格納されるべき第２のデータを前記ホストデバイスから
受信する第３の受信手段とを有し、前記ホストデバイスは、前記バッファ情報が示す空き
容量が所定の容量より大きくない場合、前記特定のデータを前記データ受信装置へ転送す
る

転送装置は、ターゲットデバイスのバッファに格納される
べき第１のデータを前記ターゲットデバイスへ転送する第１の転送手段と、前記第１のデ
ータに対する応答として前記バッファの空き容量を示すバッファ情報を前記ターゲットデ
バイスから受信する第１の受信手段と、前記バッファ情報が示す空き容量が所定の容量よ
り大きくない場合、特定のデータを前記ターゲットデバイスへ転送する第２の転送手段と
、前記特定のデータに対する応答として前記バッファの空き容量を示すバッファ情報を前



ことを特徴とする。
【００１９】
【ＩＥＥＥ１３９４の概要】
家庭用ディジタル VTRやディジタルビデオディスク (DVD)の登場に伴い、ビデオデータやオ
ーディオデータ（以下、まとめて「 AVデータ」と呼ぶ）など、リアルタイムかつ情報量の
多いデータを転送する必要が生じている。 AVデータをリアルタイムに、 PCへ転送したり、
その他のディジタル機器に転送するには、高速のデータ転送能力をもつインタフェイスが
必要になる。そういった観点から開発されたインタフェイスが 1394シリアルバスである。
【００２０】
図 2に 1394シリアルバスを用いて構成されるネットワークシステムの例を示す。このシス
テムは機器 Aから Hを備え、 A-B間、 A-C間、 B-D間、 D-E間、 C-F間、 C-G間、および C-H間が
それぞれ 1394シリアルバス用のツイストペアケーブルで接続されている。これらの機器 A
から Hの例としては、パソコンなどのホストコンピュータ装置、および、コンピュータ周
辺機器である。コンピュータ周辺機器としては、ディジタル VCR、 DVDプレーヤ、ディジタ
ルスチルカメラ、ハードディスクや光ディスクなどのメディアを用いる記憶装置、 CRTや L
CDのモニタ、チューナ、イメージスキャナ、フィルムスキャナ、プリンタ、 MODEM、ター
ミナルアダプタ (TA)などコンピュータ周辺機器のすべてが対象になる。なお、プリンタの
記録方式は、レーザビームや LEDを用いた電子写真方式、インクジェット方式、インク溶
融型や昇華型の熱転写方式、感熱記録方式など、どんな方式でも構わない。
【００２１】
各機器間の接続は、ディジーチェーン方式とノード分岐方式との混在が可能であり、自由
度の高い接続を行うことができる。また、各機器はそれぞれ IDを有し、互いに IDを認識し
合うことによって、 1394シリアルバスで接続された範囲において、一つのネットワークを
構成している。例えば、各機器間をそれぞれ一本の 1394シリアルバス用ケーブルでディジ
ーチェーン接続するだけで、それぞれの機器が中継の役割を担うので、全体として一つの
ネットワークを構成することができる。
【００２２】
また、 1394シリアルバスは Plug and Play機能に対応し、 1394シリアルバス用ケーブルを
機器に接続するだけで自動的に機器を認識し、接続状況を認識する機能を有している。ま
た、図 2に示すようなシステムにおいて、ネットワークからある機器が外されたり、また
は新たに加えられたときなど、自動的にバスをリセット（それまでのネットワークの構成
情報をリセット）して、新たなネットワークを再構築する。この機能によって、その時々
のネットワークの構成を常時設定、認識することができる。
【００２３】
また、 1394シリアルバスのデータ転送速度は、 100/200/400Mbpsが定義されていて、上位
の転送速度をもつ機器が下位の転送速度をサポートすることで、互換性が保たれている。
データ転送モードとしては、コントロール信号などの非同期データを転送する非同期 (Asy
nchronous)転送モード (ATM)と、リアルタイムな AVデータ等の同期データを転送する同期 (
Isochronous)転送モードがある。この非同期データと同期データは、各サイクル（通常 12
5μ s/サイクル）の中で、サイクル開始を示すサイクルスタートパケット (CSP)の転送に続
き、同期データの転送を優先しつつ、サイクル内で混在して転送される。
【００２４】
図 3は 1394シリアルバスの構成例を示す図である。 1394シリアルバスはレイヤ構造で構成
されている。図 3に示すように、コネクタポート 810には、 1394シリアルバス用のケーブル
813の先端のコネクタが接続される。コネクタポート 810の上位には、ハードウェア部 800
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記ターゲットデバイスから受信する第２の受信手段と、前記特定のデータが前記ターゲッ
トデバイスへ転送された後、前記バッファ情報が示す空き容量が所定の容量より大きい場
合、前記バッファに格納されるべき第２のデータを前記ターゲットデバイスへ転送する第
３の転送手段とを有し、前記ターゲットデバイスは、前記特定のデータを前記バッファに
格納することなく、前記特定のデータに対する応答として前記バッファの空き容量を示す
バッファ情報を前記データ転送装置に送信する



で構成されるフィジカルレイヤ 811とリンクレイヤ 812がある。ハードウェア部 800はイン
タフェイス用チップで構成され、そのうちフィジカルレイヤ 811は符号化やコネクション
関連の制御等を行い、リンクレイヤ 812はパケット転送やサイクルタイムの制御等を行う
。
【００２５】
ファームウェア部 801のトランザクションレイヤ 814は、転送（トランザクション）すべき
データの管理を行い、 Read、 Write、 Lockの命令を出す。ファームウェア部 801のマネージ
メントレイヤ 815は、 1394シリアルバスに接続されている各機器の接続状況や IDの管理を
行い、ネットワークの構成を管理する。上記のハードウェアとファームウェアまでが、 13
94シリアルバスの実質的な構成である。
【００２６】
また、ソフトウェア部 802のアプリケーションレイヤ 816は、利用されるソフトによって異
なり、インタフェイス上でどのようにしてデータを転送するかは、プリンタや AV/Cプロト
コルなどのプロトコルによって定義される。
【００２７】
図 4は 1394シリアルバスにおけるアドレス空間の一例を示す図である。 1394シリアルバス
に接続された各機器（ノード）には必ずノードに固有の 64ビットアドレスをもたせる。そ
して、このアドレスは機器のメモリに格納されていて、自分や相手のノードアドレスを常
時認識することで、通信相手を指定したデータ通信を行うことができる。
【００２８】
1394シリアルバスのアドレッシングは、 IEEE1212規格に準じた方式であり、アドレス設定
は、最初の 10ビットがバスの番号の指定用に、次の 6ビットがノード IDの指定用に使われ
る。
【００２９】
それぞれの機器内で使用される 48ビットのアドレスについても、 20ビットと 28ビットに分
けられ、 256Mバイト単位の構造をもって利用される。最初の 20ビットのアドレス空間のう
ち 0～ 0xFFFFDはメモリ空間、 0xFFFFEはプライベート空間、 0xFFFFFはレジスタ空間とそれ
ぞれ呼ばれる。プライベート空間は機器内で自由に利用できるアドレスであり、レジスタ
空間にはバスに接続された機器間で共通な情報が置かれ、各機器間のコミュニケーション
に使われる。
【００３０】
レジスタ空間の、最初の 512バイトには CSRアーキテクチャのコアになるレジスタ（ CSRコ
ア）が、次の 512バイトにはシリアルバスのレジスタが、その次の 1024バイトにはコンフ
ィグレーション ROMが、残りはユニット空間で機器固有のレジスタが、それぞれ置かれる
。
【００３１】
一般的には異種バスシステムの設計の簡略化のため、ノードは初期ユニット空間の最初の
2048バイトだけを使うべきであり、この結果として CSRコア、シリアルバスのレジスタ、
コンフィグレーション ROMおよびユニット空間の最初の 2048バイトを合わせて 4096バイト
で構成することが望ましい。
【００３２】
以上が、 1394シリアルバスの概要である。次に、 1394シリアルバスの特徴をより詳細に説
明する。
【００３３】
【１３９４シリアルバスの詳細】
［ 1394シリアルバスの電気的仕様］
図 5は 1394シリアルバス用のケーブルの断面を示す図である。 1394シリアルバス用ケーブ
ルには、二組のツイストペア信号線の他に、電源ラインが設けられている。これによって
、電源を持たない機器や、故障などにより電圧が低下した機器にも電力の供給が可能にな
る。電源線により供給される直流電力の電圧は 8～ 40V、電流は最大電流 1.5Aに規定されて
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いる。なお、 DVケーブルと呼ばれる規格では、電源ラインを省いた四線で構成される。
［ DS-Link方式］
図 6は 1394シリアルバスで採用されている、データ転送方式の DS-Link(Data/Strobe Link)
方式を説明するための図である。
【００３４】
DS-Link方式は、高速なシリアルデータ通信に適し、二組の信号線を必要とする。つまり
、二組のより対線のうち一組でデータ信号を送り、もう一組でストローブ信号を送る構成
になっている。受信側では、このデータ信号と、ストローブ信号との排他的論理和をとる
ことによってクロックを生成することができるという特徴がある。このため、 DS-Link方
式を用いると、データ信号中にクロック信号を混入させる必要がないので他のシリアルデ
ータ転送方式に比べて転送効率が高い、クロック信号を生成できるので位相ロックドルー
プ (PLL)回路が不要になり、その分コントローラ LSIの回路規模を小さくすることができる
。さらに、転送すべきデータが無いときにアイドル状態であることを示す情報を送る必要
が無いので、各機器のトランシーバ回路をスリープ状態にすることができ、消費電力の低
減が図れる、などが挙げられる。
［バスリセットのシーケンス］
1394シリアルバスに接続されている各機器（ノード）にはノード IDが与えられ、ネットワ
ークを構成するノードとして認識される。例えば、ネットワーク機器の接続分離や電源の
オン /オフなどによるノード数の増減、つまりネットワーク構成に変化があり、新たなネ
ットワーク構成を認識する必要があるとき、その変化を検知した各ノードはバス上にバス
リセット信号を送信して、新たなネットワーク構成を認識するモードに入る。このネット
ワーク構成の変化の検知は、コネクタポート 810においてバイアス電圧の変化を検知する
ことによって行われる。
【００３５】
あるノードからバスリセット信号が送信されると、各ノードのフィジカルレイヤ 811はこ
のバスリセット信号を受けると同時にリンクレイヤ 812にバスリセットの発生を伝達し、
かつ他のノードにバスリセット信号を伝達する。最終的にすべてのノードがバスリセット
信号を受信した後、バスリセットのシーケンスが起動される。なお、バスリセットのシー
ケンスは、ケーブルが抜き挿しされた場合や、ネットワークの異常等をハードウェアが  
検出した場合に起動されるとともに、プロトコルによるホスト制御などフィジカルレイヤ
811に直接命令を与えることによっても起動される。また、バスリセットのシーケンスが
起動されると、データ転送は、一時中断され、バスリセットの間は待たされ、バスリセッ
ト終了後、新しいネットワーク構成の基で再開される。
［ノード ID決定のシーケンス］
バスリセットの後、各ノードは新しいネットワーク構成を構築するために、各ノードに ID
を与える動作に入る。このときの、バスリセットからノード ID決定までの一般的なシーケ
ンスを図 7から図 9に示すフローチャートを用いて説明する。図 7は、バスリセット信号の
発生から、ノード IDが決定し、データ転送が行えるようになるまでの一連のシーケンス例
を示すフローチャートである。各ノードは、ステップ S101でバスリセット信号の発生を常
時監視し、バスリセット信号が発生するとステップ S102に移り、ネットワーク構成がリセ
ットされた状態において新たなネットワーク構成を得るために、互いに直結されているノ
ード間で親子関係が宣言される。そしてステップ S103の判定により、すべてのノード間で
親子関係が決ったと判定されるまでステップ S102が繰り返される。
【００３６】
親子関係が決定するとステップ S104へ進みルート (root)ノードが決定され、ステップ S105
で各ノードに IDを与えるノード IDの設定作業が行われる。ルートノードから所定のノード
順にノード IDの設定が行われ、ステップ S106の判定により、すべてのノードに IDが与えら
れたと判定されるまでステップ S105が繰り返される。
【００３７】
ノード IDの設定が終了すると、新しいネットワーク構成がすべてのノードにおいて認識さ
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れたことになるのでノード間のデータ転送が行える状態になり、ステップ S107でデータ転
送が開始されるとともに、シーケンスはステップ S101へ戻り、再びバスリセット信号の発
生が監視される。
【００３８】
図 8はバスリセット信号の監視 (S101)からルートノードの決定 (S104)までの詳細例を示す
フローチャート、図 9はノード ID設定 (S105,S106)の詳細例を示すフローチャートである。
【００３９】
図 8において、ステップ S201でバスリセット信号の発生が監視され、バスリセット信号が
発生すると、ネットワーク構成は一旦リセットされる。次に、ステップ S202で、リセット
されたネットワーク構成を再認識する作業の第一歩として、各機器はフラグ FLをリーフノ
ードであることを示すデータでリセットする。そして、ステップ S203で、各機器はポート
数、つまり自分に接続されている他ノードの数を調べ、ステップ S204で、ステップ S203の
結果に応じて、これから親子関係の宣言を始めるために、未定義（親子関係が決定されて
いない）ポートの数を調べる。ここで、未定義ポート数は、バスリセットの直後はポート
数に等しいが、親子関係が決定されて行くにしたがって、ステップ S204で検知される未定
義ポートの数は減少する。
【００４０】
バスリセットの直後に親子関係の宣言を行えるのは実際のリーフノードに限られている。
リーフノードであるか否かはステップ S203のポート数の確認結果から知ることができ、つ
まりポート数が「 1」であればリーフノードである。リーフノードは、ステップ S205で、
接続相手のノードに対して親子関係の宣言「自分は子、相手は親」を行い動作を終了する
。
【００４１】
一方、ステップ S203でポート数が「 2以上」であったノード、つまりブランチノードは、
バスリセットの直後は「未定義ポート数 >1」であるからステップ S206へ進み、フラグ FLに
ブランチノードを示すデータをセットし、ステップ S207で他ノードから親子関係が宣言さ
れるのを待つ。他ノードから親子関係が宣言され、それを受けたブランチノードはステッ
プ S204に戻り、未定義ポート数を確認するが、もし未定義ポート数が「 1」になっていれ
ば残るポートに接続された他ノードに対して、ステップ S205で「自分は子、相手は親」の
親子関係を宣言することができる。また、未だ未定義ポート数が「 2以上」あるブランチ
ノードは、ステップ S207で再び他ノードから親子関係が宣言されるのを待つことになる。
【００４２】
何れか一つのブランチノード（または例外的に、子宣言を行えるのにもかかわらず、すば
やく動作しなかったリーフノード）の未定義ポート数が「 0」になると、ネットワーク全
体の親子関係の宣言が終了したことになり、未定義ポート数が「 0」になった唯一のノー
ド、つまりすべてノードの親に決まったノードは、ステップ S208でフラグ FLにルートノー
ドを示すデータをセットし、ステップ S209でルートノードとして認識される。
【００４３】
このようにして、バスリセットから、ネットワーク内のすべてのノード間における親子関
係の宣言までの手順が終了する。
【００４４】
次に、各ノードに IDを与える手順を説明するが、最初に IDの設定を行うことができるのは
リーフノードである。そして、リーフ→ブランチ→ルートの順に若い番号（ノード番号 : 
0）から IDを設定する。
【００４５】
図 9のステップ S301で、フラグ FLに設定されたデータを基にノードの種類、つまりリーフ
、ブランチおよびルートに応じた処理に分岐する。
【００４６】
まずリーフノードの場合は、ステップ S302でネットワーク内に存在するリーフノードの数
（自然数）を変数 Nに設定した後、ステップ S303で各リーフノードがルートノードに対し
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て、ノード番号を要求する。この要求が複数ある場合、ルートノードはステップ S304でア
ービトレーションを行い、ステップ S305である一つのノードにノード番号を与え、他のノ
ードにはノード番号の取得失敗を示す結果を通知する。
【００４７】
ステップ S306の判断により、ノード番号を取得できなかったリーフノードは、再びステッ
プ S303でノード番号の要求を繰り返す。一方、ノード番号を取得できたリーフノードは、
ステップ S307で、取得したノード番号を含む ID情報をブロードキャストすることで全ノー
ドに通知する。 ID情報のブロードキャストが終わるとステップ S308で、リーフ数を表す変
数 Nがデクリメントされる。そして、ステップ S309の判定により変数 Nが「 0」になるまで
ステップ S303から S308の手順が繰り返され、すべてのリーフノードの ID情報がブロードキ
ャストされた後、ステップ S310へ進んで、ブランチノードの ID設定に移る。
【００４８】
ブランチノードの ID設定もリーフノードとほぼ同様に行われる。まず、ステップ S310でネ
ットワーク内に存在するブランチノードの数（自然数）を変数 Mに設定した後、ステップ S
311で各ブランチノードがルートノードに対して、ノード番号を要求する。この要求に対
してルートノードは、ステップ S312でアービトレーションを行い、ステップ S313である一
つのブランチノードにリーフノードに続く若い番号を与え、ノード番号を取得できなかっ
たブランチノードには取得失敗を示す結果を通知する。
【００４９】
ステップ S314の判定により、ノード番号の取得に失敗したことを知ったブランチノードは
、再びステップ S311でノード番号の要求を繰り返す。一方、ノード番号を取得できたブラ
ンチノードはステップ S315で、取得したノード番号を含む ID情報をブロードキャストする
ことで全ノードに通知する。 ID情報のブロードキャストが終わるとステップ S316で、ブラ
ンチ数を表す変数 Mがデクリメントされる。そして、ステップ S317の判定により、変数 Mが
「 0」になるまでステップ S311から S316の手順が繰返され、すべてのブランチノードの ID
情報がブロードキャストされた後、ステップ S318へ進んで、ルートノードの ID設定に移る
。
【００５０】
ここまで終了すると、最終的に IDを取得していないノードはルートノードのみなので、ス
テップ S318では、他のノードに与えていない最も若い番号を自分のノード番号に設定し、
ステップ S319でルートノードの ID情報をブロードキャストする。
【００５１】
以上で、すべてのノードの IDが設定されるまでの手順が終了する。次に、図 10に示すネッ
トワーク例を用いてノード ID決定のシーケンスの具体的な手順を説明する。
【００５２】
図 10に示すネットワークは、ルートであるノード Bの下位にはノード Aとノード Cが直結さ
れ、ノード Cの下位にはノード Dが直結され、ノード Dの下位にはノード Eとノード Fが直結
された階層構造を有する。この、階層構造やルートノード、ノード IDを決定する手順は以
下のようになる。
【００５３】
バスリセットが発生した後、各ノードの接続状況を認識するために、各ノードの直結され
ているポート間において、親子関係の宣言がなされる。ここでいう親子とは、階層構造の
上位が「親」、下位が「子」という意味である。図 10では、バスリセットの後、最初に親
子関係を宣言したのはノード Aである。前述したように、一つのポートだけが接続された
ノード（リーフ）から親子関係の宣言を開始することができる。これは、ポート数が「 1
」であればネットワークツリーの末端、つまりリーフノードであることが認識され、それ
らリーフノードの中で最も早く動作を行ったノードから親子関係が決定されて行くことに
なる。こうして親子関係の宣言を行ったノードのポートが、互いに接続された二つのノー
ドの「子」と設定され、相手ノードのノードが「親」と設定される。こうして、ノード A-
B間、ノード E-D間、ノード F-D間で「子 -親」の関係が設定される。
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【００５４】
さらに、階層が一つ上がって、複数のポートをもつノード、つまりブランチノードのうち
他ノードから親子関係の宣言を受けたノードから順次、上位のノードに対して親子関係を
宣言する。図 10ではまずノード D-E間、 D-F間の親子関係が決定された後、ノード Dがノー
ド Cに対して親子関係を宣言し、その結果、ノード D-C間で「子 -親」の関係が設定される
。ノード Dから親子関係の宣言を受けたノード Cは、もう一つのポートに接続されているノ
ード Bに対して親子関係を宣言し、これによってノード C-B間で「子 -親」の関係が設定さ
れる。
【００５５】
このようにして、図 10に示すような階層構造が構成され、最終的に接続されているすべて
のポートにおいて親となったノード Bが、ルートノードと決定される。なお、ルートノー
ドは一つのネットワーク構成中に一つしか存在しない。また、ノード Aから親子関係を宣
言されたノード Bが、速やかに、他のノードに対して親子関係を宣言した場合は、例えば
ノード Cなどの他のノードがルートノードになる可能性もあり得る。すなわち、親子関係
の宣言が伝達されるタイミングによっては、どのノードもルートノードになる可能性があ
り、ネットワーク構成が同一であっても、特定のノードがルートノードになるとは限らな
い。
【００５６】
ルートノードが決定されると、各ノード IDの決定モードに入る。すべてのノードは、決定
した自分の ID情報を、他のすべてのノードに通知するプロードキャスト機能をもっている
。なお、 ID情報は、ノード番号、接続されている位置の情報、もっているポートの数、接
続のあるポートの数、各ポートの親子関係の情報などを含む ID情報としてブロードキャス
トされる。
【００５７】
ノード番号の割当ては、前述したようにリーフノードから開始され、順に、ノード番号 =0
,1,2,…が割当てられる。そして ID情報のブロードキャストによって、そのノード番号は
割当て済みであることが認識される。
【００５８】
すべてのリーフノードがノード番号を取得し終わると、次はブランチノードへ移りリーフ
ノードに続くノード番号が割当てられる。リーフノードと同様に、ノード番号が割当てら
れたブランチノードから順に ID情報がブロードキャストされ、最後にルートノードが自己
の ID情報をブロードキャストする。従って、ルートノードは常に最大のノード番号を所有
することになる。
【００５９】
以上のようにして、階層構造全体の ID設定が終わり、ネットワーク構成が構築され、バス
の初期化作業が完了する。
［ノード管理のための制御情報］
ノード管理を行うための CSRアーキテクチャの基本的な機能として、図 4に示した CSRコア
がレジスタ上に存在する。それらレジスタの位置と機能を図 11に示すが、図中のオフセッ
トは 0xFFFFF0000000からの相対位置である。
【００６０】
CSRアーキテクチャでは、 0xFFFFF0000200からシリアルバスに関するレジスタが配置され
ている。それらのレジスタの位置と機能を図 12に示す。
【００６１】
また、 0xFFFFF0000800から始まる場所には、シリアルバスのノード資源に関する情報が配
置されている。それらのレジスタの位置と機能を図 13に示す。
【００６２】
CSRアーキテクチャでは、各ノードの機能を表すためコンフィグレーション ROMをもってい
るが、この ROMには最小形式と一般形式があり、 0xFFFFF0000400から配置される。最小形
式では図 14に示すようにベンダ IDを表すだけであり、このベンダ IDは 24ビットで表される
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全世界で固有の値である。
【００６３】
また、一般形式は図 15に示すような形式で、ノードに関する情報をもっているが、この場
合、ベンダ IDはルートディレクトリ (root_directory)にもつことができる。また、バス情
報ブロック (bus info block)とルートリーフ (root leaf)にはベンダ IDを含む 64ビットの
全世界で固有な装置番号をもっている。この装置番号は、バスリセットなどの再構成後に
継続してノードを認識するために使用される。
［シリアルバス管理］
1394シリアルバスのプロトコルは、図 3に示したように、フィジカルレイヤ 811、リンクレ
イヤ 812およびトランザクションレイヤ 814から構成されている。この中で、バス管理は、
CSRアーキテクチャに基づくノードの制御とバス資源管理のための基本的な機能を提供し
ている。
【００６４】
バス管理を行うノード（以下「バス管理ノード」と呼ぶ）は、同一バス上に唯一存在し、
シリアルバス上の他のノードに管理機能を提供するが、この管理機能にはサイクルマスタ
の制御や、性能の最適化、電源管理、伝送速度管理、構成管理などがある。
【００６５】
バス管理機能は、バスマネージャ、同期（アイソクロノス）リソースマネージャおよびノ
ード制御の三つの機能に大きく別けられる。ノード制御は、 CSRによってフィジカルレイ
ヤ 811、リンクレイヤ 812、トランザクションレイヤ 814およびアプリケーションにおける
ノード間通信を可能にする管理機能である。同期リソースマネージャは、シリアルバス上
で同期型のデータ転送を行うために必要になる管理機能で、同期データの転送帯域幅とチ
ャネル番号の割当てを管理するものである。この管理を行うためにバス管理ノードは、バ
スの初期化後に、同期リソースマネージャ機能をもつノードの中から動的に選出される。
【００６６】
また、バス上にバス管理ノードが存在しない構成では、電源管理やサイクルマスタの制御
のようなバス管理の一部の機能を同期リソースマネージャ機能をもつノードが行う。さら
にバス管理は、アプリケーションに対してバス制御のインタフェイスを提供するサービス
を行う管理機能であり、その制御インタフェイスにはシリアルバス制御要求 (SB_コントロ
ール .request)、シリアルバスイベント制御確認 (SB_コントロール .confirmation)、シリ
アルバスイベント通知 (SB_EVENT.indication)がある。
【００６７】
シリアルバス制御要求は、バスのリセット、バスの初期化、バスの状態情報などを、アプ
リケーションからバス管理ノードに要求する場合に利用される。シリアルバスイベント制
御確認は、シリアルバス制御要求の結果で、バス管理ノードからアプリケーションに確認
通知される。シリアルバスイベント通知は、バス管理ノードからアプリケーションに対し
て、非同期に発生されるイベントを通知するためのものである。
［データ転送プロトコル］
1394シリアルバスのデータ転送は、周期的に送信する必要のある同期データ（同期パケッ
ト）と、任意タイミングのデータ送受信が許容される非同期データ（非同期パケット）と
が同時に存在し、なおかつ、同期データのリアルタイム性を保証している。データ転送で
は、転送に先立ってバス使用権を要求し、バスの使用許可を得るためのバスアービトレー
ションが行われる。
【００６８】
非同期転送においては、送信ノード IDおよび受信ノード IDが転送データと一緒にパケット
データとして送られる。受信ノードは、自分のノード IDを確認してパケットを受取るとア
クノリッジ信号を送信ノードに返すことで、一つのトランザクショが完了する。
【００６９】
同期転送においては、送信ノードが伝送速度とともに同期チャネルを要求し、チャネル ID
が転送データと一緒にパケットデータとして送られる。受信ノードは、所望するチャネル
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IDを確認してデータパケットを受取る。必要になるチャネル数と伝送速度はアプリケーシ
ョンレイヤ 816で決定される。
【００７０】
これらのデータ転送プロトコルは、フィジカルレイヤ 811、リンクレイヤ 812およびトラン
ザクションレイヤ 814の三つのレイヤによって定義される。フィジカルレイヤ 811は、バス
との物理的・電気的インタフェイス、ノード接続の自動認識、ノード間のバス使用権のバ
スアービトレーションなどを行う。リンクレイヤ 812は、アドレッシング、データチェッ
ク、パケット送受信、そして同期転送のためのサイクル制御を行う。トランザクションレ
イヤ 814は、非同期データに関する処理を行う。以下、各レイヤにおける処理について説
明する。
［フィジカルレイヤ］
次に、フィジカルレイヤ 811におけるバスアービトレーションを説明する。
【００７１】
1394シリアルバスは、データ転送に先立って、必ず、バス使用権のアービトレーションを
行う。 1394シリアルバスに接続された各機器は、ネットワーク上を転送される信号をそれ
ぞれ中継することによって、ネットワーク内のすべての機器に同信号を伝える論理的なバ
ス型ネットワークを構成するので、パケットの衝突を防ぐ意味でバスアービトレーション
が必要である。これによって、ある時間には、一つのノードだけが転送を行うことができ
る。
【００７２】
図 16はバス使用権の要求を説明する図、図 17はバス使用の許可を説明する図である。バス
アービトレーションが始まると、一つもしくは複数のノードが親ノードに向かって、それ
ぞれバスの使用権を要求する。図 16においては、ノード Cとノード Fがバス使用権を要求し
ている。この要求を受けた親ノード（図 16ではノード A）は、さらに親ノードに向かって
、バスの使用権を要求することで、ノード Fによるバスの使用権の要求を中継する。この
要求は最終的に、アービトレーションを行うルートノードに届けられる。
【００７３】
バスの使用権の要求を受けたルートノードは、どのノードにバスの使用権を与えるかを決
める。このアービトレーション作業はルートノードのみが行えるものであり、アービトレ
ーションに勝ったノードにはバスの使用許可が与えるられる。図 17は、ノード Cにバスの
使用許可が与えられ、ノード Fのバスの使用権の要求は拒否された状態を示している。
【００７４】
ルートノードは、バスアービトレーションに負けたノードに対しては DP(data prefix)パ
ケットを送り、そのバスの使用権の要求が拒否されたことを知らせる。バスアービトレー
ションに負けたノードのバスの使用権の要求は、次回のバスアービトレーションまで待た
されることになる。
【００７５】
以上のようにして、アービトレーションに勝ってバス使用の許可を得たノードは、以降、
データ転送を開始することができる。ここで、バスアービトレーションの一連の流れを図
18に示すフローチャートにより説明する。
【００７６】
ノードがデータ転送を開始できるためには、バスがアイドル状態であることが必要である
。先に開始されたデータ転送が終了し、現在、バスがアイドル状態にあることを確認する
ためには、各転送モードで個別に設定されている所定のアイドル時間ギャップ長（例えば
、サブアクションギャップ）の経過を検出し、所定のギャップ長が検出された場合、各ノ
ードはバスがアイドル状態になったと判断する。各ノードは、ステップ S401で、非同期デ
ータ、同期データなどそれぞれ転送するデータに応じた所定のギャップ長が検出されたか
否かを判断する。所定のギャップ長が検出されない限り、転送を開始するために必要なバ
ス使用権を要求することはできない。
【００７７】
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各ノードは、ステップ S401で所定のギャップ長が検出されると、ステップ S402で転送すべ
きデータがあるか判断し、ある場合はステップ S403でバスの使用権を要求する信号をルー
トに対して発信する。このバスの使用権の要求を表す信号は、図 16に示すように、ネット
ワーク内の各機器に中継されながら、最終的にルートノードに届けられる。ステップ S402
で転送するデータがないと判断した場合は、ステップ S401に戻る。
【００７８】
ルートノードは、ステップ S404でバスの使用権を要求する信号を一つ以上受信したら、ス
テップ S405で使用権を要求したノードの数を調べる。ステップ S405の判定により、使用権
を要求したノードが一つだったら、そのノードに、直後のバス使用許可が与えられること
になる。また、使用権を要求したノードが複数だったら、ステップ S406で直後のバス使用
許可を与えるノードを一つに絞るアービトレーション作業が行われる。このアービトレー
ション作業は、毎回同じノードばかりにバスの使用許可を与えるようなことはなく、平等
にバスの使用許可を与えるようになっている（フェア・アービトレーション）。
【００７９】
ルートノードの処理は、ステップ S407で、ステップ S406のアービトレーションに勝った一
つのノードと、敗れたその他のノードとに応じて分岐する。アービトレーションに勝った
一つのノード、またはバスの使用権を要求したノードが一つの場合は、ステップ S408でそ
のノードに対してバスの使用許可を示す許可号が送られる。この許可信号を受信したノー
ドは、直後に転送すべきデータ（パケット）の転送を開始する (ステップ S410)。また、ア
ービトレーションに敗れたノードにはステップ S409で、バス使用権の要求が拒否されたこ
とを示す DP(data prefix)パケットが送られる。 DPパケットを受取ったノードの処理は、
再度、バスの使用権を要求するためにステップ S401まで戻る。ステップ S410におけるデー
タの転送が完了したノードの処理もステップ S401へ戻る。
［トランザクションレイヤ］
トランザクションの種類には、リードトランザクション、ライトトランザクションおよび
ロックトランザクションの三種類がある。
【００８０】
リードトランザクションでは、イニシエータ（要求ノード）がターゲット（レスポンスノ
ード）のメモリの特定アドレスからデータを読取る。ライトトランザクションでは、イニ
シエータがターゲットのメモリの特定アドレスにデータを書込む。また、ロックトランザ
クションでは、イニシエータからターゲットに参照データと更新データを転送する。その
参照データは、ターゲットのアドレスのデータと組み合わされて、ターゲットの特定のア
ドレスを指示する指定アドレスになる。そして、この指定アドレスのデータが更新データ
により更新される。
【００８１】
図 19はトランザクションレイヤ 814における CSRアーキテクチャに基づくリード、ライト、
ロックの各コマンドの要求・レスポンスプロトコルを示す図で、図に示す要求、通知、レ
スポンスおよび確認は、トランザクションレイヤ 814でのサービス単位である。
【００８２】
トランザクション要求 (TR_DATA.request)はレスポンスノードに対するパケットの転送、
トランザクション通知 (TR_DATA.indication)はレスポンスノードに要求が届いたことの通
知、トランザクションレスポンス (TR_DATA.レスポンス )はアクノリッジの送信、トランザ
クション確認 (TR_DATA.confirmation)はアクノリッジの受信である。
［リンクレイヤ］
図 20はリンクレイヤ 812におけるサービスを示す図で、レスポンスノードに対するパケッ
トの転送を要求するリンク要求 (LK_DATA.request)、レスポンスノードにパケット受信を
通知するリンク通知 (LK_DATA.indication)、レスポンスノードからのアクノリッジ送信の
リンクレスポンス (LK_DATA.レスポンス )、要求ノードのアクノリッジ送信のリンク確認 (L
K_DATA.confirmation)のサービス単位に分けられる。一つのパケット転送プロセスはサブ
アクションと呼ばれ、非同期サブアクションと同期サブアクションの二つの種類がある。
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以下では、各サブアクションの動作について説明する。
［非同期サブアクション］
非同期サブアクションは非同期データ転送である。図 21は非同期転送における時間的な遷
移を示す図である。図 21に示す最初のサブアクションギャップは、バスのアイドル状態を
示すものである。このアイドル時間が所定値になった時点で、データ転送を希望するノー
ドがバス使用権を要求し、バスアービトレーションが実行される。
【００８３】
バスアービトレーションによりバスの使用が許可されると、次に、データがパケット転送
され、このデータを受信したノードは、 ACKギャップという短いギャップの後、受信確認
用返送コード ACKを返してレスポンスするか、レスポンスパケットを返送することでデー
タ転送が完了する。 ACKは 4ビットの情報と 4ビットのチェックサムからなり、成功、ビジ
ー状態またはペンディング状態であることを示す情報を含み、すぐにデータ送信元のノー
ドに返される。
【００８４】
図 22は非同期転送用パケットのフォーマットを示す図である。パケットには、データ部お
よび誤り訂正用のデータ CRCのほかにヘッダ部があり、そのヘッダ部には目的ノード ID、
ソースノード ID、転送データ長や各種コードなどが書込まれている。
【００８５】
また、非同期転送は送信ノードから受信ノードへの一対一の通信である。送信元ノードか
ら送り出されたパケットは、ネットワーク中の各ノードに行き渡るが、各ノードは自分宛
てのパケット以外は無視するので、宛先に指定されたノードだけがそのパケットを受取る
ことになる。
［スプリットトランザクション］
トランザクションレイヤ 814におけるサービスは、図 19で示したトランザクション要求お
よびトランザクションレスポンスのセットで行われる。ここで、ターゲット（レスポンス
ノード）のリンクレイヤ 812およびトランザクションレイヤ 814における処理が充分高速で
あれば、要求とレスポンスをリンクレイヤ 812のそれぞれ独立したサブアクションで処理
せず、一つのサブアクションで処理することが可能になる。しかし、ターゲットの処理速
度が遅い場合は、要求とレスポンスを個別のトランザクションで処理する必要がある。そ
して、この動作をスプリットトランザクションと呼ぶ。
【００８６】
図 23はスプリットトランザクションの動作例を示す図で、イニシエータ（要求ノード）の
コントローラからのライト要求に対して、ターゲットはペンディングを返す。これにより
、ターゲットは、コントローラのライト要求に対する確認情報を返すことができ、データ
を処理するための時間を稼ぐことができる。そして、データ処理に充分な時間が経過した
後、ターゲットは、ライトレスポンスをコントローラに通知してライトトランザクション
を終了させる。なお、このときの要求とレスポンスのサブアクションの間には、他のノー
ドによるリンクレイヤ 812の操作が可能である。
【００８７】
図 24はスプリットトランザクションを行う場合の転送状態の時間的遷移例を示す図で、サ
ブアクション 1は要求サブアクションを、サブアクション 2はレスポンスサブアクションを
それぞれ表している。
【００８８】
サブアクション 1で、イニシエータはライト要求を表すデータパケットをターゲットに送
り、これを受けたターゲットはアクノリッジパケットにより上記の確認情報を示すペンデ
ィングを返すことで要求サブアクションが終了する。
【００８９】
そして、サブアクションギャップが挿入された後、サブアクション 2で、ターゲットはデ
ータパケットが無データであるライトレスポンスを送り、これを受けたイニシエータはア
クノリッジパケットでコンプリートレスポンスを返すことでレスポンスサブアクションが
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終了する。
【００９０】
なお、サブアクション 1の終了からサブアクション 2の開始に至る時間は、最小はサブアク
ションギャップに相当する時間であり、最大はノードに設定された最大待ち時間まで伸ば
すことが可能である。
［同期サブアクション］
1394シリアルバスの最大の特徴であるともいえるこの同期転送は、とくに AVデータなどの
リアルタイム転送を必要とするデータの転送に適している。また、非同期転送が一対一の
転送であるのに対し、この非同期転送はブロードキャスト機能によって、一つの送信元ノ
ードから他のすべてのノードへ一様にデータを転送することができる。
【００９１】
図 25は同期転送における時間的な遷移を示す図で、同期転送はバス上で一定時間毎に実行
され、この時間間隔を同期サイクルと呼ぶ。同期サイクル時間は 125μ sである。この同期
サイクルの開始を示し、各ノードの動作を同期させる役割を担っているのがサイクルスタ
ートパケット (CSP)2000である。 CSP2000を送信するのは、サイクルマスタと呼ばれるノー
ドであり、一つ前のサイクル内の転送が終了し、所定のアイドル期間（サブアクションギ
ャップ 2001）を経た後、本サイクルの開始を告げる CSP2000を送信する。つまり、この CSP
2000が送信される時間間隔が 125μ Sになる。
【００９２】
また、図 25にチャネル A、チャネル Bおよびチャネル Cと示すように、一つの同期サイクル
内において複数種のパケットにチャネル IDをそれぞれ与えることにより、それらのパケッ
トを区別して転送することができる。これにより、複数ノード間で、略同時に、リアルタ
イム転送が可能であり、また、受信ノードは所望するチャネル IDのデータのみを受信すれ
ばよい。このチャネル IDは、受信ノードのアドレスなどを表すものではなく、データに対
する論理的な番号に過ぎない。従って、送信されたあるパケットは、一つの送信元ノード
から他のすべてのノードに行き渡る、つまりブロードキャストされることになる。
【００９３】
同期転送によるパケット送信に先立ち、非同期転送と同様に、バスアービトレーションが
行われる。しかし、非同期転送のように一対一の通信ではないので、同期転送には受信確
認用の返送コードの ACKは存在しない。
【００９４】
また、図 25に示した isoギャップ（同期ギャップ）は、同期転送を行う前にバスがアイド
ル状態であることを確認するために必要なアイドル期間を表している。この所定のアイド
ル期間を検出したノードは、バスがアイドル状態にあると判断し、同期転送を行いたい場
合はバス使用権を要求するのでバスアービトレーションが行われることになる。
【００９５】
図 26は同期転送用のパケットフォーマット例を示す図である。各チャネルに分けられた各
種のパケットには、それぞれデータ部および誤り訂正用のデータ CRCのほかにヘッダ部が
あり、そのヘッダ部には図 27に示すような、転送データ長、チャネル番号、その他各種コ
ードおよび誤り訂正用のヘッダ CRCなどが書込まれている。
［バス・サイクル］
実際に、 1394シリアルバスにおいては、同期転送と非同期転送が混在できる。図 28は同期
転送と非同期転送が混在するときの転送状態の時間的遷移を示す図である。
【００９６】
ここで、前述したように同期転送は非同期転送より優先して実行される。その理由は、 CS
Pの後、非同期転送を起動するために必要なアイドル期間のギャップ（サブアクションギ
ャップ）よりも短いギャップ（アイソクロナスギャップ）で、同期転送を起動できるから
である。従って、非同期転送より同期転送は優先して実行されることになる。
【００９７】
図 28に示す一般的なバスサイクルにおいて、サイクル＃ mのスタート時に CSPがサイクルマ
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スタから各ノードに転送される。 CSPによって、各ノードの動作が同期され、所定のアイ
ドル期間（同期ギャップ）を待ってから同期転送を行おうとするノードはバスアービトレ
ーションに参加し、パケット転送に入る。図 28ではチャネル e、チャネル sおよびチャネル
kが順に同期転送されている。
【００９８】
このバスアービトレーションからパケット転送までの動作を、与えられているチャネル分
繰り返し行った後、サイクル＃ mにおける同期転送がすべて終了すると、非同期転送を行
うことができるようになる。つまり、アイドル時間が、非同期転送が可能なサブアクショ
ンギャップに達することによって、非同期転送を行いたいノードはバスアービトレーショ
ンに参加する。ただし、非同期転送が行えるのは、同期転送の終了から、次の CSPを転送
すべき時間 (cycle synch)までの間に、非同期転送を起動するためのサブアクションギャ
ップが検出された場合に限られる。
【００９９】
図 28に示すサイクル＃ mでは、三つのチャネル分の同期転送の後、非同期転送により ACKを
含む 2パケット（パケット 1、パケット 2）が転送されている。この非同期パケット 2の後、
サイクル m+1をスタートすべき時間 (cycle synch)に至るので、サイクル＃ mにおける転送
はこれで終わる。ただし、非同期または同期転送中に次の CSPを送信すべき時間 (cycle sy
nch)に至ったら、転送を無理に中断せず、その転送が終了した後にアイドル期間を経て次
の同期サイクルの CSPを送信する。すなわち、一つの同期サイクルが 125μ s以上続いたと
きは、その延長分、次の同期サイクルは基準の 125μ sより短縮される。このように同期サ
イクルは 125μ sを基準に超過、短縮し得るものである。
【０１００】
しかし、同期転送はリアルタイム転送を維持するために、必要であれば毎サイクル実行さ
れ、非同期転送は同期サイクル時間が短縮されたことによって次以降の同期サイクルに延
期されることもある。サイクルマスタは、こういった遅延情報も管理する。
【０１０１】
【データ転送処理】
［データ転送プロトコル］
図 29は、 1394シリアルバス上におけるデータ転送のためのプロトコルスタックを説明する
ための図である。
【０１０２】
アプリケーションは、しばしば画像データといった大量のデータを、デバイス間でやり取
りする必要がある。そのような場合に、データ転送に関わるハードウェア技術の細部、制
限事項、データのエラー再転送の処理等をアプリケーションプログラムから分離するため
に、アプリケーションに信頼性のあるデータ転送サービスを提供し、汎用的なインタフェ
ースを定める必要がある。
【０１０３】
そこで本実施形態においては、アプリケーションプログラムがデータ転送を行なう際に、
図 29に示すような階層化されたプロトコル体系を用いる。図 29は、上から順にアプリケー
ションレイヤ 29-1、セッションレイヤ 29-2、トランザクションレイヤ 29-3、以下、 IEEE13
94で定められた 1394トランザクションレイヤ 29-4、 1394フィジカルレイヤ 29-5を示す。こ
こで、 1394トランザクションレイヤ 29-4が上述した図 3に示すトランザクションレイヤ 814
に、 1394フィジカルレイヤ 29-5がリンクレイヤ 812及びフィジカルレイヤ 811に相当する。
【０１０４】
本実施形態においてデータを送信するデバイスは、以下のような動作をする。まずデータ
転送アプリケーション 29-1は、画像データ等の大量のデータを、データ転送 APIのような
抽象化されたインタフェースを用いて下位のセッションレイヤ 29-2に渡す。セッションレ
イヤ 29-2は、アプリケーションデータを図 30で定義されているブロックレジスタ 30-3の単
位に分割し、下位のトランザクションレイヤ 29-3に順次渡していく。トランザクションレ
イヤ 29-3は、ブロックレジスタ 30-3単位のアプリケーションデータを、下位の 1394トラン
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ザクションレイヤ 29-4のライトトランザクションに適した単位に分割し、 1394トランザク
ション 29-4のライトトランザクションサービスインタフェースを呼び出す。 1394トランザ
クションレイヤ 29-4及び 1394フィジカルレイヤ 29-5は、 IEEE1394で定義された手段で、上
記分割されたアプリケーションデータを他のデバイスに転送する。
【０１０５】
また、データを受信するデバイスは、以下のような動作をする。送信側から転送されてき
た適切に分割されたデータは、 1394フィジカルレイヤ 29-5及び 1394トランザクションレイ
ヤ 29-4により、トランザクションレイヤ 29-3で定義されるデータ受信デバイスのブロック
レジスタ 30-3に、順次書き込まれる。トランザクションレイヤ 29-3は、ブロックレジスタ
30-3に順次書き込まれてくるデータを再構成し、 1ブロックレジスタ単位のデータに組み
立て、上位のセッションレイヤ 29-2に渡す。セッションレイヤ 29-2は、上記 1ブロックレ
ジスタ単位のデータを順次受け取り、データストリームの形に再構成してアプリケーショ
ン 29-1に渡す。データ受信側アプリケーション 29-1は、抽象化されたインタフェースを介
して、データ送信側デバイスから画像データ等の大量のデータを受け取る。
[レジスタ構成 ]
図 30は、図 29のトランザクションレイヤ 29-3がデバイス同士でデータ転送を行うためのレ
ジスタ構成を示した図であり、 1394シリアルバスの初期ユニット空間 (図 4のユニット空間
で示される )に配置される。デバイスはデータ転送を行うに先立って、転送相手のレジス
タが配置されているアドレス、サイズを予め知っており、データ転送を行うためにこれら
のレジスタを使用する。レジスタは実際のデータを書き込むブロックレジスタ 30-3と、ブ
ロックレジスタ 30-3への書き込み制御 (書き込み完了通知 )を行うためのコントロールレジ
スタ 30-1と、コントロールレジスタ 30-1への書き込み完了通知に対して、書き込まれたデ
ータの正否 (ACK/NACK)を返答するためのレスポンスレジスタ 30-2から構成される。コント
ロールレジスタ 30-1とレスポンスレジスタ 30-2を合わせて、ブロックマネージメントレジ
スタと呼ぶ。これらのレジスタは、画像データを転送する画像供給デバイスと、画像デー
タを受けて印字を行うプリンタの双方に準備され、相互にデータ転送を行うことが可能で
ある。
【０１０６】
図 31に、図 30に示したレジスタを用いたコマンドの転送の概要を示す。これは、画像供給
デバイスからプリンタへのコマンド転送の例であり、画像供給デバイスは、プリンタに送
るべきコマンドデータをプリンタ側のブロックレジスタ 31-6に書き込む (コマンド 31-9)。
次に、画像供給デバイスはプリンタ側のコントロールレジスタ 31-4にコマンドデータの転
送終了を通知するための書き込みを行う (コントロール 31-7)。プリンタは、正常にデータ
を受け取れたか否かを画像供給デバイスに返答するために、画像供給デバイスのレスポン
スレジスタに ACKあるいは NACKに相当する内容を書き込む (レスポンス 31-8)。
【０１０７】
以上の手順で、画像供給デバイスからプリンタのレジスタへの、コマンドの書き込みと、
該書き込みに対する返答が行われる。プリンタから ACKの返答が画像供給デバイスのレス
ポンスレジスタに書き込まれれば、コマンドは正常にプリンタに受け取られたことを示し
、 NACKが戻された場合には、何らかの理由でデータが正しくプリンタへ送られていないこ
とを示す。返答が NACKである場合には、画像供給デバイスはエラーに対する終了処理やコ
マンドの再転送処理等、何らかのエラー処理を行う必要がある。
【０１０８】
図 32は、図 31でレジスタに書き込まれたコマンドに対する返答を、プリンタから画像供給
デバイスに戻す場合の手順を示している。プリンタは画像供給デバイスに送るべきリプラ
イ (返答 )を画像供給デバイス側のブロックレジスタ 32-3に書き込む (リプライ 32-9)。次に
プリンタは、画像供給デバイス側のコントロールレジスタ 32-1にリプライの転送終了を通
知するための書き込みを行う (コントロール 32-7)。画像供給デバイスは、正常にデータを
受け取れたか否かをプリンタに返答するために、画像供給デバイスのレスポンスレジスタ
32-5に ACKあるいは NACKに相当する内容を書き込む (レスポンス 32-8)。
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【０１０９】
以上の手順で、プリンタから画像供給デバイスのレジスタへの、リプライの書き込みと、
該書き込みに対する返答が行われる。画像供給デバイスから ACKの返答がプリンタのレス
ポンスレジスタに書き込まれば、リプライは正常に画像供給デバイスに受け取られたこと
を示し、 NACKが戻された場合には、何らかの理由でデータが正しく画像供給デバイスへ送
られていないことを示す。返答が NACKである場合には、プリンタはエラーに対する終了処
理やコマンドの再転送処理等、何らかのエラー処理を行う必要がある。
【０１１０】
以上、図 31，図 32を参照して、画像供給デバイスからプリンタへのコマンド及びそれに対
するリプライの転送手順を示した。これらが一般的なコマンドとリプライの手順である。
なお、コマンドによってはリプライを必要としないものも考えられ、この場合には図 32に
示した手順が実行されないことになる。これらはコマンドごとに決める事ができる。
【０１１１】
図 33は、ブロックレジスタ 33-1と、装置が内部的に有するバッファとの関係を示した図で
ある。ブロックレジスタ 33-1と同じ大きさを持つ複数のバッファ Blockbuffer[1]～ [n](33
-2～ 33-7)が装置内部に用意されており、ブロックレジスタ 33-1に対する書き込みが行わ
れると、 Blockbuffer[1]～ [n]に保存される。ブロックレジスタ 33-1に対する書き込みは
、内部バッファに空きがある場合、書き込まれたデータをバッファに保存した後、次に保
存ができる空きバッファがある場合に、 ACKを画像供給デバイスに返す。バッファに空き
がなくなると、最後のバッファに対する保存を行った後、空のバッファができるまで ACK
は画像供給デバイスに返されない。
【０１１２】
画像供給デバイスにおいては、プリンタ側にバッファの空きができて ACKが戻されるまで
、次のコマンドの転送は行えないことになる。プリンタにおいてバッファに空きができる
のは、印字を行うデータの場合、例えば Blockbuffer[1]のデータを印字のためのデータに
変換し、該バッファ内のデータが全部処理されるとバッファは空になり、再びブロックレ
ジスタ 33-1に書き込まれたデータを保存することができるようになる。
【０１１３】
図 34は、上部が図 30に示したコントロールレジスタ 30-1の構成を示しており、コントロー
ルコマンド 34-1にその制御内容が設定される。例えば、コントロールコマンド 34-1が 01h
であれば BLOCK COMPLETEを表し、すなわちブロックレジスタへの書き込み完了を示す。
【０１１４】
また、図 34の下部が図 30に示したレスポンスレジスタ 30-2の構成を示しており、レスポン
スコマンド 34-2にその返答内容が設定される。例えば、レスポンスコマンド 34-2が 01hで
あれば BLOCK ACKを表し、即ちコントロールレジスタ 30-1へ BLOCK COMPLETEが書き込まれ
た後、データが正しく受け取られたことを示し、 02hであれば BLOCK NACKを表し、即ちコ
ントロールレジスタ 30-1へ BLOCK COMPLETEが書き込まれた後、データが正しく受け取られ
なかったことを示す。
【０１１５】
これらのコントロールコマンドとレスポンスコマンドを用いることにより、ブロックレジ
スタへのデータの書き込み完了の通知とそれに対する返答を行うことができる。
【０１１６】
図 35は、ブロックレジスタ 30-3に書き込まれるコマンドの一般形式を示した図である。コ
マンドは、その識別子である CommandID35-1と、コマンドに付随する Parameter35-2からな
る。
【０１１７】
図 36は、実際のコマンドの例を示す図である。同図において、左側は画像データを転送す
るためのコマンド (SENDコマンド )であり、 CommandIDを SEND(36-1)とし、 Parameterとして
、転送する画像データである Image Data(36-2)を有する。このコマンドにより、画像供給
デバイスからプリンタへ印字を行うための画像データの転送を行うことができる。
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【０１１８】
また、図 36の右側は画像供給デバイスがプリンタの状態を示すステイタスをプリンタから
受け取るためのコマンド (GETSTATUSコマンド )であり、 CommandIDを GETSTATUS(36-3)とし
、 Parameterは有しない。即ち、 GETSTATUSコマンドでは Parameterを必要としない。
【０１１９】
これらのコマンドが、図 31のコマンド 31-9として画像供給デバイスからプリンタへ転送さ
れる。但し、上記 SENDコマンドの場合、画像データはブロックレジスタ 30-3の大きさに比
べて大きい場合が普通であり、この場合にはブロックレジスタ 30-3に合ったサイズでの書
き込みを複数回行うことになる。
【０１２０】
図 37は、図 36に示したコマンドに対するリプライを示す図である。同図において、左側は
SENDコマンドに対するリプライ (SENDリプライ )である。このリプライは、 SENDコマンドに
対してプリンタから画像供給デバイスにコマンドの実行ステイタスを戻すものであり、 SE
NDリプライ 37-1と、コマンドの実行ステイタスを示す SENDリプライステイタス 37-2から構
成される。
【０１２１】
また、図 37の右側は GETSTATUSコマンドに対するリプライである。このリプライは、 GETST
ATUSコマンドに対してプリンタから画像供給デバイスにプリンタのステイタスを戻すもの
である。
【０１２２】
これらのリプライが、図 32のリプライ 32-9としてプリンタから画像供給デバイスへ転送さ
れる。
【０１２３】
図 36，図 37に示したコマンドとリプライにより、図 29に示した画像供給デバイスのアプリ
ケーションが、プリンタのアプリケーションに対してイメージデータの転送による印字要
求、及びプリンタのステイタス取得を行なうことが可能となる。
【０１２４】
図 38は、図 37の GETSTATUSリプライで戻される、プリンタステイタス 38-1の詳細を示した
図であり、例えば、紙なし、エラー、ビジー等のステイタスを持つことができる。画像供
給デバイスはこのステイタスにより、プリンタの現在の状態を知ることができる。例えば
、画像供給デバイスにプリンタの用紙切れを知ることができ、この場合には画像供給デバ
イスのユーザにその旨を報知することもできる。また、プリンタにエラーが発生している
ような場合には、印字を行わないように制御することも可能となる。
【０１２５】
図 39は、 SENDコマンドにより画像データ 39-1を送る際に、ブロックレジスタ 31-3に対して
画像データ 39-1のサイズが大きい場合を示す。この場合、一度には転送できないため、同
図に示すように画像データ 39-1をブロックレジスタ 30-3のサイズに合わせて分割し、複数
のコマンド 39-2～ 39-5として転送する。この処理は、図 29に示すセッションレイヤ 29-2で
行われる。以降、これら分割された一回のコマンド転送を、 WriteBlockと称する。従って
、大量の画像データを転送する場合、 WriteBlockが複数回実行されることになる。尚、画
像供給デバイスからプリンタのブロックレジスタ 31-6に転送された画像データは、図 33に
示したように、プリンタ側の内部的なバッファに保存される。
【０１２６】
そして、セッションレイヤ 29-2で制御されて WriteBlockされる画像データはさらに、トラ
ンザクションレイヤ 29-3において、 IEEE1394規格に準拠したデータ転送単位 (1934トラン
ザクション 39-6～ 39-9)に分解される。即ち 1394シリアルバス上において、 1394トランザ
クション 39-6単位でのデータ転送が複数回行われることにより、ブロックレジスタ 31-3の
全ての領域への画像データの書込みが遂行される。
[一般的なデータ転送制御 ]
図 40は、 Write Blockを繰り返し行なう場合の、画像供給デバイスとプリンタの一般的な
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制御手順を示す図である。画像供給デバイスはプリンタに対して、分割されたコマンド単
位で WriteBlockを行う。具体的には、 SENDコマンドが繰り返し転送される。
【０１２７】
まず、ステップ S40-1において、画像供給デバイスは第 1番目のコマンドをプリンタのブロ
ックレジスタ 31-6に書き込むための WriteBlockを行なう。そしてブロックレジスタ 31-3の
分のデータ書き込みが終了すると、ステップ S40-2において WriteBlockの完了を通知する B
LOCK COMPLETEをプリンタのコントロールレジスタ 31-4に書き込む。
【０１２８】
これに対して、プリンタはバッファの空きがあり、ブロックレジスタに書き込まれたコマ
ンドが正常であるため、ステップ S40-3で BLOCK ACKを画像供給デバイスへのレスポンスレ
ジスタ 31-2に書き込む。この場合の、 BLOCK COMPLETEの発生から BLOCK ACKが戻されるま
での応答時間を T1で示す。このような、 WriteBlockから BLOCK ACKまでの一連の処理 (ステ
ップ S40-1～ S40-3)により、一つのブロック単位での転送が終了する。以降、ステップ S40
-4～ S40-6に示されるように、プリンタの空きバッファがなくなるまで、 WriteBlockが繰
り返される。
【０１２９】
プリンタは、印字動作に従って送られたデータを消費してバッファを空とし、バッファの
再利用を行う。しかし、画像供給デバイスからのデータ転送がプリンタのバッファ消費速
度よりも速い場合、空きバッファが無くなるため、ステップ S40-7に示すプリンタの最終
バッファに対する WriteBlockが行われることになる。これは、画像供給デバイスはプリン
タのバッファに対する残り数などの情報を持たないため、 BLOCK ACKが戻されれば直ちに W
riteBlockを実行するためである。尚、図 40は、プリンタ側が n個のバッファを有している
場合を示している。
【０１３０】
ステップ S40-7において最終バッファに対して WriteBlockが行われ、更にステップ S40-8で
BLOCK COMPLETEが転送されると、この転送によってプリンタのバッファが一杯となるため
、バッファに空きができるまで、プリンタは BLOCK ACKを画像供給デバイスに転送できな
くなる。そのため、通常は BLOCK COMPLETEから BLOCK ACKまでの応答時間は T1で済んでい
たのに対し、バッファが空になるまでの T2時間の間、画像供給デバイスはデータ転送がで
きないことになる。そして T2が経過してプリンタから BLOCK ACKが戻された後、画像供給
デバイスは次のデータを転送することができるようになる。即ち、応答時間が T1よりもは
るかに長い T2となってしまう。
【０１３１】
図 41は、本実施形態における GETSTATUSコマンドの制御手順を示す図であり、 SENDコマン
ドにより画像データを転送している途中で GETSTATUSコマンドを実行する場合処理の流れ
を示している。
【０１３２】
WriteBlockを繰り返し行っている間に、プリンタのステイタスを取る必要がある場合、 GE
TSTATUSコマンドは定期的に実行される。即ち、 GETSTAUSコマンドが SENDコマンドの途中
で実行される。まずステップ S41-1～ 41-6まで SENDコマンドが実行され、所定時間になる
と、ステップ S41-7で GETSTATUSコマンドが実行される。
【０１３３】
以下、 GETSTATUSコマンド制御について詳細に説明する。まずステップ S41-8において、 Wr
iteBlockで GETSTATUSコマンドがプリンタのブロックレジスタに書き込まれる。次に、ス
テップ S41-9で BLOCK COMPLETEがプリンタのコントロールレジスタに書き込まれる。これ
に対して、ステップ S41-10でプリンタから画像供給デバイスのレスポンスレジスタに BLOC
K ACKが戻され、ステップ S41-11でプリンタ側から GETSTATUSリプライが画像供給デバイス
のブロックレジスタに書き込まれる。そしてステップ S41-12において、プリンタから BLOC
K COMPLETEが画像供給デバイスのコントロールレジスタに書き込まれ、ステップ S41-13で
それに対する BLOCK ACKがプリンタのレスポンスレジスタに戻される。
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【０１３４】
ステップ S41-7に示す一連の処理により、 GETSTATUSコマンドが SENDコマンド中に割り込み
実行される。そして GETSTATUSコマンドの実行後、ステップ S41-14～ S41-16において、中
断されていた SENDコマンドが再開される。即ち、 SENDコマンドの間に GETSTATUSコマンド
が割り込んで実行され、 GETSTATUSコマンドの終了を待って、 SENDコマンドが再開される
。
【０１３５】
従って画像供給デバイスは、 SENDコマンドの実行中であっても GETSTATUSコマンドによっ
てプリンタの現在のステイタスを得ることができ、プリンタの状況を確認しながらデータ
転送を行うことができる。この GETSTATUSコマンドの割り込み処理は、図 29に示すアプリ
ケーションレイヤ 29-1から指示され、セッションレイヤ 29-2で処理される。即ち、画像供
給デバイスのアプリケーションが SENDコマンドをセッションレイヤに指示した後、特定の
時間ごとに、プリンタのステイタスを得るために、アプリケーションがセッションレイヤ
に対して GETSTATUSコマンドを発行することを意味している。
【０１３６】
しかし、図 41に示した例において GETSTAUSコマンドが実行できるのは、プリンタのバッフ
ァに空きがある場合に限られる。例えば、図 40のステップ S40-8～ S40-9に示した、 WriteB
lockが行なえない応答時間 T2の間に、 GETSTATUSコマンドを実行する時間になってしまっ
た場合には、 GETSTATUSコマンドが転送できないという不都合が生じる。これは上述した
ように、プリンタ側に空きバッファが無いためであり、この応答時間 T2が長ければ、一定
の時間毎にプリンタのステイタスを得ることができなくなってしまう。このように、プリ
ンタ側におけるバッファの残り数によっては、プリンタステイタスが定期的に得られない
という問題が生じてしまうことがある。
【０１３７】
【本実施形態におけるデータ転送処理】
[ダミー処理概要 ]
本実施形態は、上述した図 29～図 41を参照して説明した一般的なコマンド転送における問
題を解決する。以下、この解決方法について詳細に説明する。尚、以下の説明は、上述し
た図 34，図 40を適当に変更したものであり、図 29～図 41の他の図については同様である。
【０１３８】
本実施形態においては、上述した図 34で示したコントロールレジスタ 30-1及びレスポンス
レジスタ 30-3の構成を、図 42に示すように変更したことを特徴とする。図 42の下部はレス
ポンスレジスタ 30-3の構成を示すが、 BLOCK count42-3が追加されていることを特徴とす
る。 BLOCK count42-3は、プリンタ側が持つ空きバッファの数を設定する部分であり、従
って本実施形態においては、プリンタは WriteBlockに対する ACK/NACKの他に、 BLOCK coun
tを画像供給デバイスに戻すことができる。
【０１３９】
図 43は、上述した図 36で示した SENDコマンド及び GETSTATUSコマンドの他に、本実施形態
で追加される DUMMYBLOCKコマンド (以下、単に DUMMYコマンドと称する )を示す。これは画
像供給デバイスからプリンタに送られるコマンドであり、画像供給デバイスはプリンタか
ら戻されるレスポンスにおいて BLOCK count42-3で示される空きブロック数が予め定めら
れた数よりも少なくなった場合に、 SENDのコマンドに代わってプリンタに送り出される。
プリンタ側は、この DUMMYコマンドを受け取ると、内部のブロックバッファ 33-2～ 33-7に
保存を行わず、かつ空きバッファの数を変えずに、 BLOCK ACK， NACKを画像供給デバイス
のレスポンスレジスタ 31-2に戻す。このように、 DUMMYコマンドは対応するリプライを持
たないコマンドである。尚、 DUMMYコマンド処理の詳細について後述する。
[DUMMYコマンド制御手順 ]
本実施形態においては、上述した図 40に示した WriteBlockのリピート処理を、図 44に示す
ように変更したことを特徴とし、その差異は以下の点にある。まず、図 40のステップ S40-
3等で示した BLOCK ACK返答に対して、図 44のステップ S44-3の BLOCK ACK返答においては残

10

20

30

40

50

(23) JP 3943722 B2 2007.7.11



りバッファ数を示す BLOCK count42-3がセットされている点である。そして更に、図 40で
は、ステップ S40-7で示した最終バッファへの WriteBlockとステップ S40-9で BLOCK ACKが
戻されるまでの応答時間 T2は転送待ちの状態となるのに対して、図 44では、ステップ S44-
9で BLOCK countが 1として BLOCK ACKが戻された場合、 BLOCK countが m(mは 1以外の値 )で BL
OCK ACKが戻されるまで、ステップ S44-10のダミー処理を行う点である。
【０１４０】
以下、本実施形態におけるダミー処理について説明する。まずステップ S44-11において、
画像供給デバイスが BLOCK ACKの BLOCK countが 1となったことを判断して、 SENDコマンド
に代えて DUMMYコマンドをプリンタのブロックレジスタに書き込む。そしてステップ S44-1
2において WriteBlockの完了を通知する BLOCK COMPLETEをプリンタのコントロールレジス
タに書き込む。するとステップ S44-13で画像供給デバイスのレスポンスレジスタに BLOCK 
ACKが戻されるが、この BLOCK ACKにセットされた BLOCK countが 1である限り、ステップ S4
4-13～ S44-14に示すように、プリンタのブロックレジスタへの DUMMYコマンドの書き込み
を継続する。
【０１４１】
尚、プリンタ側においては、ブロックレジスタに DUMMYコマンドが書き込まれると DUMMYコ
マンドであることを判定し、該 DUMMYコマンドをバッファに保存せずに BLOCK ACKを戻す。
従って、返答する時点の空きバッファの数が BLOCK countとして戻されるため、空きバッ
ファが増えていれば BLOCK countは増え、空きバッファが増えていなければ引き続き BLOCK
 countに 1をセットして BLOCK ACKを戻す。
【０１４２】
画像供給デバイスにおいては、ステップ S44-16で BLOCK ACKの BLOCK countに 1以外の数が
セットされて戻されると、ステップ S44-17～ S44-22において、ダミー処理で中断されてい
た SENDコマンドの転送処理を再開する。
【０１４３】
以上、図 44において示したように本実施形態においては、プリンタ側のバッファが空くま
でダミー処理を行うことができる。従って、プリンタ側のバッファに空きがない状態であ
っても、以下に示すように GETSTATUSコマンドを実行することができる。
[DUMMY， GETSTATUSコマンド制御手順 ]
以下、図 45に本実施形態における DUMMYコマンド及び GETSTATUSコマンドの制御手順を示す
。上述したように、図 44のステップ S44-9において BLOCK countが 1となった場合に、本実
施形態のダミー処理が実行される。図 45においては、ステップ S45-5がダミー処理を、ス
テップ S45-8がダミー処理中における GETSTATUSコマンド実行処理を示す。以下、ステップ
S45-8におけるダミー処理中の GETSTATUSコマンド実行処理について詳細に説明する。
【０１４４】
ステップ S45-5に示すダミー処理の間に、画像供給デバイスがプリンタのステイタスを取
り込むべき時期となった場合、画像供給デバイスはプリンタのブロックレジスタに書き込
んでいた DUMMYコマンドに代えて、 GETSTATUSコマンドの書き込み (ステップ S45-9)を行う
。尚、 GETSTATUSコマンドの実行処理は、上述した図 41と同様であるため、説明を省略す
る。
【０１４５】
そしてステップ S45-11において、 GETSTATUSコマンドに対して戻された BLOCK ACKにセット
された BLOCK countが依然として 1であれば、 GETSTATUSコマンド処理の実行後も、ステッ
プ S45-15～ S45-17に示すように、 BLOCK countが 1以外になるまで DUMMYコマンド処理が実
行される。
【０１４６】
ステップ S45-17において BLOCK countが 1以外の数が戻されると、ステップ S45-18以降、上
述した図 44において説明したのと同様に、 SENDコマンドの処理が再開される。
【０１４７】
以上、図 44，図 45を参照して説明したように本実施形態においては、まずプリンタ側のバ
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ッファの残り数を知ることができ、その残り数が 1となった場合にダミー処理が実行され
る。ダミー処理中、プリンタ側では DUMMYコマンドがバッファに保存されることが無いた
め、残りバッファ数が減ることは無い。従って、ダミー処理中に GETSTATUSコマンド等の
他のコマンドをブロックレジスタに書き込むことができる。即ち、図 40に示す例において
は、空きバッファがない間、即ち応答時間 T2の間は、 GETSTATUSコマンドを割り込んで発
行することができなかったが、本実施形態では DUMMYコマンドを設けたことにより、空き
バッファがなくても GETSTATUSコマンドを割り込み発行することができる。尚、この際の
画像供給デバイス、プリンタの各処理の詳細については、後述する。
[SEND前の DUMMYコマンド制御手順 ]
図 46は、本実施形態における SENDコマンド前の DUMMYコマンドの制御手順を示す図であり
、即ち、一番最初の SENDコマンドを実行する前に DUMMYコマンドを送る場合の手順を示す
。
【０１４８】
図 46において、ステップ S46-4が最初の SENDコマンドであり、それに先立ってステップ S46
-1～ S46-3において DUMMY処理が行われる。このように、まず DUMMYコマンド処理を最初に
行うことにより、バッファがまだ SENDコマンドによって使用されていない状態であるため
、ステップ S46-3で戻される BLOCK countnがプリンタの持つバッファの総数を示すため、 S
ENDコマンドを開始する前に、プリンタが持つバッファの総数を知ることができる。即ち
、バッファの使用を開始するのに先立って、バッファの総数を知ることが可能となる。
【０１４９】
例えばプリンタがバッファを 1つしか持たない場合にダミー処理を実行すると、 SENDコマ
ンドがいつまでも実行されず、 DUMMYコマンドが無限に繰り返されてしまうことが考えら
れる。従って、図 46に示すように、 SENDコマンドに先立って DUMMYコマンドを実行するこ
とで、プリンタのバッファ数が 1である場合にはダミー処理を行わないように制御するこ
とができる。
[トラフィック効率化 ]
図 47は、上述した図 44でも説明した、 DUMMYコマンドの制御手順を示す図であり、 BLOCK C
OMPLETEに対する BLOCK ACKの応答時間が T1であることを示す。このように、画像供給デバ
イスは BLOCK ACKが BLOCK countが 1にセットされて戻る限りにおいて、プリンタ側のブロ
ックレジスタへの DUMMYコマンドの書き込みを繰り返す。
【０１５０】
ここで、応答時間 T1が短いとダミー処理が数多く実行されることになり、バス上のトラフ
ィックを無駄に増加させることになる。これを画像供給デバイス側において解決するには
、 BLCOK ACK後、次の DUMMYコマンドをブロックレジスタに書き込むまでにタイマによって
時間計測を行い、ブロックレジスタに DUMMYコマンドが書き込まれる回数を調整する方法
が考えられる。しかし、この方法では画像供給デバイスの処理が増え、複雑になってしま
う。
【０１５１】
そこで本実施形態においては以下に示す方法により、 1394シリアルバス上のトラフィック
の効率化を実現する。
【０１５２】
図 48は、本実施形態においてトラフィックの増加を抑制するための DUMMYコマンド制御手
順を示す図である。図 48においては、プリンタが BLOCK COMPLETEに対して BLOCK ACKを戻
すまで (ステップ S48-2～ S48-3等 )の応答時間を、 T1よりも長い T1'に調整することを特徴
とする。これにより、画像供給デバイス側では BLOCK ACKが戻ればすぐに DUMMYコマンドを
プリンタのブロックレジスタへ書き込むことができる。
【０１５３】
また、応答時間 T1’をプリンタ側で制御できるため、印字速度やバッファの消費速度等、
プリンタ側の条件を考慮して T1'を調整することができる。
このように本実施形態においては、プリンタ側で応答時間を T1'に調整するだけで、画像
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供給デバイス側に処理を追加することなく、 1394シリアルバス上のトラフィックの効率化
を実現することができる。
【０１５４】
以下、本実施形態におけるデータ転送処理に関し、画像供給デバイス側及びプリンタ側の
それぞれについて詳細に説明する。
[画像供給デバイスにおける画像転送処理 ]
図 49は、本実施形態の画像供給デバイスにおける画像転送処理を示すフローチャートであ
る。ここで画像転送処理は、画像供給デバイスがプリンタに対して画像データを転送しプ
リンタで印字を行う処理であり、まずステップ S500において、 DUMMYコマンド書込み処理
を行う。これは上述した図 46において説明したように、相手のバッファの数を確認するた
めの処理である。次にステップ S501において、ステップ S500で戻された BLOCK countが 1で
あるか否かを判定し、 1であればステップ S502へ進んで ENADUMMYSENDflagを 0にセットする
。ここで ENADUMMYSENDflagは、 DUMMY処理を行うか否かを判定するためのフラグであり、 0
ならばダミー処理は行わず、 1であればダミー処理を行うことを示す。ステップ S501にお
いて BLOCK countが 1でなければ、ステップ S503へ進んで ENADUMMYSENDflagを 1にセットす
る。そしてステップ S504に進み、後述する SENDコマンド処理を実行する。
【０１５５】
図 50は、上記ステップ S504における画像供給デバイスの SENDコマンド処理の詳細を示すフ
ローチャートである。まずステップ S600において、 SNEDコマンド処理中に GETSTATUSコマ
ンドの要求があったか否かの判定を行う。本実施形態においては、タイマ処理により一定
時間ごとに GETSTATUSコマンドの割り込みがかかり、 GETSTATUSコマンド要求が設定される
。この GETSTATUSコマンドの割り込みの詳細については後述する。ステップ S600で GETSTAT
USコマンド要求があれば、ステップ S601へ進んで GETSTAUSコマンド処理を実行する。これ
は上述した図 38で説明したプリンタのステイタスを取り出す処理であり、 SNEDコマンド実
行中にプリンタにエラーや異常がないかを確認するために利用される。
【０１５６】
ステップ S601の GETSTATUSコマンド処理が終了すると、処理はステップ S600にもどる。ス
テップ S600で GETSTATUSコマンド要求がなければ、ステップ S602へ進んで BLOCK countが 1
であるかをチェックする。 BLOCK countが 1であれば、プリンタの持つ空きバッファが残り
1つであることを示しており、ステップ S603へ進んで ENADUMMYflagが 1であるかをチェック
する。 ENADUMMYBLOCKflagは DUMMYコマンド処理が実行可能であるか否かを示すフラグであ
り、上述した図 49のステップ S502， S503において、プリンタ側の持つ空きバッファの総数
に応じてその設定がなされる。ステップ S603で ENADUMMYBLOCKflagが 1でなければ、 DUMMY
コマンド処理は行わずにステップ S600へ戻る。この処理は、本実施形態において図 46に示
した、プリンタ側のバッファの総数が 1である場合に DUMMYコマンド処理を行わないように
する処理に相当する。ステップ S603で ENADUMMYBLOCKflagが 1であれば、ステップ S604へ進
んで、上述した図 45においてステップ S45-4で示した DUMMYコマンドの転送処理を実行する
。即ち、プリンタ側のバッファ総数が 1以上で BLOCK countが 1となった（プリンタの残り
空きバッファが１となった）場合に、 DUMMYコマンドの転送処理を行う。そして次にステ
ップ S606へ進む。
【０１５７】
一方、ステップ S602において BLOCK countが 1でなければステップ S605へ進み、 SENDコマン
ドの転送処理を実行する。これは、上述した図 45においてステップ S45-1， S45-18， S45-2
1に相当し、プリンタへ画像データを送る処理である。ここで、画像データが 1つのバッフ
ァに収まらないような場合、上述した図 39で示したように、該イメージデータは複数の SN
EDコマンドに分割されてプリンタのブロックレジスタに書き込まれる。ステップ S605は分
割された画像データの 1つを書き込む処理に相当し、ステップ S605が繰り返し実行される
ことにより、画像データ全体が転送される。
【０１５８】
次にステップ S606へ進み、プリンタ側のコントロールレジスタに BLOCK COMPLETEを書き込
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む。この BLOCK COMPLETEの書き込みにより、ブロックレジスタへのデータ書き込みの終了
がプリンタ側に通知される。
【０１５９】
次にステップ S607へ進み、タイムアウトかどうかをチェックする。即ち、ステップ S606で
プリンタのコントロールレジスタに BLOCK COMPLETEを書き込んでから、画像供給デバイス
のレスポンスレジスタに BLOCK ACK/NACKが戻されるまでの時間をタイマにより計測し、所
定時間が経過しても BLOCK ACK/NACKが戻されない場合に、タイムアウトとなる。ステップ
S607でタイムアウトととなった場合、ステップ S608へ進みタイムアウト処理を行なう。こ
こでタイムアウト処理は、ユーザに何らかの理由でタイムアウトが発生し、プリンタへの
データ送信がうまくいかなかったことを報知したり、プリンタへのデータ転送処理を終了
する処理である。タイムアウト処理後、 SENDコマンド処理は終了する。
【０１６０】
ステップ S607においてタイムアウトでない場合、ステップ S609へ進んでプリンタから画像
供給デバイスのレスポンスレジスタに BLOCK NACKが戻されたか否かをチェックする。 BLOC
K NACKが戻された場合、プリンタへ送ったデータに何らかの不具合があったため、ステッ
プ S610の NACK処理へ進む。ステップ S610の NACK処理は、タイムアウト処理と同様に何らか
の理由でプリンタへのデータ送信がうまくいかなかったため、プリンタへのデータ転送処
理を終了することを行う。 NACK処理後、 SENDコマンド処理は終了する。
【０１６１】
ステップ S609において BLOCK NACKでない場合、ステップ S611へ進んでプリンタから BLOCK 
ACKが戻されたか否かをチェックし、 BLOCK ACKでなければステップ S607へ戻る。 BLOCK AC
Kならばステップ S612へ進み、 SNEDコマンドが終了したか否かをチェックする。終了でな
ければステップ S600へ戻り、上述した処理を繰り返す。一方、ステップ S612で SENDコマン
ドが終了していれば、 SENDコマンド処理は終了となる。
【０１６２】
以上、図 50を参照して説明したように、本実施形態の画像供給デバイスにおいては、 SNED
， DUMMYコマンドの実行と SENDコマンド実行中の GETSTATUSコマンドの処理が行えることが
分かる。これは、上述した図 45で説明した DUMMY， GETSTATUSコマンド制御手順において画
像供給デバイス側の手順に相当する処理である。
【０１６３】
図 51は、上述した図 50のステップ S601に示した GETSTATUSコマンド処理の詳細を示すフロ
ーチャートであり、即ち、画像供給デバイスが、プリンタからステイタスを受け取るため
のコマンドをプリンタ側のブロックレジスタに書き込む処理である。まずステップ S700に
おいて、 GETSTATUSコマンドをプリンタ側のブロックレジスタに書き込む。これは、上述
した図 45のステップ S45-9に相当する。次にステップ S701へ進み、プリンタのコントロー
ルレジスタに BLOCK COMPLETEを書き込む。これは、図 45のステップ S45-10に相当する。次
にステップ S702へ進み、タイムアウトか否かをチェックする。即ち、ステップ S701でプリ
ンタのコントロールレジスタに BLOCK COMPLETEを書き込んでからプリンタからレスポンス
レジスタに BLOCK ACK/NACKが戻されるまでの応答時間を計測し、所定時間が経過しても BL
OCK ACK/NACKが戻されない場合にタイムアウトとなる。ステップ S702でタイムアウトとな
った場合、ステップ S703へ進んでタイムアウト処理を行なう。このタイムアウト処理は、
図 50に示したステップ S608と同様である。タイムアウト処理後、 GETSTATUSコマンド処理
は終了する。
【０１６４】
ステップ S702でタイムアウトでなければステップ S704へ進み、プリンタから画像供給デバ
イスのレスポンスレジスタに BLOCK NACKが戻されたか否かをチェックする。 BLOCK NACKが
戻された場合、プリンタへ送ったデータに何らかの不具合があったため、ステップ S705の
NACK処理へ進む。この NACK処理は、図 50のステップ S610と同様である。 NACK処理後、 GETS
TATUSコマンド処理は終了する。ステップ S704で BLOCK NACKでなければステップ S706へ進
み、プリンタから BLOCK ACKが戻されたか否かをチェックする。 BLOCK ACKでなければステ
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ップ S702へ戻る。以上、ステップ S702～ S706までの処理は、図 45のステップ S45-11に相当
する。
【０１６５】
次にステップ S707へ進み、ステップ S707～ S709により BLOCK COMPLETEまでのタイムアウト
をチェックする。これは、図 45のステップ S45-12～ S45-13のプリンタからの BLOCK COMPLE
TE応答時間を判定し、タイムアウトであれば BLOCK COMPLETEが所定時間内に届かなかった
ことを意味し、処理はステップ S708へ進む。即ち、ステップ S708はステップ S703と同様の
タイムアウト処理であり、その後、 GETSTATUSコマンド処理は終了する。ステップ S707で
タイムアウトでなければステップ S709へ進み、画像供給デバイスのコントロールレジスタ
に BLOCK COMPLETEが書き込まれたか否かをチェックする。 BLOCK COMPLETEでなければステ
ップ S707へ戻る。
【０１６６】
ステップ S709において BLOCK COMPLETEであればステップ S710へ進み、 GETSTATUSリプライ
を取り込む、これは、図 37の右側に示された GETSTATUSコマンドに対する返答であり、そ
の内容は図 38に示される。次にステップ S711で、ステップ S710のリプライが正常であった
か、即ち、戻されたステイタスが画像供給デバイスのブロックレジスタに正しく書き込ま
れたか否かを判定する。正しければ、ステップ S712でプリンタのレスポンスレジスタに BL
OCK ACKを書き込み、正しくなければ、ステップ S713で BLOCK NACKを書き込む。このステ
ップ S712， S713の処理が、図 45のステップ S45-14に相当する。そして GETSTATUSコマンド
処理は終了となる。
【０１６７】
以上、図 51で示した GETSTATUSコマンド処理 (図 45のステップ S45-8)により、画像供給デバ
イスはプリンタからステイタスを得ることができる。
【０１６８】
図 52は、画像供給デバイスにおけるタイマ割り込み処理の詳細を示すフローチャートであ
る。画像供給デバイスでは、一定時間ごとにこのタイマ割り込み処理が呼び出される。ま
ずステップ S800で GETSTATUSコマンド処理を行う時間であるか否かをチェックする。 GETST
ATUS実行時間であればステップ S801へ進み、 GETSTATUSコマンド要求をセットする。この
要求が図 50のステップ S600で判定されることにより、上述した GETSTATUSコマンド処理が
実行される。ステップ S801で要求セット後、タイマ処理は終了する。
[プリンタにおける画像転送処理 ]
図 53は、プリンタ側での SENDコマンド処理の詳細を示すフローチャートである。まずステ
ップ S900で、プリンタ側のコントロールレジスタに BLOCK COMPLETEが書き込まれたかをチ
ェックする。 BLOCK COMPLETEが書き込まれていなければステップ S901へ進み、印字処理を
実行した後ステップ S900へ戻る。この印字処理については後述する。ステップ S900でコン
トロールレジスタに BLOCK COMPLETEが書き込まれていれば、ステップ S902へ進んで書き込
まれたコマンドを取り込む。このコマンドは、上述した図 35に示したように、 CommandID3
5-1と Parameter35-2からなり、この CommandIDを調べることによりコマンドの種類を知る
ことができる。
【０１６９】
次にステップ S903へ進み、ブロックレジスタに書き込まれたコマンドが GETSTATUSコマン
ドであるか否か、即ち、 CommandIDが GETSTATUSコマンドを示しているかをチェックする。
GETSTATUSコマンドであればステップ S904へ進み、後述するプリンタ側の GETSTATUSコマン
ド処理を実行する。 GETSTATUSコマンド処理の実行後は、ステップ S900へ戻る。ステップ S
903で GETSTATUSコマンドでなければ、次に DUMMYコマンドか否かをチェックする。 DUMMYコ
マンドでなければ、該コマンドは SENDコマンドであるとしてステップ S906へ進み、 SENDコ
マンドによって送られた画像データが正常であるか否かをチェックする。正常でなければ
ステップ S907へ進み、画像供給デバイスのレスポンスレジスタに BLOCK NACKを書き込む。
これにより、画像データが正しく送られてこなかったことが画像供給デバイスに通知され
たことになる。
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【０１７０】
ステップ S906で画像データが正常であればステップ S908へ進み、ブロックレジスタへ書き
込まれた画像データを内部の適当なバッファへ移動する。これは即ち、ブロックレジスタ
内の画像データを図 33の 33-2～ 33-7で示したバッファのいずれかへ移動する処理である。
そしてステップ S909へ進み、残りの空きバッファ数を示す BLOCK countを 1減算する。次に
ステップ S910へ進み、画像供給デバイスのレスポンスレジスタに BLOCK ACKを書き込んで
ステップ S900へ戻る。
【０１７１】
ステップ S905においてコマンドが DUMMYコマンドであれば、ステップ S911へ進んで BLOCK c
ountが 1より大きいか否かをチェックする。大きければ、最終バッファでの DUMMYコマンド
ではないため、ステップ S910へ進んで画像供給デバイスのレスポンスレジスタに BLOCK AC
Kを書き込む。一方、ステップ S911で BLOCK countが 1であれば、ステップ S912へ進んで T1'
時間のウェイトを行う。ここで T1'は、上述した図 48に示す BLOCK COMPLETEに対して BLOCK
 ACKを戻すまでの応答時間であり、図 47に示す T1よりも長い時間が設定される。この T1'
時間により、 BLOCK ACKが戻されるまでの時間が調整され、結果として画像供給デバイス
からプリンタへ転送される DUMMYコマンド数を減らすことができる。
【０１７２】
以上、図 53に示した SENDコマンド処理により、プリンタ側での画像データ受け取り処理が
実行され、 SENDコマンド実行中に GETSTATUS， DUMMYコマンドの処理が可能となり、 BLOCK 
countで示される空きバッファ数により ACKを返す時間の調整ができる。
【０１７３】
図 54は、上述した図 53のステップ S901で示した印字処理を示すフローチャートである。ま
ずステップ S1000で、バッファにデータがあるか否かをチェックする。バッファにデータ
が無ければ印字処理は終了するが、データがあればステップ S1001へ進み、先頭バッファ
のデータを印字するための処理を行う。ここで先頭バッファとは、まだ印字処理がされて
いないデータの先頭にあるバッファを意味し、ステップ S1002において該先頭バッファが
空であるか否かをチェックする。先頭バッファが空でなければ印字処理は終了し、空であ
ればステップ S1003へ進んで BLOCK countに 1加算する。即ち、先頭バッファのデータがす
べて印字処理されて空きとなった場合に、空きバッファ数を 1つ増やす。そして印字処理
は終了する。以上の印字処理により、本実施形態における印字の実行と空きバッファ管理
が行える。
【０１７４】
図 55は、上述した図 53のステップ S904で示された、プリンタにおける GETSTATUSコマンド
処理の詳細を示すフローチャートである。これは、画像供給デバイスからの GETSTATUSコ
マンドに対してプリンタ側からその返答を戻す処理であり、まずステップ S1100で戻すべ
きステイタスを作成する。このステイタスの内容は上述した図 38に示した通りであり、プ
リンタの状態を調査して、対応する内容を設定する。次にステップ S1101において、 GETST
ATUSリプライを画像供給デバイスのブロックレジスタに書き込む。これは、上述した図 45
のステップ S45-12に相当する。
【０１７５】
次にステップ S1102において、画像供給デバイスのコントロールレジスタに BLOCK COMPLET
Eを書き込む。これは図 45のステップ S45-13に相当する。そして次にステップ S1103へ進み
、タイムアウトをチェックする。即ち、ステップ S1102で画像供給デバイスのコントロー
ルレジスタに BLOCK COMPLETEを書き込んでから、プリンタのレスポンスレジスタに BLOCK 
ACK/NACKが戻されるまでの時間を計測し、所定時間が経過しても BLOCK ACK/NACKが戻され
ない場合に、タイムアウトとなる。ステップ S1103でタイムアウトとなればステップ S1104
へ進み、タイムアウト処理を行なう。これは上述した図 50のステップ S608と同様の処理で
ある。タイムアウト処理後は、 GETSTATUSコマンド処理を終了する。
【０１７６】
ステップ S1103でタイムアウトでなければ、ステップ S1105へ進んで画像供給デバイスから
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プリンタのレスポンスレジスタに BLOCK NACKが戻されたか否かをチェックする。 BLOCK NA
CKが戻された場合、画像供給デバイスへ送ったデータに何らかの不具合があったため、ス
テップ S1106へ進んで図 50のステップ S610と同様の NACK処理を行なう。 NACK処理後、 GETST
ATUSコマンド処理は終了する。一方、ステップ S1105で BLOCK NACKでなければステップ S11
07へ進み、画像供給デバイスから BLOCK ACKが戻されたか否かをチェックする。 BLOCK ACK
でなければステップ S1103へ戻る。以上ステップ S1103～ S1107までの処理は、図 45のステ
ップ S45-14に相当する。そしてステップ S1107で BLOCK ACKであれば、 GETSTATUS処理は終
了する。
【０１７７】
以上、図 55に示したプリンタ側での GETSTATUSコマンド処理により、画像供給デバイスに
プリンタのステイタスが戻される。
【０１７８】
以上、図 42～図 55を参照して説明したように本実施形態によれば、画像供給デバイスは、
プリンタからレスポンスレジスタに書き込まれる BLOCK ACK/NACK及び BLOCK countにより
、プリンタが現在有する空きバッファ数を知ることができ、空きバッファ数が 1となった
場合に、 SENDコマンドに代えて DUMMYコマンドを送る処理が実行できる。また、 DUMMYコマ
ンド実行中に GETSTATUSコマンドが実行できるため、 SENDコマンドが実行中であっても、
任意に GETSTATUSコマンドを実行することができる。この DUMMYコマンドは、 SENDコマンド
等の他のコマンドに比べて少ないデータ量で構成することができるため、 1394シリアルバ
ス上のトラフィックに与える影響を最小限に留めることができる。
【０１７９】
また、プリンタ側で DUMMYコマンドが送られてくる時間間隔を調整することができるため
、画像供給デバイス側に負荷をかけることなく、 1394シリアルバス上のトラフィックを効
率化することができる。
【０１８０】
また、プリンタの総バッファ数が 1である場合には DUMMYコマンド処理を行わないようにす
ることで、必要な SENDコマンド処理を妨げないようにすることができる。
【第２実施形態】
以下、本発明に係る第 2実施形態について説明する。
[レジスタ構成 ]
図 56は、上述した第 1実施形態において図 34に示した一般的なコントロールレジスタ及び
レスポンスレジスタの構成を、第 2実施形態において改良した構成を示す図である。第 2実
施形態においては、図 56の下部に示すレスポンスレジスタ構成において、レスポンスコマ
ンド 56-2として 03hの BLOCK RETRYが追加されていることを特徴とする。ここで BLOCK RETR
Yとは、例えばプリンタ側が持つ空きバッファ数が 1となった場合等において、画像供給デ
バイスへ画像データの再転送を要求することを示す返答である。従って、レスポンスコマ
ンド 56-2が 03hであれば BLOCK RETRYを表し、即ち画像データの再転送を要求することを示
す。
【０１８１】
図 57は、第 2実施形態における RETRY， GETSTATUSコマンド制御手順を示す図であり、上述
した第 1実施形態において図 45に示した DUMMY， GETSTATUSコマンド制御手順に対応するも
のであるが、以下の点において図 45と異なることを特徴とする。まず、図 45のステップ S4
5-3では BLOCK countを 1で戻していたのに対し、図 57のステップ S57-3では BLOCK RETRYを
戻している点が異なる。そして、図 45のステップ S45-4ではブロックレジスタに DUMMYコマ
ンドを書き込んでいるのに対して、図 57のステップ S57-4では、ステップ S57-1に示す直前
の SENDコマンドと同じデータを書き込んでいる点が異なる。尚、図 57における他の処理は
図 45と同様であるため、説明を省略する。
【０１８２】
以下、第 2実施形態における画像供給デバイス側の処理及びプリンタ側の処理を、図 58～
図 60を参照して詳細に説明する。
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[画像供給デバイスにおける画像転送処理 ]
図 58は、第 2実施形態における画像供給デバイスの画像転送処理を示すフローチャートで
あり、実質的にステップ S1200における SENDコマンド処理を行なう。
【０１８３】
図 59は、上述したステップ S1200の SENDコマンド処理の詳細を示すフローチャートである
。まずステップ S1300で GETSTATUSコマンド要求があるか否かの判定を行う。尚、 GETSTATU
Sコマンドの起動は、第 1実施形態で示した図 52と同様に行われる。ステップ S1300で要求
があればステップ S1301へ進み、 GETSTAUSコマンド処理を実行する。この GETSTATUSコマン
ド処理は、第 1実施形態において図 51で示したプリンタのステイタスを取り出す処理と同
様である。ステップ S1301の GETSTATUSコマンド処理が終了すると、処理はステップ S1300
に戻る。
【０１８４】
ステップ S1300で GETSTATUSコマンド要求がなければステップ S1302へ進み、レスポンスレ
ジスタに BLOCK RETRYが書かれたか否かをチェックする。 BLOCK RETRYが書かれていれば、
プリンタのもつ空きバッファが残り 1つであり、データの再転送を要求していることを示
しているため、処理はステップ S1303へ進んで、プリンタ側のコントロールレジスタに対
して 1つ前の SENDコマンドで書き込まれたデータを再度書き込む。これは、図 57のステッ
プ S57-4， S57-15に相当する。ステップ S1302で BLOCK RETRYでなければ、ステップ S1304へ
進んで SENDコマンドの転送処理を実行する。これは、図 57のステップ S57-1， S57-18， S57
-21に相当し、プリンタへ画像データを送る処理となる。ここで、画像データが 1つのバッ
ファに収まらないような場合、第 1実施形態において図 39で示したように、該イメージデ
ータは複数の SNEDコマンドに分割されてプリンタのブロックレジスタに書き込まれる。ス
テップ S1303， S1304は分割された画像データの 1つを書き込む処理に相当し、ステップ S13
04が繰り返し実行されることにより、画像データ全体が転送される。
【０１８５】
次にステップ S1305へ進み、プリンタ側のコントロールレジスタに BLOCK COMPLETEを書き
込む。この BLOCK COMPLETEの書き込みにより、ブロックレジスタへのデータ書き込みの終
了がプリンタ側に通知される。次にステップ S1306へ進み、タイムアウトかどうかをチェ
ックする。即ち、ステップ 1305でプリンタのコントロールレジスタに BLOCK COMPLETEを書
き込んでから画像供給デバイスのレスポンスレジスタに BLOCK ACK/NACK又は RETRYが戻さ
れるまでの時間をタイマにより計測し、所定時間が経過しても BLOCK ACK/NACK及び RETRY
が戻されない場合に、タイムアウトとなる。ステップ S1306でタイムアウトととなった場
合、ステップ S1307へ進みタイムアウト処理を行なう。ここでタイムアウト処理は、ユー
ザに何らかの理由でタイムアウトが発生し、プリンタへのデータ送信がうまくいかなかっ
たことを報知したり、プリンタへの画像転送処理を終了する処理である。タイムアウト処
理後、 SENDコマンド処理は終了する。
【０１８６】
ステップ S1306においてタイムアウトでない場合、ステップ S1308へ進んでプリンタから画
像供給デバイスのレスポンスレジスタに BLOCK NACKが戻されたか否かをチェックする。 BL
OCK NACKが戻された場合、プリンタへ送ったデータに何らかの不具合があったため、ステ
ップ S1309の NACK処理へ進む。ステップ S1309の NACK処理は、タイムアウト処理と同様に何
らかの理由でプリンタへのデータ送信がうまくいかなかったため、プリンタへの画像転送
処理を終了することを行う。 NACK処理後、 SENDコマンド処理は終了する。
【０１８７】
ステップ S1308において BLOCK NACKでない場合、ステップ S1310へ進んでプリンタから BLOC
K RETRYが戻されたか否かをチェックし、 BLOCK RETRYが戻されればステップ S1300へ戻る
。 BLOCK RETRYが戻されなければステップ S1311へ進み、 BLOCK ACKがプリンタから戻され
たか否かをチェックし、 BLOCK ACKでなければステップ S1306へ戻る。 BLOCK ACKならばス
テップ S1312へ進み、 SNEDコマンドが終了したか否かをチェックする。終了でなければス
テップ S1300へ戻り、上述した処理を繰り返す。一方、ステップ S1312で SENDコマンドが終
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了していれば、 SENDコマンド処理は終了となる。
【０１８８】
以上、図 59を参照して説明したように、第 2実施形態の画像供給デバイスにおいては、 SNE
Dコマンドの実行と BLOCK RETRYに対する処理、及び SENDコマンド実行中の GETSTATUSコマ
ンドの処理が行えることが分かる。これは、上述した図 57で説明した RETRY， GETSTATUSコ
マンド制御手順において画像供給デバイス側の手順に相当する処理である。
[プリンタにおける画像転送処理 ]
図 60は、第 2実施形態のプリンタにおける SENDコマンド処理を詳細に示すフローチャート
である。
【０１８９】
まずステップ S1400で、プリンタ側のコントロールレジスタに BLOCK COMPLETEが書き込ま
れたかをチェックする。 BLOCK COMPLETEが書き込まれていなければステップ S1401へ進み
印字処理を実行し、ステップ S1400へ戻る。この印字処理は、第 1実施形態で説明した図 53
のステップ S901と同様である。ステップ S1400で BLOCK COMPLETEが書き込まれていれば、
ステップ S1402へ進んで書き込まれたコマンドを取り込む。このコマンドは、上述した図 3
5に示したように、 CommandID35-1と Parameter35-2からなり、この CommandIDを調べること
によりコマンドの種類を知ることができる。
【０１９０】
次にステップ S1403へ進み、書き込まれたコマンドが GETSTATUSコマンドであるか否か、即
ち、 CommandIDが GETSTATUSコマンドを示しているかをチェックする。 GETSTATUSコマンド
であればステップ S1404へ進み、プリンタ側の GETSTATUSコマンド処理を実行した後、ステ
ップ S1400へ戻る。この GETSTATUSコマンド処理は、第 1実施形態で示した図 55と同様であ
る。ステップ S1403で GETSTATUSコマンドでなければ、該コマンドは SENDコマンドであると
してステップ S1405へ進み、 BLOCK countが 1より大きいか否かをチェックする。
【０１９１】
BLOCK countが 1より大きければステップ S1408へ進み、 SENDコマンドによって送られた画
像データが正常であるか否かをチェックする。正常でなければステップ S907へ進み、画像
供給デバイスのレスポンスレジスタに BLOCK NACKを書き込む。これにより、画像データが
正しく送られてこなかったことが画像供給デバイスに通知されたことになる。ステップ S1
406で画像データが正常であればステップ S1408へ進み、ブロックレジスタへ書き込まれた
画像データを内部の適当なバッファへ移動する。これは即ち、ブロックレジスタ内の画像
データを図 33の 33-2～ 33-7で示したバッファのいずれかへ移動する処理である。そしてス
テップ S1409へ進み、残りの空きバッファ数を示す BLOCK countを 1減算する。次にステッ
プ S1410へ進み、画像供給デバイスのレスポンスレジスタに BLOCK ACKを書き込んでステッ
プ S1400へ戻る。
【０１９２】
一方、ステップ S1405で BLOCK countが 1であれば、ステップ S1411へ進んでんで T1'時間の
ウェイトを行う。ここで T1'は、上述した図 48に示す BLOCK COMPLETEに対して BLOCK ACKを
戻すまでの応答時間であり、図 47に示す T1よりも長い時間が設定される。そして T1'時間
の経過後、ステップ S1412で SENDコマンドの再送を促す BLOCK RETRYを画像供給デバイスの
レスポンスレジスタに書き込んでステップ S1400に戻る。第 2実施形態では、上述した第 1
実施形態において図 47，図 48で示した DUMMYコマンドの転送処理に代えて、 SENDコマンド
の再送を行なうことを特徴とする。従って、この T1'時間により BLOCK RETRYが戻されるま
での時間が調整され、結果として画像供給デバイスからプリンタへ再送される SENDコマン
ド数を減らすことができる。
【０１９３】
以上、図 60に示した SENDコマンド処理により、プリンタ側での画像データ受け取り処理が
実行され、 SENDコマンド実行中に GETSTATUSコマンド処理が可能となるばかりでなく、 BLO
CK countで示される空きバッファ数により SENDコマンドの再送処理が可能となる。
【０１９４】
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以上、図 56～図 60を参照して説明したように第 2実施形態によれば、画像供給デバイスは
プリンタから返送される BLOCK ACK/NACK及び BLOCK RETRYにより、プリンタが現在有する
空きバッファ数が 1となった場合に SENDコマンドの再転送処理が実行できる。また、 SNED
コマンドの再転送実行中に GETSTATUSコマンドが実行できるため、 SENDコマンド実行中で
あっても任意に GETSTATUSコマンドを実行することができる。
【０１９５】
また、この SENDコマンドの再送処理においては、既存のバスリセットやエラー処理等を利
用することができるため、新たな処理を追加することなく実現できる。
【０１９６】
また、プリンタ側で SENDコマンドが再送される時間間隔を調整することができるため、画
像供給デバイスに負荷をかけることなく、 1394シリアルバス上のトラフィックを効率化す
ることができる。
【第３実施形態】
以下、本発明に係わる第３実施形態について説明する。
［レジスタ］
図 61は、上述した第 1実施形態において図 34に示した一般的なコントロールレジスタ及び
レスポンスレジスタの構成を、第 3実施形態において改良した構成を示す図である。
【０１９７】
第 3実施形態においては、図 61に示すコントロールレジスタ構成において、コントロール
コマンドとして 02hの BLOCK DUMMY COMPLETEが追加されていることを特徴とする。ここで
、 BLOCK DUMMY COMPLETEとは、第 1実施形態においては、 DUMMYコマンドを書き込んだ後、
BLOCK COMPLETEを書き込んで DUMMYコマンドをプリンタ側に通知するものであったのに対
して、コントロールレジスタのコマンドに BLOCK DUMMY COMPLETEを持つことでプリンタ側
は BLOCK DUMMY COMPLETEがコントロールレジスタに書き込まれたことを検知することで、
第 1実施形態と同様の働きを行わせるものである。
【０１９８】
図 62は、第 3実施形態の実施例における DUMMY処理の制御手順を示す図であり、上述した第
1実施形態において図 44に示した DUMMY処理の制御手順に対応するものであるが、以下の点
において図 44と異なることを特徴とする。まず、図 44のステップ S44-11，Ｓ 44-14では Wri
teBlockで DUMMYコマンドを書き込んでいたのに対して図 62ではこのステップがなくなって
いる点が異なる。そして、図 44のステップ S44-12，Ｓ 44-15では BLOCK COMPLETEをコント
ロールレジスタに書き込んでいるのに対して、図 62ではステップ S62-11， S62-13で BLOCK 
DUMMY COMPLETEを書き込んでいる点が異なる。尚、図 62における他の処理は図 44と同様で
あるため、説明は省略する。
【０１９９】
図 63は、第 3実施形態の実施例における DUMMY処理、 GETSTATUSコマンドの制御手順を示す
図であり、上述した第 1実施形態において図 45に示した DUMMY処理、 GETSTATUSコマンドの
制御手順に対応するものであるが、以下の点において図 45と異なることを特徴とする。ま
ず、図 45のステップ S45-4， S45-15では WriteBlockで DUMMYコマンドを書き込んでいたのに
対して図 63ではこのステップがなくなっている点が異なる。そして、図 45のステップ S44-
6， S44-16では BLOCK COMPLETEをコントロールレジスタに書き込んでいるのに対して、図 6
3ではステップ S63-5， S63-14で BLOCK DUMMY COMPLETEを書き込んでいる点が異なる。尚、
図 62における他の処理は図 44と同様であるため、説明は省略する。
【０２００】
図 64は、第 3実施形態の実施例におけるイメージ送信処理に先立って行われる DUMMY処理の
制御手順を示す図であり、上述した第 1実施形態において図 46に示した DUMMY処理の制御手
順に対応するものであるが、以下の点において図 46と異なることを特徴とする。まず、図
46のステップ S46-1では WriteBlockで DUMMYコマンドを書き込んでいたのに対して図 64では
このステップがなくなっている点が異なる。そして、図 46のステップ S46-2では BLOCK COM
PLETEをコントロールレジスタに書き込んでいるのに対して、図 64ではステップ S64-1で BL
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OCK DUMMY COMPLETEを書き込んでいる点が異なる。尚、図 64における他の処理は図 46と同
様であるため、説明は省略する。
【０２０１】
以下、第 3実施形態における画像供給デバイス側の処理及びプリンタ側の処理を、図 65～
図 67を参照して詳細に説明する。
［画像供給デバイスにおける画像転送処理］
図 65は、第 3実施形態の実施例におけるイメージ送信処理の詳細を示すフローチャートで
あり、上述した第 1実施形態において図 49に示したイメージ送信処理の詳細を示すフロー
チャートに対応するものであるが、以下の点において図 49と異なることを特徴とする。ま
ず、図 49のステップ S500では、 WriteBlockで DUMMYコマンドを書き込んでいたのに対して
図 65では BLOCK DUMMY COMPLETEを書き込んでいる点が異なる。尚、図 65における他の処理
は図 49と同様であるため、説明は省略する。
【０２０２】
図 66は、第 3実施形態の実施例における SENDコマンド処理の詳細を示すフローチャートで
あり、上述した第 1実施形態において図 50に示した SENDコマンド処理の詳細を示すフロー
チャートに対応するものであるが、以下の点において図 50と異なることを特徴とする。ま
ず、図 50のステップ S604では WriteBlockで DUMMYコマンドを書き込んでステップ S606へ進
んでいたのに対して図 66ではステップ S1604で BLOCK DUMMY COMPLETEを書き込んでステッ
プ S1607へ進んでいる点が異なる。尚、図 66における他の処理は図 50と同様であるため、
説明は省略する。
［プリンタにおける画像転送処理］
図 67は、第 3実施形態の実施例におけるプリンタ側での SENDコマンド処理の詳細を示すフ
ローチャートであり、上述した第 1実施形態において図 53に示したプリンタ側での SENDコ
マンド処理の詳細を示すフローチャートに対応するものである。
【０２０３】
まず、ステップ S1700で、プリンタ側のコントロールレジスタに BLOCK DUMMY COMPLETEが
書き込まれたかどうかをチェックする。 BLOCK DUMMY COMPLETEが書き込まれていればステ
ップ S1701へ進み、画像供給デバイスのレスポンスレジスタに BLOCK ACKを書き込んでステ
ップ S1700に戻る。ステップ S1700で BLOCK DUMMY COMPLETEが書き込まれていなければ、ス
テップ S1702へ進み、 BLOCK COMPLETEが書き込まれたかどうかをチェックする。 BLOCK COM
PLETEが書き込まれていなければステップ S1703へ進み、印字処理を実行した後ステップ S1
700へ戻る。印字処理は第 1実施形態の図 54で説明したものと同様である。ステップ S1702
で BLOCK COMPLETEが書き込まれていれば、ステップ S1704へ進んで書き込まれたコマンド
を書き込む。このコマンドは第 1実施形態の図 35に示したように、 CommandID35-1と Parame
ter35-2からなり、この CommandIDを調べることによりコマンドの種類を知ることができる
。次にステップ S1705へ進み、ブロックレジスタに書き込まれたコマンドが GETSTATUSコマ
ンドであるか否か、すなわち、 CommandIDが GETSTATUSコマンドを示しているかどうかをチ
ェックする。 GETSTATUSコマンドであればステップ S1706へ進み、プリンタ側の GETSTATUS
処理を実行する。 GETSTATUS処理は第 1実施形態の図 55で説明したものと同様である。 GETS
TATUS処理の実行後は、ステップ S1700へ戻る。ステップ S1705で GETSTATUSコマンドでなけ
れば、ステップ S1707へ進み、該コマンドが SENDコマンドであるため SENDコマンドによっ
て送られてきた画像データが正常であるか否かをチェックする。正常でなければ、ステッ
プ S1708へ進み、画像供給デバイスのレスポンスレジスタに BLOCK NACKを書き込む。これ
により、画像データが正しく送られてこなかったことが画像供給デバイスに通知されたこ
とになる。ステップ S1707で画像データが正常であればステップ S1709へ進み、ブロックレ
ジスタへ書き込まれた画像データを内部の適当なバッファへ移動する。これは即ち、ブロ
ックレジスタ内の画像データを図 33の 33-2～ 33-7で示したバッファのいずれかへ移動する
処理である。そしてステップ S1710へ進み、残りの空きバッファ数を示す BLOCK countを 1
減算する。次にステップ S1711へ進み、画像供給デバイスのレスポンスレジスタに BLOCK A
CKを書き込んでステップ S1700へ戻る。
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【０２０４】
以上、図 61～図 67を参照して説明したように第 3実施形態によれば、画像供給デバイスは
、プリンタからのレスポンスレジスタに書き込まれる BLOCK ACK/NACK及び BLOCK countに
より、プリンタが現在有する空きバッファ数を知ることができ、空きバッファ数が 1とな
った場合に、 SENDコマンドに変えてプリンタ側のコントロールレジスタに BLOCK DUMMY CO
MPLETEを書き込む処理が実行できる。また、 DUMMY処理実行中に GETSTATUSコマンドが実行
できるため、 SENDコマンド実行中であっても、任意に GETSTATUSコマンドを実行すること
ができる。
【実施形態の変形例】
なお、上述した第 1及び第 2実施形態においては、プリンタ内の空きバッファ数が 1となっ
た場合に、 DUMMYコマンド処理や BLOCK RETRYの処理を行なう例について説明したが、この
空きバッファ数は 1に限られるわけではない。 SENDコマンド処理を実行するのに不都合が
生じるような数であればどのような数であっても良く、例えば 2や 3であっても構わない。
【０２０５】
また、各実施形態においては画像供給デバイスからプリンタへデータ転送を行なうことに
よって印字処理を実現する例について説明したが、本発明は画像データを転送して利用す
る機器であれば、どのような装置にも適用可能である。
【０２０６】
また、上述した第 1実施形態においては、 DUMMYコマンドをプリンタ内の空きバッファ数が
1となった場合に転送するとして説明したが、画像供給デバイスからプリンタへ送られる
コマンドであって、プリンタ内の空きバッファ数が得られ、プリンタでの処理負荷の少な
いものであれば、どのようなコマンドを使用しても良い。
【０２０７】
また、各実施形態においては、 BLOCK countに空きバッファ数をセットして通知する例に
ついて説明したが、空きバッファの数そのものでなく、「空きバッファあり」、「空きバ
ッファ少ない」等のバッファ情報をセットする方法も考えられる。この方法でもバッファ
の状態を画像供給デバイスに通知することができるため、上述した各実施形態と同様の効
果を得られる。
【０２０８】
また、上述した各実施形態においては IEEE1934に規定されるシリアルインタフェイスを用
いてネットワークを構成する例を説明したが、本発明はこれに限定されるものではなく、
Universal Serial Bus(USB)と呼ばれるシリアルインタフェイスなど、任意のシリアルイ
ンタフェイスを用いて構成されるネットワークにも適用することができる。
【他の実施形態】
なお、本発明は、複数の機器（例えばホストコンピュータ，インタフェイス機器，リーダ
，プリンタなど）から構成されるシステムに適用しても、一つの機器からなる装置（例え
ば、複写機，ファクシミリ装置など）に適用してもよい。
【０２０９】
また、本発明の目的は、前述した実施形態の機能を実現するソフトウェアのプログラムコ
ードを記録した記憶媒体を、システムあるいは装置に供給し、そのシステムあるいは装置
のコンピュータ（または CPUや MPU）が記憶媒体に格納されたプログラムコードを読出し実
行することによっても、達成されることは言うまでもない。この場合、記憶媒体から読出
されたプログラムコード自体が前述した実施形態の機能を実現することになり、そのプロ
グラムコードを記憶した記憶媒体は本発明を構成することになる。プログラムコードを供
給するための記憶媒体としては、例えば、フロッピディスク，ハードディスク，光ディス
ク，光磁気ディスク， CD-ROM， CD-R，磁気テープ，不揮発性のメモリカード， ROMなどを
用いることができる。
【０２１０】
また、コンピュータが読出したプログラムコードを実行することにより、前述した実施形
態の機能が実現されるだけでなく、そのプログラムコードの指示に基づき、コンピュータ
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上で稼働している OS（オペレーティングシステム）などが実際の処理の一部または全部を
行い、その処理によって前述した実施形態の機能が実現される場合も含まれることは言う
までもない。
【０２１１】
さらに、記憶媒体から読出されたプログラムコードが、コンピュータに挿入された機能拡
張カードやコンピュータに接続された機能拡張ユニットに備わるメモリに書込まれた後、
そのプログラムコードの指示に基づき、その機能拡張カードや機能拡張ユニットに備わる
CPUなどが実際の処理の一部または全部を行い、その処理によって前述した実施形態の機
能が実現される場合も含まれることは言うまでもない。
【０２１２】
【発明の効果】
以上説明したように、本発明によれば、 1394シリアルバスなどによりホストデバイスとタ
ーゲットデバイスを接続し、ホストデバイスからターゲットデバイスへ送られるデータの
転送について、コマンドとデータとで同じレジスタ領域を使用し、かつレジスタへのデー
タの書き込みに対する応答のみを行う際に、データ転送以外のコマンドを任意に実行可能
なデータ転送装置、データ転送システムおよびその方法、画像処理装置、並びに、記録媒
体を提供することができる。すなわち、本発明によれば、ホストデバイスがターゲットデ
バイスにおける空きバッファ数に応じてダミー処理を実行することにより、データ転送中
であっても他のコマンドが任意に実行できる。
【０２１３】
また、レジスタへのデータの書き込みに対する応答時間を調整することにより、データバ
ス上のトラフィックの効率化を実現するデータ転送装置、データ転送システムおよびその
方法、画像処理装置、並びに、記録媒体を提供することができる。
【０２１４】
【図面の簡単な説明】
【図１】本発明を適用するシステムの一般的な構成例を示す図、
【図２】　 1394シリアルバスによるネットワークの構成例を示す図、
【図３】　 1394シリアルバスの構成例を示す図、
【図４】　 1394シリアルバスにおけるアドレス空間の一例を示す図、
【図５】　 1394シリアルバス用のケーブルの断面を示す図、
【図６】　 1394シリアルバスで採用されている、データ転送方式の DS-Link方式を説明す
るための図、
【図７】バスリセット信号の発生から、ノード IDが決定し、データ転送が行えるようにな
るまでの一連のシーケンス例を示すフローチャート、
【図８】バスリセット信号の監視からルートノードの決定までの詳細例を示すフローチャ
ート、
【図９】ノード ID設定の詳細例を示すフローチャート、
【図１０】　 1394シリアルバスのネットワーク動作例を示す図、
【図１１】　 1394シリアルバスの CSRアーキテクチャの機能を示す図、
【図１２】　 1394シリアルバスに関するレジスタを示す図、
【図１３】　 1394シリアルバスのノード資源に関するレジスタを示す図、
【図１４】　 1394シリアルバスのコンフィギュレーション ROMの最小形式を示す図、
【図１５】　 1394シリアルバスのコンフィギュレーション ROMの一般形式を示す図、
【図１６】バス使用権の要求を説明する図、
【図１７】バス使用の許可を説明する図、
【図１８】　 1394シリアルバスにおけるアービトレーションの流れを示すフローチャート
、
【図１９】トランザクションレイヤにおける CSRアーキテクチャに基づくリード、ライト
、ロックの各コマンドの要求・レスポンスプロトコルを示す図、
【図２０】リンクレイヤにおけるサービスを示す図、
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【図２１】非同期転送における時間的な遷移を示す図、
【図２２】非同期転送用パケットのフォーマットを示す図、
【図２３】スプリットトランザクションの動作例を示す図、
【図２４】スプリットトランザクションを行う場合の転送状態の時間的遷移例を示す図、
【図２５】同期転送における時間的な遷移を示す図、
【図２６】同期転送用のパケットフォーマット例を示す図、
【図２７】　 1394シリアルバスにおける同期転送のパケットフォーマットのフィールドの
詳細を示す図、
【図２８】同期転送と非同期転送が混在するときの転送状態の時間的遷移を示す図、
【図２９】　 1394シリアルバスのレイヤ構造を示す図、
【図３０】データ転送用のレジスタ構成を示す図、
【図３１】画像供給デバイスからプリンタに対するコマンド制御の概要を示す図、
【図３２】プリンタから画像供給デバイスに対するリプライ制御の概要を示す図、
【図３３】プリンタにおけるブロックレジスタと内部バッファ構成を示す図、
【図３４】コントロール，レスポンスレジスタの一般的な構成を示す図、
【図３５】コマンド構成を示す図、
【図３６】　 SEND， GETSTATUSコマンドの構成を示す図、
【図３７】　 SEND， GETSTATUSリプライの構成を示す図、
【図３８】　 GETSTATUSコマンドのステイタスを示す図、
【図３９】　 SENDコマンドにおける画像データ分割の様子を示す図、
【図４０】画像供給デバイスとプリンタの一般的な制御手順を示す図、
【図４１】　 GETSTATUSコマンドの制御手順を示す図、
【図４２】コントロール，レスポンスレジスタの構成を示す図、
【図４３】　 DUMMYコマンドの構成を示す図、
【図４４】　 DUMMYコマンドの制御手順を示す図、
【図４５】　 DUMMY， GETSTATUSコマンドの制御手順を示す図、
【図４６】　 SENDコマンド前の DUMMYコマンドの制御手順を示す図、
【図４７】　 DUMMYコマンドの一般的な制御手順を示す図、
【図４８】トラフィック効率化のための DUMMYコマンドの制御手順を示す図、
【図４９】画像供給デバイスにおける画像転送処理を示すフローチャート、
【図５０】画像供給デバイスにおける SENDコマンド処理を示すフローチャート、
【図５１】画像供給デバイスにおける GETSTATUSコマンド処理を示すフローチャート、
【図５２】画像供給デバイスにおけるタイマ割り込み処理を示すフローチャート、
【図５３】プリンタにおける SENDコマンド処理を示すフローチャート、
【図５４】プリンタにおける印字処理を示すフローチャート、
【図５５】プリンタにおける GETSTATUSコマンド処理を示すフローチャート、
【図５６】第 2実施例におけるコントロール，レスポンスレジスタの構成を示す図、
【図５７】第 2実施例における RETRY、 GETSTATUSコマンドの制御手順を示す図、
【図５８】第 2実施例の画像供給デバイスにおける画像転送処理を示すフローチャート、
【図５９】第 2実施例の画像供給デバイスにおける SENDコマンド処理を示すフローチャー
ト、
【図６０】第 2実施例のプリンタにおける SENDコマンド処理を示すフローチャートである
。
【図６１】本発明に係る第 3実施形態におけるコントロールレジスタ、レスポンスレジス
タの構成を示す図である。
【図６２】第 3実施形態における DUMMY処理の制御手順を示す図である。
【図６３】第 3実施形態における DUMMY処理、 GETSTATUSコマンドの制御手順を示す図であ
る。
【図６４】第 3実施形態における SENDコマンド前の DUMMY処理の制御手順を示す図である。
【図６５】第 3実施形態の画像供給デバイスにおける画像転送処理を示すフローチャート
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である。
【図６６】第 3実施形態の画像供給デバイスにおける SENDコマンド処理を示すフローチャ
ートである。
【図６７】第 3実施形態のプリンタにおける SEND処理を示すフローチャートである。

【 図 １ 】 【 図 ２ 】
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【 図 ３ 】 【 図 ４ 】

【 図 ５ 】 【 図 ６ 】
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【 図 ７ 】 【 図 ８ 】

【 図 ９ 】 【 図 １ ０ 】
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【 図 １ １ 】 【 図 １ ２ 】

【 図 １ ３ 】

【 図 １ ４ 】

【 図 １ ５ 】
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【 図 １ ６ 】

【 図 １ ７ 】

【 図 １ ８ 】

【 図 １ ９ 】 【 図 ２ ０ 】
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【 図 ２ １ 】 【 図 ２ ２ 】

【 図 ２ ３ 】 【 図 ２ ４ 】
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【 図 ２ ５ 】 【 図 ２ ６ 】

【 図 ２ ７ 】 【 図 ２ ８ 】
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【 図 ２ ９ 】 【 図 ３ ０ 】

【 図 ３ １ 】

【 図 ３ ２ 】 【 図 ３ ３ 】
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【 図 ３ ４ 】

【 図 ３ ５ 】

【 図 ３ ６ 】

【 図 ３ ７ 】

【 図 ３ ８ 】

【 図 ３ ９ 】 【 図 ４ ０ 】
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【 図 ４ １ 】 【 図 ４ ２ 】

【 図 ４ ３ 】

【 図 ４ ４ 】 【 図 ４ ５ 】
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