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DESCRIPCION
Codificador de audio
Referencia cruzada con las solicitudes relacionadas

La presente solicitud reivindica el beneficio de la fecha de presentacion de la solicitud de patente provisional de
Estados Unidos n © 61/827,264 presentada el 24 de mayo de 2013.

Esta solicitud es una solicitud divisional europea de la solicitud de patente europea EP 17164543.5 (referencia:
D13055EP0Q2), para la cual el formulario OEP 1001 fue presentada el 3 de abril de 2017. El documento 17164543.5
es en si una solicitud divisional europea de la solicitud de patente Euro-PCT EP 14725736.4 (referencia:
D13055EP0Q1), presentada el 23 de mayo y concedida como EP 3005 350 el 10 de mayo de 2017.

Sector técnico

La invencién de la presente memoria se refiere, en general, a codificacion de audio. En particular, se refiere a la
codificacién y descodificacion de un vector de parametros en un sistema de codificacion de audio. La invencion se
refiere ademas a un procedimiento y un aparato para reconstruir un objeto de audio en un sistema de
descodificacion de audio.

Técnica anterior

En los sistemas de audio convencionales se utiliza un enfoque basado en canales. Cada canal puede representar,
por ejemplo, el contenido de un altavoz o de un conjunto de altavoces. Los posibles esquemas de codificacion para
dichos sistemas incluyen codificacion multicanal discreta o codificaciéon paramétrica, tal como MPEG Surround.

Mas recientemente se ha desarrollado un nuevo enfoque. Este enfoque esta basado en objetos. En un sistema que
utiliza el enfoque basado en objetos, una escena de audio tridimensional se representa mediante objetos de audio
con sus metadatos posicionales asociados. Estos objetos de audio se desplazan en la escena de audio
tridimensional durante la reproduccion de la sefial de audio. El sistema puede incluir ademas los denominados
canales de base, que se pueden describir como objetos de audio estacionarios que estan mapeados directamente a
las posiciones de altavoz, por ejemplo, de un sistema de audio convencional tal como el descrito anteriormente.

Un problema que puede surgir en un sistema de audio basado en objetos es como codificar y descodificar
eficientemente la sefial de audio y conservar la calidad de la sefial codificada. Un posible esquema de codificaciéon
incluye, en el lado del codificador, crear una sefial de mezcla descendente que comprende una serie de canales a
partir de los objetos de audio y los canales de base, e informacion lateral que permite la recreacion de los objetos de
audio y los canales de base en el lado del descodificador.

La codificacion de objetos de audio espacial MPEG (MPEG SAOC, MPEG Spatial Audio Object Coding) describe un
sistema para la codificacion paramétrica de objetos de audio. El sistema envia informacién lateral, ver la matriz de
mezcla ascendente, que describe las propiedades de los objetos por medio de parametros tales como diferencia de
nivel y correlacion transversal de los objetos. Estos parametros son utilizados a continuacién para controlar la
recreacion de los objetos de audio en el lado del descodificador. Este proceso puede ser matematicamente complejo
y a menudo se tiene que basar en hipétesis sobre propiedades de objetos de audio que los parametros no describen
explicitamente. El procedimiento presentado en MPEG SAOC puede reducir la tasa de bits necesaria para un
sistema de audio basado en objetos, pero pueden ser necesarias mejoras adicionales para seguir aumentando la
eficiencia y la calidad, tal como se ha descrito anteriormente.

El documento US 2004/0039568 A1 describe un aparato de codificacion, en el que cuando el valor diferencial entre
unidades de cuantificacion adyacentes de informacion de precision de cuantificacion donde, por ejemplo, el intervalo
de distribucion es 0-7, por ejemplo, si el valor diferencial es de 3 o mayor se resta 8, y si el valor diferencial es
menor de - 4 se suma 8, para transformar de ese modo dos valores diferenciales, donde la diferencia entre ambos
es de 8, en el mismo valor. Por lo tanto, el intervalo de distribucién del valor diferencial pasa a ser de -4-3, y el
tamano del libro de cédigo (tabla) se puede limitar al mismo tamafio en el caso en que no se toma la diferencia.

El documento "Multichannel Coding of Applause Signals" (Hotho, et al., EURASIP Journal on Advances in Signal
Processing, 2 de agosto de 2007) describe un coédec de audio de multicanal paramétrico dedicado a sefales de
codificacién que consisten en una serie densa de eventos de tipo transitorio, tales como el aplaudo. El disefio de
codec se basa en la preservacion tanto de timbre como densidad de evento de tipo transitorio.

El documento US 2004/268334 A1 describe el uso de canalizaciéon de software para traducir programas, de
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lenguajes de alto nivel a objeto equivalente o cddigo de lenguaje de maquina para su ejecucion en la computadora,
incluidos conjuntos/matrices dispersos.

El documento "An efficient Huffman table sharing method for memory-constrained entropy encoding of multiple
sources" (Seung et al.) se refiere a la comparticion de tablas de Huffman entre diferentes fuentes.

Breve descripcion de los dibujos
A continuacioén se describiran realizaciones de ejemplo haciendo referencia a los dibujos adjuntos, en los cuales:

la figura 1 es un diagrama de bloques generalizado de un sistema de codificacion de audio de acuerdo con un
ejemplo de realizacion;

la figura 2 es un diagrama de bloques generalizado del codificador de matriz de mezcla ascendente a modo de
ejemplo mostrado en la figura 1;

la figura 3 muestra una distribucidon de probabilidad a modo de ejemplo para un primer elemento en un vector de
parametros correspondiente a un elemento en una matriz de mezcla ascendente determinada mediante el sistema
de codificacion de audio de la figura 1;

la figura 4 muestra una distribucién de probabilidad a modo de ejemplo, para por lo menos un segundo elemento de
codificacién diferencial con médulo, en un vector de parametros correspondiente a un elemento en una matriz de
mezcla ascendente determinada por el sistema de codificacion de audio de la figura 1;

la figura 5 es un diagrama de bloques generalizado de un sistema de descodificacion de audio;

la figura 6 es un diagrama de bloques generalizado del descodificador de matriz de mezcla ascendente mostrado en
la figura 5;

la figura 7 describe un procedimiento de codificaciéon para los segundos elementos en un vector de parametros
correspondiente a un elemento en una matriz de mezcla ascendente determinada por el sistema de codificacién de
audio de la figura 1;

la figura 8 describe un procedimiento de codificacion para un primer elemento en un vector de parametros
correspondiente a un elemento en una matriz de mezcla ascendente determinada mediante el sistema de
codificacién de audio de la figura 1;

la figura 9 describe las partes del procedimiento de codificacion de la figura 7 para los segundos elementos en un
vector de parametros a modo de ejemplo;

la figura 10 describe las partes del procedimiento de codificacién de la figura 8 para el primer elemento en un vector
de parametros a modo de ejemplo;

la figura 11 es un diagrama de bloques generalizado de un segundo codificador de matriz de mezcla ascendente a
modo de ejemplo mostrado en la figura 1;

la figura 12 es un diagrama de bloques generalizado de un sistema de descodificaciéon de audio;

la figura 13 describe un procedimiento de codificacion para la codificacion ligera de una fila de una matriz de mezcla
ascendente;

la figura 14 describe partes del procedimiento de codificaciéon de la figura 10 para una fila de ejemplo de una matriz
de mezcla ascendente;

la figura 15 describe partes del procedimiento de codificacion de la figura 10 para una fila de ejemplo de una matriz
de mezcla ascendente.

Todas las figuras son esquematicas y generalmente muestran sélo las partes que son necesarias para explicar la
invencién, mientras que otras partes pueden estar omitidas o tan sélo sugeridas. Salvo que se indique lo contrario,
los numerales de referencia similares se refieren a partes similares en las diferentes figuras.
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Descripcion detallada

En vista de lo anterior, un objetivo es dar a conocer codificadores y descodificadores, y procedimientos asociados,
que proporcionen una mayor eficiencia y calidad de la sefial de audio codificada.

l. Visién general - codificador

De acuerdo con un primer aspecto, los ejemplos proponen procedimientos de codificacién, codificadores y productos
de programa informatico para codificar. Los procedimientos, codificadores y productos de programa informatico
propuestos pueden tener, en general, las mismas caracteristicas y ventajas.

De acuerdo con ejemplos, se da a conocer un procedimiento para codificar un vector de parametros en un sistema
de codificaciéon de audio, correspondiendo cada parametro a una cantidad no periddica, teniendo el vector un primer
elemento y por lo menos un segundo elemento, comprendiendo el procedimiento: representar cada parametro en el
vector por un valor de indice que adopta uno de N posibles valores; asociar cada uno de dicho por [o menos un
segundo elemento con un simbolo, calculandose el simbolo mediante: calcular la diferencia entre el valor de indice
del segundo elemento y el valor de indice de su elemento anterior en el vector; aplicar médulo N a la diferencia. El
procedimiento comprende ademas la etapa de codificar cada uno de dicho por lo menos un segundo elemento
mediante la codificacién entrépica del simbolo asociado con dicho por lo menos un segundo elemento en base a una
tabla de probabilidades que comprende probabilidades de los simbolos.

Una ventaja de este procedimiento es que el nimero de posibles simbolos se reduce aproximadamente en un factor
dos en comparacion con las estrategias convencionales de codificacion diferencial donde no se aplica médulo N a la
diferencia. Por consiguiente, el tamafo de la tabla de probabilidades se reduce aproximadamente en un factor dos.
Como resultado, se requiere menos memoria para almacenar la tabla de probabilidades y, dado que la tabla de
probabilidades se almacena a menudo en memoria costosa en el codificador, el codificador puede de este modo
abaratarse. Ademas, se puede aumentar la velocidad de busqueda del simbolo en la tabla de probabilidades. Otra
ventaja es que la eficiencia de la codificacion puede aumentar dado que todos los simbolos de la tabla de
probabilidades son posibles candidatos a asociar con un segundo elemento especifico. Esto se puede comparar con
estrategias convencionales de codificacion diferencial donde solo aproximadamente la mitad de los simbolos en la
tabla de probabilidades son candidatos a ser asociados con un segundo elemento especifico.

Segun ejemplos, el procedimiento comprende ademas asociar el primer elemento en el vector con un simbolo,
calculandose el simbolo mediante: desplazar el valor de indice que representa el primer elemento en el vector
mediante un valor de desplazamiento; aplicar médulo N al valor de indice desplazado. El procedimiento comprende
ademas la etapa de codificar el primer elemento mediante la codificacion entrépica del simbolo asociado con el
primer elemento utilizando la misma tabla de probabilidades que se utilizé para codificar dicho por lo menos un
segundo elemento.

Este ejemplo utiliza el hecho de que la distribucién de probabilidad del valor de indice del primer elemento y la
distribucién de probabilidad de los simbolos de dicho por lo menos un segundo elemento son similares, aunque
estan desplazadas entre si por un valor de desplazamiento. Como consecuencia, se puede utilizar la misma tabla de
probabilidades para el primer elemento en el vector, en lugar de una tabla de probabilidades dedicada. Esto puede
tener como resultado unos menores requisitos de memoria y un codificador mas econémico, segun lo anterior.

De acuerdo con un ejemplo, el valor de desplazamiento es igual a la diferencia entre el valor de indice mas probable
para el primer elemento y el simbolo mas probable para dicho por lo menos un segundo elemento en la tabla de
probabilidades. Esto significa que se alinean los picos de las distribuciones de probabilidad. Por consiguiente, se
mantiene sustancialmente la misma eficiencia de codificacion para el primer elemento en comparacién con si se
utilizara una tabla de probabilidades dedicada a dicho el primer elemento.

De acuerdo con ejemplos, el primer elemento y dicho por lo menos un segundo elemento del vector de parametros
corresponden a bandas de frecuencia diferentes utilizadas en el sistema de codificacién de audio en una trama de
tiempo especifica. Esto significa que se pueden codificar en la misma operacion los datos correspondientes a una
serie de bandas de frecuencia. Por ejemplo, el vector de parametros puede corresponder a un coeficiente de mezcla
ascendente o reconstruccién, que varia sobre una serie de bandas de frecuencia.

De acuerdo con un ejemplo, el primer elemento y dicho por lo menos un segundo elemento del vector de parametros
corresponden a tramas de tiempo diferentes utilizadas en el sistema de codificacién de audio en una banda de
frecuencia especifica. Esto significa que se pueden codificar en la misma operaciéon datos correspondientes a una
serie de tramas de tiempo. Por ejemplo, el vector de parametros puede corresponder a un coeficiente de mezcla
ascendente o reconstruccién, que varia sobre una serie de tramas de tiempo.

De acuerdo con ejemplos, la tabla de probabilidades se traduce a un libro de cédigos de Huffman, donde el simbolo
asociado con un elemento en el vector se utiliza como un indice del libro de cédigos, y donde la etapa de
codificacién comprende codificar cada uno de dicho por lo menos un segundo elemento representando el segundo
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elemento con una palabra de cédigo del libro de coédigos que esta indexada por el indice del libro de cédigos
asociado con el segundo elemento. Al utilizar el simbolo como indice del libro de cédigos, se puede aumentar la
velocidad de consulta de la palabra de cédigo para representar el elemento.

De acuerdo con ejemplos, la etapa de codificacién comprende codificar el primer elemento en el vector utilizando el
mismo libro de cédigos de Huffman que se ha utilizado para codificar dicho por lo menos un segundo elemento,
representando el primer elemento con una palabra de codigo en el libro de cédigos de Huffman que esta indexada
por el indice del libro de cddigos asociado con el primer elemento. Por consiguiente, solamente es necesario
almacenar un libro de cédigos de Huffman en la memoria del codificador, lo que puede conducir a un codificador
mas econémico segun lo anterior.

Segun otro ejemplo, el vector de parametros corresponde a un elemento en una matriz de mezcla ascendente
determinada por el sistema de codificacion de audio. Esto puede reducir la tasa de bits necesaria en un sistema de
codificacion/descodificacion de audio, dado que la matriz de mezcla ascendente se puede codificar eficientemente.

De acuerdo con ejemplos, se da a conocer un medio legible por ordenador que comprende instrucciones de cédigo
informatico adaptadas para llevar a cabo cualquier procedimiento del primer aspecto cuando son ejecutadas en un
dispositivo con capacidad de procesamiento.

De acuerdo con ejemplos, se da a conocer un codificador para codificar un vector de parametros en un sistema de
codificacién de audio, correspondiendo cada parametro a una cantidad no periddica, teniendo el vector un primer
elemento y por lo menos un segundo elemento, comprendiendo el codificador: un componente de recepcién
adaptado para recibir el vector, un componente de indexacion adaptado para representar cada parametro en el
vector mediante un valor de indice que puede adoptar N valores; un componente de asociacién adaptado para
asociar cada uno de dicho por lo menos un segundo elemento con un simbolo, calculandose el simbolo mediante:
calcular la diferencia entre el valor de indice del segundo elemento y el valor de indice de su elemento precedente
en el vector; aplicar mddulo N a la diferencia. El codificador comprende ademas un componente de codificacion para
codificar cada uno de dicho por lo menos un segundo elemento mediante la codificacion entrépica del simbolo
asociado con dicho por lo menos un segundo elemento, en base a una tabla de probabilidades que comprende las
probabilidades de los simbolos.

1. Vision general - descodificador

Segun un segundo aspecto, los ejemplos proponen procedimientos de descodificacion, descodificadores y productos
de programa informatico para descodificar. Los procedimientos, descodificadores y productos de programa
informatico propuestos pueden tener, en general, las mismas caracteristicas y ventajas.

Las ventajas relativas a caracteristicas y configuraciones presentadas en la vision general del codificador anterior
pueden ser validas en general para las correspondientes caracteristicas y configuraciones para el descodificador.

De acuerdo con ejemplos, se da a conocer un procedimiento para descodificar un vector de simbolos codificados por
entropia en un sistema de descodificacion de audio, en un vector de parametros correspondientes a una cantidad no
periddica, comprendiendo el vector de simbolos codificados por entropia un primer simbolo codificado por entropia y
por lo menos un segundo simbolo codificado por entropia, y comprendiendo el vector de parametros un primer
elemento y por lo menos un segundo elemento, comprendiendo el procedimiento: representar cada simbolo
codificado por entropia en el vector de simbolos codificados por entropia mediante un simbolo que puede adoptar N
valores enteros utilizando una tabla de probabilidades; asociar el primer simbolo codificado por entropia con un valor
de indice; asociar cada uno de dicho por lo menos un segundo simbolo codificado por entropia con un valor de
indice, calculandose el valor de indice de dicho por lo menos un segundo simbolo codificado por entropia mediante:
calcular la suma del valor de indice asociado con el simbolo codificado por entropia anterior al segundo simbolo
codificado por entropia en el vector de simbolos codificados por entropia y el simbolo que representa el segundo
simbolo codificado por entropia; aplicar médulo N a la suma. El procedimiento comprende ademas la etapa de
representar dicho por lo menos un segundo elemento del vector de parametros mediante un valor de parametro
correspondiente al valor de indice asociado con dicho por lo menos un segundo simbolo codificado por entropia.

De acuerdo con ejemplos, la etapa de representar cada simbolo codificado por entropia en el vector de simbolos
codificados por entropia mediante un simbolo se realiza utilizando la misma tabla de probabilidades para todos los
simbolos codificados por entropia en el vector de simbolos codificados por entropia, donde el valor de indice
asociado con el primer simbolo codificado por entropia se calcula mediante: desplazar el simbolo que representa el
primer simbolo codificado por entropia en el vector de simbolos codificados por entropia mediante un valor de
desplazamiento; aplicar médulo N al simbolo desplazado. Comprendiendo ademas el procedimiento la etapa de:
representar el primer elemento del vector de parametros mediante un valor de parametro correspondiente al valor de
indice asociado con el primer simbolo codificado por entropia.
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De acuerdo con un ejemplo, la tabla de probabilidades se traduce a un libro de cédigos de Huffman, y cada simbolo
codificado por entropia corresponde a una palabra de cédigo en el libro de cédigos de Huffman.

De acuerdo con otros ejemplos, cada palabra de cdédigo en el libro de cddigos de Huffman esta asociada con un
indice del libro de cddigos, y la etapa de representar cada simbolo codificado por entropia en el vector de simbolos
codificados por entropia mediante un simbolo comprende representar el simbolo codificado por entropia mediante el
indice del libro de cddigos que estd asociado con la palabra de cddigo correspondiente al simbolo codificado por
entropia.

De acuerdo con ejemplos, cada simbolo codificado por entropia en el vector de simbolos codificados por entropia
corresponde a bandas de frecuencia diferentes utilizadas en el sistema de descodificacion de audio en una trama de
tiempo especifica.

De acuerdo con un ejemplo, cada simbolo codificado por entropia en el vector de simbolos codificados por entropia
corresponde a tramas de tiempo diferentes utilizadas en el sistema de descodificacion de audio en una banda de
frecuencia especifica.

De acuerdo con ejemplos, el vector de parametros corresponde a un elemento en una matriz de mezcla ascendente
utilizada por el sistema de descodificacion de audio.

De acuerdo con ejemplos, se da a conocer un medio legible por ordenador que comprende instrucciones de cédigo
informatico adaptadas para llevar a cabo cualquier procedimiento del segundo aspecto cuando son ejecutadas en un
dispositivo con capacidad de procesamiento.

De acuerdo con ejemplos, se da a conocer un descodificador para descodificar un vector de simbolos codificados
por entropia en un sistema de descodificacién de audio, en un vector de parametros correspondientes a una
cantidad no periddica, comprendiendo el vector de simbolos codificados por entropia un primer simbolo codificado
por entropia y por lo menos un segundo simbolo codificado por entropia, y comprendiendo el vector de parametros
un primer elemento y por lo menos un segundo elemento, comprendiendo el descodificador: un componente de
recepcion configurado para recibir el vector de simbolos codificados por entropia; un componente de indexacion
configurado para representar cada simbolo codificado por entropia en el vector de simbolos codificados por entropia
mediante un simbolo que puede adoptar N valores enteros, utilizando una tabla de probabilidades; un componente
de asociacion configurado para asociar el primer simbolo codificado por entropia con un valor de indice; el
componente de asociacion configurado ademas para asociar cada uno de dicho por lo menos un segundo simbolo
codificado por entropia con un valor de indice, el valor de indice de dicho por lo menos un segundo simbolo
codificado por entropia calculandose mediante: calcular la suma del valor de indice asociado con el simbolo
codificado por entropia anterior al segundo simbolo codificado por entropia en el vector de simbolos codificados por
entropia y el simbolo que representa el segundo simbolo codificado por entropia; aplicar médulo N a la suma. El
descodificador comprende ademas un componente de descodificacién configurado para representar dicho por lo
menos un segundo elemento del vector de parametros mediante un valor de parametro correspondiente al valor de
indice asociado con dicho por lo menos un segundo simbolo codificado por entropia.

I1l. Vision general - codificador de matriz ligera

De acuerdo con un tercer aspecto, las realizaciones de ejemplo proponen procedimientos de codificacion,
codificadores y productos de programa informatico para codificar. Los procedimientos, codificadores y productos de
programa informatico propuestos pueden tener, en general, las mismas caracteristicas y ventajas.

De acuerdo con realizaciones de ejemplo, se da a conocer un procedimiento para codificar una matriz de mezcla
ascendente en un sistema de codificacion de audio, comprendiendo cada fila de la matriz de mezcla ascendente M
elementos que permiten la reconstruccion de una tesela de tiempo/frecuencia de un objeto de audio a partir de una
sefial de mezcla descendente que comprende M canales, comprendiendo el procedimiento: para cada fila de la
matriz de mezcla ascendente: seleccionar un subconjunto de elementos a partir de los M elementos de la fila de la
matriz de mezcla ascendente; representar cada elemento en el subconjunto de elementos seleccionado mediante un
valor y una posicion en la matriz de mezcla ascendente; codificar el valor y la posiciéon en la matriz de mezcla
ascendente de cada elemento en el subconjunto de elementos seleccionado.

Tal como se utiliza en la presente memoria, el término sefial de mezcla descendente que comprende M canales
significa una sefal que comprende M sefiales, o canales, donde cada uno de los canales es una combinacion de
una serie de objetos de audio, que incluyen los objetos de audio a reconstruir. El nUmero de canales es
habitualmente mayor que uno y, en muchos casos, el nimero de canales es de cinco 0 mas.

Tal como se utiliza en la presente memoria, el término matriz de mezcla ascendente se refiere a una matriz que tiene
N filas y M columnas, que permite la reconstruccion de N objetos de audio a partir de una sefial de mezcla
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descendente que comprende M canales. Los elementos en cada fila de la matriz de mezcla ascendente
corresponden a un objeto de audio, y proporcionan coeficientes a multiplicar por los M canales de la mezcla
descendente para reconstruir el objeto de audio.

Tal como se utiliza en la presente memoria, una posicion en la matriz de mezcla ascendente significa, en general, un
indice de fila y de columna que indica la fila y la columna del elemento de matriz. El término posicion puede significar
asimismo un indice de columna en una fila determinada de la matriz de mezcla ascendente.

En algunos casos, enviar todos los elementos de una matriz de mezcla ascendente por cada tesela de
tiempo/frecuencia requiere una tasa de bits indeseablemente alta en un sistema de codificaciéon/descodificacion de
audio. Una ventaja del procedimiento es que solamente es necesario codificar y transmitir al descodificador un
subconjunto de los elementos de la matriz de mezcla ascendente. Esto puede reducir la tasa de bits de un sistema
de codificacion/descodificacion de audio, dado que se transmiten menos datos y estos se pueden codificar de
manera mas eficiente.

Los sistemas de codificacién/descodificacion de audio dividen habitualmente el espacio de tiempo-frecuencia en
teselas de tiempo/frecuencia, por ejemplo, aplicando bancos de filtros adecuados a las sefiales de audio de entrada.
Una tesela de tiempo/frecuencia significa generalmente una parte de un espacio de tiempo-frecuencia
correspondiente un intervalo de tiempo y a una sub-banda de frecuencia. El intervalo de tiempo puede corresponder
habitualmente a la duracién de una trama de tiempo utilizada en el sistema de codificacion/descodificacion de audio.
La sub-banda de frecuencia puede corresponder habitualmente a una o varias sub-bandas de frecuencia contiguas
definidas por el banco de filtros utilizado en el sistema de codificacién/descodificacion. En caso de que la sub-banda
de frecuencia corresponda a varias sub-bandas de frecuencia contiguas definidas por el banco de filtros, esto
permite tener sub-bandas de frecuencia no uniformes en el proceso de descodificacion de la sefial de audio, por
ejemplo, sub-bandas de frecuencia mas anchas para frecuencias mayores de la sefial de audio. En un caso de
banda ancha, en el que el sistema de codificacion/descodificacion de audio funciona sobre todo el intervalo de
frecuencias, la sub-banda de frecuencia de la tesela de tiempo/frecuencia puede corresponder a todo el intervalo de
frecuencias. El procedimiento anterior da a conocer las etapas de codificacién para codificar una matriz de mezcla
ascendente en un sistema de codificacion de audio con el fin de permitir la reconstruccion de un objeto de audio
durante una tesela de tiempo/frecuencia. Sin embargo, se debe entender que el procedimiento se puede repetir para
cada tesela de tiempo/frecuencia del sistema de codificacién/descodificacién de audio. Se debe entender asimismo
que se pueden codificar simultdneamente varias teselas de tiempo/frecuencia. Habitualmente, las teselas de
tiempo/frecuencia contiguas pueden solapar un poco en tiempo y/o frecuencia. Por ejemplo, un solape en el tiempo
puede ser equivalente a una interpolacion lineal de los elementos de la matriz de reconstruccion en el tiempo, es
decir desde un intervalo de tiempo al siguiente. Sin embargo, esta invencién se dirige a otras partes del sistema de
codificacién/descodificacion, y cualquier solape en tiempo y/o frecuencia entre teselas de tiempo/frecuencia
contiguas se deja para su implementacion por el experto en la materia.

De acuerdo con realizaciones, para cada fila de la matriz de mezcla ascendente, las posiciones en la matriz de
mezcla ascendente del subconjunto de elementos seleccionado varian a través de una serie de bandas de
frecuencia y/o de una serie de tramas de tiempo. Por consiguiente, la seleccion de los elementos puede depender
de la tesela de tiempol/frecuencia particular, de tal modo que se pueden seleccionar diferentes elementos para
diferentes teselas de tiempol/frecuencia. Esto proporciona un procedimiento de codificacion mas flexible que
aumenta la calidad de la sefial codificada.

De acuerdo con realizaciones, el subconjunto de elementos seleccionado comprende el mismo numero de
elementos para cada fila de la matriz de mezcla ascendente. En ofras realizaciones, el nUmero de elementos
seleccionados puede ser de exactamente uno. Esto reduce la complejidad del codificador, dado que el algoritmo
solamente tiene que seleccionar el numero de elemento o elementos para cada fila, es decir, el elemento o
elementos que son mas importantes cuando se lleva a cabo una mezcla ascendente en el lado de descodificador.

De acuerdo con realizaciones, para cada fila de la matriz de mezcla ascendente y para una serie de bandas de
frecuencia o una serie de tramas de tiempo, los valores de los elementos de los subconjuntos seleccionados de
elementos forman uno o varios vectores de parametros, correspondiendo cada parametro en el vector de
parametros a una de la serie de bandas de frecuencia o la serie de tramas de tiempo, y donde dichos uno o varios
vectores de parametros se codifican utilizando el procedimiento acorde con el primer aspecto. En otras palabras, los
valores de los elementos seleccionados se pueden codificar de manera eficiente. Las ventajas relativas a
caracteristicas y configuraciones presentadas en la visidon general del primer aspecto anterior pueden, en general,
ser validas para esta realizacion.

De acuerdo con realizaciones, para cada fila de la matriz de mezcla ascendente y para una serie de bandas de
frecuencia o una serie de tramas de tiempo, las posiciones de los elementos de los subconjuntos seleccionados de
elementos forman uno o varios vectores de parametros, correspondiendo cada parametro en el vector de
parametros a una de la serie de bandas de frecuencia o la serie de tramas de tiempo, y donde dichos uno o varios
vectores de parametros se codifican utilizando el procedimiento acorde con el primer aspecto. En otras palabras, las
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posiciones de los elementos seleccionados se pueden codificar de manera eficiente. Las ventajas relativas a
caracteristicas y configuraciones presentadas en la vision general del primer aspecto anterior pueden, en general,
ser validas para esta realizacion.

De acuerdo con realizaciones de ejemplo, se da a conocer un producto de programa informatico que comprende
instrucciones de cédigo informatico adaptadas para llevar a cabo cualquier procedimiento del tercer aspecto cuando
son ejecutadas en un dispositivo con capacidad de procesamiento.

De acuerdo con realizaciones de ejemplo, se da a conocer un codificador para codificar una matriz de mezcla
ascendente en un sistema de codificacion de audio, comprendiendo cada fila de la matriz de mezcla ascendente M
elementos que permiten la reconstruccion de una tesela de tiempo/frecuencia de un objeto de audio a partir de una
sefial de mezcla descendente que comprende M canales, comprendiendo el codificador: un componente de
recepcion adaptado para recibir cada fila de la matriz de mezcla ascendente; un componente de seleccién adaptado
para seleccionar un subconjunto de elementos a partir de los M elementos de la fila de la matriz de mezcla
ascendente; un componente de codificacion adaptado para representar cada elemento en el subconjunto de
elementos seleccionado mediante un valor y una posicién en la matriz de mezcla ascendente, el componente de
codificacién adaptado ademas para codificar el valor y la posicién en la matriz de mezcla ascendente de cada
elemento en el subconjunto de elementos seleccionado.

IV. Vision general - descodificador de matriz ligera

El siguiente cuarto aspecto y las realizaciones de ejemplo correspondientes no son segun la invencién y estan
presentes solo con fines ilustrativos. Segun un cuarto aspecto, las realizaciones de ejemplo proponen
procedimientos de descodificacion, descodificadores y productos de programa informatico para descodificar. Los
procedimientos, descodificadores y productos de programa informatico propuestos pueden tener, en general, las
mismas caracteristicas y ventajas.

Las ventajas relativas a caracteristicas y configuraciones presentadas en la visidon general del anterior codificador de
matriz ligera pueden ser validas, en general, para las correspondientes caracteristicas y configuraciones para el
descodificador.

De acuerdo con realizaciones de ejemplo, se da a conocer un procedimiento para la reconstruccion de una tesela de
tiempo/frecuencia de un objeto de audio en un sistema de descodificaciéon de audio, que comprende: recibir una
sefial de mezcla descendente que comprende M canales; recibir por lo menos un elemento codificado que
representa un subconjunto de M elementos de una fila en una matriz de mezcla ascendente, comprendiendo cada
elemento codificado un valor y una posicion en la fila de la matriz de mezcla ascendente, indicando la posicién uno
de los M canales de la sefial de mezcla descendente a los que corresponde el elemento codificado; y reconstruir la
tesela de tiempol/frecuencia del objeto de audio a partir de la sefial de mezcla descendente mediante la formacién de
una combinacion lineal de los canales de mezcla descendente que corresponden a dicho por lo menos un elemento
codificado, donde en dicha combinacién lineal cada canal de mezcla descendente esta multiplicado por el valor de
su correspondiente elemento codificado.

Por lo tanto, de acuerdo con este procedimiento, una tesela de tiempo/frecuencia de un objeto de audio se
reconstruye formando una combinacién lineal de un subconjunto de los canales de mezcla descendente. El
subconjunto de los canales de mezcla descendente corresponde a aquellos canales para los que se han recibido
coeficientes de mezcla ascendente codificados. Por lo tanto, el procedimiento permite reconstruir un objeto de audio
a pesar de que se recibe solamente un subconjunto, tal como un subconjunto ligero, de la matriz de mezcla
ascendente. Al formar una combinacién lineal de solamente los canales de mezcla descendente que corresponden a
dicho por lo menos un elemento codificado, se puede reducir la complejidad del proceso de descodificacion. Una
alternativa podria ser formar una combinacion lineal de todas las sefiales de mezcla descendente y multiplicar a
continuacién algunas de éstas (las que no corresponden a dicho por lo menos un elemento codificado) por el valor
cero.

De acuerdo con realizaciones, las posiciones de dicho por lo menos un elemento codificado pueden variar a través
de una serie de bandas de frecuencia y/o a través de una serie de tramas de tiempo. En otras palabras, se pueden
codificar diferentes elementos de la matriz de mezcla ascendente para diferentes teselas de tiempo/frecuencia.

De acuerdo con realizaciones, el numero de elementos de dicho por lo menos un elemento codificado es igual a uno.
Esto significa que el objeto de audio se reconstruye a partir de un canal de mezcla descendente en cada tesela de
tiempo/frecuencia. Sin embargo, dicho canal de mezcla descendente utilizado para reconstruir el objeto de audio
puede variar entre diferentes teselas de tiempo/frecuencia.

De acuerdo con realizaciones, para una serie de bandas de frecuencia o una serie de tramas de tiempo, los valores
de dicho por lo menos un elemento codificado forman uno o varios vectores, donde cada valor esta representado por
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un simbolo codificado por entropia, donde cada simbolo en cada vector de simbolos codificados por entropia
corresponde a una de la serie de bandas de frecuencia o una de la serie de tramas de tiempo, y donde dichos uno o
varios vectores de simbolos codificados por entropia se descodifican utilizando el procedimiento segun el segundo
aspecto. De este modo, los valores de los elementos de la matriz de mezcla ascendente se pueden codificar
eficientemente.

De acuerdo con realizaciones, para una serie de bandas de frecuencia o una serie de tramas de tiempo, las
posiciones de dicho por lo menos un elemento codificado forman uno o varios vectores, donde cada posicion esta
representada por un simbolo codificado por entropia, donde cada simbolo en cada vector de simbolos codificados
por entropia corresponde a una de la serie de bandas de frecuencia o la serie de tramas de tiempo, y donde dichos
uno o varios vectores de simbolos codificados por entropia se descodifican utilizando el procedimiento segun el
segundo aspecto. De este modo, las posiciones de los elementos de la matriz de mezcla ascendente se pueden
codificar eficientemente.

De acuerdo con realizaciones de ejemplo, se da a conocer un producto de programa informatico que comprende
instrucciones de cédigo informatico adaptadas para llevar a cabo cualquier procedimiento del tercer aspecto cuando
son ejecutadas en un dispositivo con capacidad de procesamiento.

De acuerdo con realizaciones de ejemplo, se da a conocer un descodificador para reconstruir una tesela de
tiempo/frecuencia de un objeto de audio, que comprende: un componente de recepcion configurado para recibir una
sefial de mezcla descendente que comprende M canales y por lo menos un elemento codificado que representa un
subconjunto de M elementos de una fila en una matriz de mezcla ascendente, comprendiendo cada elemento
codificado un valor y una posicion en la fila de la matriz de mezcla ascendente, indicando la posicion uno de los M
canales de la sefial de mezcla descendente a los que corresponde el elemento codificado; y un componente de
reconstruccion configurado para reconstruir la tesela de tiempo/frecuencia del objeto de audio a partir de la sefial de
mezcla descendente, mediante la formaciéon de una combinacién lineal de los canales de mezcla descendente que
corresponden a dicho por lo menos un elemento codificado, donde en dicha combinacién lineal cada canal de
mezcla descendente esta multiplicado por el valor de su correspondiente elemento codificado.

V. Realizaciones de ejemplo

La figura 1 muestra un diagrama de bloques generalizado de un sistema de codificacién de audio 100 para codificar
objetos de audio 104. El sistema de codificacion de audio comprende un componente de mezcla descendente 106
que crea una sefial de mezcla descendente 110 a partir de los objetos de audio 104. La sefal de mezcla
descendente 110 puede ser, por ejemplo, una sefal envolvente 5.1 o 7.1 que es retrocompatible con sistemas de
descodificacidon de sonido consolidados, tales como Dolby Digital Plus, o estandares MPEG tales como AAC, USAC
o MP3. En otras realizaciones, la sefial de mezcla descendente no es retrocompatible.

Para poder reconstruir los objetos de audio 104 a partir de la sefial de mezcla descendente 110, se determinan
parametros de mezcla ascendente en un componente 112 de andlisis de parametros de mezcla ascendente, a partir
de la sefial de mezcla descendente 110 y de los objetos de audio 104. Por ejemplo, los parametros de mezcla
ascendente pueden corresponder a elementos de una matriz de mezcla ascendente que permiten la reconstruccion
de los objetos de audio 104 partir de la sefial de mezcla descendente 110. El componente 112 de analisis de los
parametros de mezcla ascendente procesa la sefal de mezcla descendente 110 y los objetos de audio 104 con
respecto a teselas de tiempo/frecuencia individuales. De este modo, se determinan los parametros de mezcla
ascendente para cada tesela de tiempo/frecuencia. Por ejemplo, se puede determinar una matriz de mezcla
ascendente para cada tesela de tiempo/frecuencia. Por ejemplo, el componente 112 de analisis de los parametros
de mezcla ascendente puede funcionar en un dominio de frecuencia, tal como un dominio de filtros espejo en
cuadratura (QMF, Quadrature Mirror Filters), que permite un procesamiento selectivo en frecuencias. Por esta razén,
la sefial de mezcla descendente 110 y los objetos de audio 104 se pueden transformar al dominio de frecuencia
sometiendo la sefial de mezcla descendente 110 y los objetos de audio 104 a un banco de filtros 108. Esto se puede
realizar, por ejemplo, aplicando una transformada QMF o cualquier otra transformada adecuada.

Los pardmetros de mezcla ascendente 114 se pueden organizar en un formato vectorial. Un vector puede
representar un parametro de mezcla ascendente para reconstruir un objeto de audio especifico a partir de los
objetos de audio 104, a diferentes bandas de frecuencia en una trama de tiempo especifica. Por ejemplo, un vector
puede corresponder a un cierto elemento de matriz en la matriz de mezcla ascendente, donde el vector comprende
los valores de dicho cierto elemento de matriz para las bandas de frecuencia siguientes. En otras realizaciones, el
vector puede representar parametros de mezcla ascendente para reconstruir un objeto de audio especifico a partir
de los objetos de audio 104 en diferentes tramas de tiempo en una banda de frecuencia especifica. Por ejemplo, un
vector puede corresponder a un cierto elemento de matriz en la matriz de mezcla ascendente, donde el vector
comprende los valores de dicho cierto elemento de matriz para las tramas de tiempo siguientes pero en la misma
banda de frecuencia.

Cada parametro del vector corresponde a una cantidad no periddica, por ejemplo, una cantidad que adopta un valor
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entre -9,6 y 9,4. Una cantidad no periddica significa, en general, una cantidad que no presenta periodicidad en los
valores que puede adoptar. Esto contrasta con una cantidad periddica, tal como un angulo, donde existe una clara
correspondencia periédica entre los valores que la cantidad puede adoptar. Por ejemplo, para un angulo, existe una
periodicidad de 21, de tal modo que, por ejemplo, el angulo cero corresponde al angulo 21r.

Los parametros de mezcla ascendente 114 son recibidos a continuacion por un codificador 102 de matriz de mezcla
ascendente en el formato vectorial. El codificador de matriz de mezcla ascendente se explicara en detalle a
continuacioén junto con la figura 2. El vector es recibido por un componente de recepcioén 202 y tiene un primer
elemento y por lo menos un segundo elemento. El nUmero de elementos depende, por ejemplo, del numero de
bandas de frecuencia en la sefial de audio. El nimero de elementos puede depender asimismo del niumero de
tramas de tiempo de la sefial de audio que esta siendo codificada en una operacion de codificacion.

El vector se indexa a continuacién mediante un componente de indexacién 204. El componente de indexacion esta
adaptado para representar cada parametro del vector mediante un valor de indice que puede adoptar un ndmero
predefinido de valores. Esta representacion se puede realizar en dos etapas. En primer lugar, el parametro es
cuantificado, y a continuacion el valor cuantificado es indexado mediante un valor de indice. A modo de ejemplo, en
el caso en que cada parametro del vector puede adoptar un valor entre -9,6 y 9,4, esto se puede realizar utilizando
pasos de cuantificacion de 0,2. A continuacion, los valores cuantificados pueden ser indexados mediante indices 0-
95, es decir, 96 valores diferentes. En los ejemplos siguientes, el valor de indice esta en el intervalo de 0-95, pero
por supuesto esto es solamente un ejemplo, siendo igualmente posibles otros intervalos de valor de indice, por
ejemplo, 0-191 o 0-63. Pasos de cuantificacion menores pueden producir una sefial de audio descodificada menos
distorsionada en el lado del descodificador, pero pueden dar lugar asimismo a una mayor tasa de bits necesaria para
la transmision de los datos entre el sistema de codificacion de audio 100 y el descodificador.

Los valores indexados se envian a continuacion a un componente de asociacién 206 que asocia cada uno de dicho
por lo menos un segundo elemento con un simbolo, utilizando una estrategia de codificacion diferencial con médulo.
El componente de asociacion 206 esta adaptado para calcular la diferencia entre el valor de indice del segundo
elemento y el valor de indice del elemento anterior en el vector. Limitandose a utilizar una estrategia convencional de
codificacién diferencial, la diferencia puede ser cualquiera en el intervalo de -95 a 95, es decir, tiene 191 posibles
valores. Esto significa que cuando la diferencia se codifica utilizando codificacion entrépica, es necesaria una tabla
de probabilidades que comprenda 191 probabilidades, es decir, una probabilidad para cada uno de los 191 posibles
valores de las diferencias. Ademas, la eficiencia de la codificaciéon disminuiria dado que, para cada diferencia, son
imposibles aproximadamente la mitad de las 191 probabilidades. Por ejemplo, si el segundo elemento a someter a
codificaciéon diferencial tiene el valor de indice 90, las posibles diferencias estan en el intervalo de -5 a +90.
Normalmente, tener una estrategia de codificacion entrdpica en la que algunas de las probabilidades son imposibles
para cada valor a codificar reducira la eficiencia de la codificacion. La estrategia de codificacion diferencial en esta
invencion puede superar este problema y, al mismo tiempo, reducir a 96 el nimero de cédigos necesarios, mediante
aplicar una operacion moédulo 96 a la diferencia. De este modo, el algoritmo de asociacién se puede expresar como:

Ay (b) = (idx(b) — idx(b — 1)) mod N, (Ecuacion 1)

donde b es el elemento en el vector sometido a codificaciéon diferencial, Na es el numero de posibles valores de
indice, y Aiax(b) es el simbolo asociado con el elemento b.

De acuerdo con algunos ejemplos, la tabla de probabilidades se traduce a un libro de cédigos de Huffman. En este
caso, el simbolo asociado con un elemento del vector se utiliza como un indice del libro de cédigos. EI componente
de codificacion 208 puede codificar a continuacion cada uno de dicho por lo menos un segundo elemento,
representando el segundo elemento con una palabra de cédigo en el libro de cddigos de Huffman que esta indexada
mediante el indice del libro de cddigos asociado con el segundo elemento.

En el componente de codificacion 208 se puede implementar cualquier otra estrategia adecuada de codificacion de
entropia. A modo de ejemplo, dicha estrategia de codificacién puede ser una estrategia de codificacion por intervalos
0 una estrategia de codificacion aritmética.

A continuaciéon se muestra que la entropia del enfoque de mddulo es siempre menor o igual que la entropia del
enfoque diferencial convencional. La entropia, Ep, del enfoque diferencial convencional es:

E, = yYT (p()log,p(n))  (Ecuacion 2)

n=-Ngp+1

donde p(n)p(n) es la probabilidad del valor de indice diferencial simple n.
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La entropia, Eq, del enfoque de médulo es:
E, = Y2 (q(m)logq(n) Ecuacion 3
= 2ineo G(n)logyq(n)) (Ecuacion 3)
donde q(n) es la probabilidad del valor de indice diferencial con médulo, que esta dada por:
q(0) = p(0) (Ecuacion 4)
q(n) = p(n) + p(n — Ny) forn=1..N,—1 (Ecuacién)
Por lo tanto, se tiene que

No— - . g
—E, = p(0)log,p(0) Y2 " (p(m)logp(n) + N+ 1(P(MWogzp(n))  (Ecuacion
6)
Sustituyendo n = j - Naq en el ultimo sumatorio, se obtiene

—E, = p(0)log,p(0) 372 " (p(mlogzp(m) + X% " (p(i — No)logzp(i — No))

(Ecuacién 7)

Ademas,
g, -
p(0)log;p(0) 32 (p(Mlog, (p(n) + p(n— Ng) + 3% ' (p(n — No)log,(p(n) +
p(n— Np))) (Ecuacién 8)

Comparando las sumas término a término, dado que

log,p(n) <log,(p(n) + p(n—Ny)) (Ecuacion9)
y, analogamente,
logzp(n —Nq) < log,(p(n) +p(n— Ng)) ( Ecuacion 10)
se tiene que Ep = E,.

Tal como se ha mostrado anteriormente, la entropia para el enfoque de médulo es siempre menor o igual que la
entropia del enfoque diferencial convencional. El caso en que la entropia es igual es un caso extrafio en que los
datos a codificar son datos patoldgicos, es decir, datos que no se comportan bien, lo cual no aplica en la mayor parte
de los casos, por ejemplo, en una matriz de mezcla ascendente.

Dado que la entropia para el enfoque de mdédulo es siempre menor o igual que la entropia del enfoque diferencial
convencional, la codificacidon entrépica de los simbolos calculados mediante el enfoque de mddulo proporcionara
una tasa de bits menor, o en todo caso igual, en comparacion con la codificacion entrépica de simbolos calculados
mediante el enfoque diferencial convencional. En otras palabras, la codificacion entrépica de los simbolos calculados
mediante el enfoque de médulo es, en la mayor parte de los casos, mas eficiente que la codificacién entrépica de los
simbolos calculados mediante el enfoque diferencial convencional.

Otra ventaja es que, tal como se ha mencionado anteriormente, el nimero de probabilidades necesarias en la tabla
de probabilidades en el enfoque de moédulo es aproximadamente la mitad del nUmero de probabilidades necesarias
en el enfoque convencional sin médulo.

En lo anterior se ha descrito un enfoque de médulo para codificar dicho por lo menos un segundo elemento en el
vector de parametros. El primer elemento se puede codificar utilizando el valor indexado mediante el cual se
representa el primer elemento. Dado que la distribucién de probabilidad del valor de indice del primer elemento y del
valor diferencial con médulo de dicho por lo menos un segundo elemento pueden ser muy diferentes (ver la figura 3
para una distribucion de probabilidad del primer elemento indexado, y la figura 4 para una distribucion de
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probabilidad del valor diferencial con médulo, es decir, el simbolo, para dicho por lo menos un segundo elemento),
para el primer elemento puede ser necesaria una tabla de probabilidades dedicada. Esto requiere que tanto el
sistema de codificacion de audio 100 como un correspondiente descodificador tengan en su memoria dicha tabla de
probabilidades dedicada.

Sin embargo, los inventores han observado que en algunos casos la forma de las distribuciones de probabilidad
puede ser muy similar, aunque desplazada entre si. Esta observacion puede ser utilizada para aproximar la
distribucién de probabilidad del primer elemento indexado mediante una version desplazada de la distribucion de
probabilidad del simbolo para dicho por lo menos un segundo elemento. Dicho desplazamiento se puede
implementar adaptando el componente de asociacion 206 para asociar el primer elemento del vector con un
simbolo, mediante desplazar el valor de indice que representa el primer elemento del vector mediante un valor de
desplazamiento y aplicar a continuacion médulo 96 (o un valor correspondiente) al valor de indice desplazado.

De este modo, el calculo del simbolo asociado con el primer elemento se puede expresar como:

idx, (1) = (idx(1) — abs_of fset)modN, (Ecuacién 11)

desplazado

El simbolo asi obtenido es utilizado por el componente de codificacién 208, que codifica el primer elemento mediante
la codificacién entrépica del simbolo asociado con el primer elemento utilizando la misma tabla de probabilidades
que se ha utilizado para codificar dicho por lo menos un segundo elemento. El valor de desplazamiento puede ser
igual, o como minimo préximo a la diferencia entre el valor de indice mas probable para el primer elemento y el
simbolo més probable para dicho por lo menos un segundo elemento en la tabla de probabilidades. En la figura 3, el
valor de indice mas probable para el primer elemento se indica mediante la fecha 302. Suponiendo que el simbolo
mas probable para dicho por lo menos un segundo elemento es cero, el valor indicado por la flecha 302 sera el valor
de desplazamiento utilizado. Al utilizar el enfoque de desplazamiento, los picos de las distribuciones de las figuras 3
y 4 se alinean. Este enfoque evita la necesidad de una tabla de probabilidades dedicada para el primer elemento vy,
de este modo, ahorra memoria en el sistema de codificacion de audio 100 y el descodificador correspondiente, a
menudo manteniendo al mismo tiempo casi la misma eficiencia de codificacion que proporcionaria una tabla de
probabilidades dedicada.

En el caso en que la codificacion entropica de dicho por lo menos un segundo elemento se realiza utilizando un libro
de codigos de Huffman, el componente de codificacién 208 puede codificar el primer elemento del vector utilizando
el mismo libro de cédigos de Huffman que se ha utilizado para codificar dicho por lo menos un segundo elemento,
representando el primer elemento con una palabra de cédigo en el libro de cédigos de Huffman que esta indexada
mediante el indice del libro de cédigos asociado con el primer elemento.

Dado que la velocidad de busqueda puede ser importante cuando se codifica un parametro en un sistema de
descodificacidon de audio, la memoria en la que se almacena el libro de cédigos es ventajosamente una memoria
rapida, y por lo tanto costosa. Por lo tanto, utilizar sélo una tabla de probabilidades del codificador puede ser mas
economico que el caso en el que se utilizan dos tablas de probabilidades.

Se debe observar que a menudo las distribuciones de probabilidad mostradas en la figura 3 y la figura 4 se calculan
previamente sobre un conjunto de datos de aprendizaje y, por lo tanto, no se calculan durante la codificacion del
vector, pero por supuesto es posible calcular las distribuciones "sobre la marcha" al mismo tiempo que la
codificacion.

Se debe observar asimismo que la descripcidon anterior de un sistema de codificacion de audio 100 que utiliza un
vector procedente de una matriz de mezcla ascendente como el vector de parametros que se esta codificando es tan
solo un ejemplo de aplicacién. El procedimiento para codificar un vector de parametros, segun esta invencion, puede
ser utilizado en otras aplicaciones en un sistema de codificacion de audio, por ejemplo, cuando se codifican otros
parametros internos en un sistema de codificacién de mezcla descendente, tales como parametros utilizados en un
sistema paramétrico de extensién de banda ancha, tal como replicacion de banda espectral (SBR, spectral band
replication).

La figura 5 es un diagrama de bloques generalizado de un sistema de descodificacion de audio 500 para recrear
objetos de audio codificados a partir de una sefial de mezcla descendente codificada 510 y una matriz de mezcla
ascendente codificada 512. La sefal de mezcla descendente codificada 510 es recibida por un componente de
recepcion de mezcla descendente 506 donde la sefial es descodificada y, si no esta ya en un dominio de frecuencia
adecuado, transformada a un dominio de frecuencia adecuado. La senal de mezcla descendente descodificada 516
es enviada a continuacion al componente de mezcla ascendente 508. En el componente de mezcla ascendente 508,
se recrean los objetos de audio codificados utilizando la sefial de mezcla descendente descodificada 516 y una
matriz de mezcla ascendente descodificada 504. Mas especificamente, el componente de mezcla ascendente 508
puede llevar a cabo una operaciéon matricial en la que la matriz de mezcla ascendente descodificada 504 es
multiplicada por un vector que comprende las sefiales de mezcla descendente descodificadas 516. El proceso de
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descodificacion de la matriz de mezcla ascendente se describe a continuacion. El sistema de descodificacion de
audio 500 comprende ademas un componente de generaciéon 514 que entrega una sefial de audio en base a los
objetos de audio reconstruidos 518, en funcion del tipo de unidad de reproduccion que esta conectada al sistema de
descodificacion de audio 500.

Una matriz de mezcla ascendente codificada 512 es recibida por un descodificador de matriz de mezcla ascendente
502, que se explicara en detalle a continuaciéon junto con la figura 6. El descodificador de matriz de mezcla
ascendente 502 esta configurado para descodificar en un sistema de descodificacion de audio un vector de simbolos
codificados por entropia, en un vector de parametros correspondientes a una cantidad no periddica. El vector de
simbolos codificados por entropia comprende un primer simbolo codificado por entropia y por lo menos un segundo
simbolo codificado por entropia, y el vector de parametros comprende un primer elemento y por lo menos un
segundo elemento. Por lo tanto, la matriz de mezcla ascendente codificada 512 es recibida por un componente de
recepcion 602 en formato vectorial. El descodificador 502 comprende ademas un componente de indexacion 604
configurado para representar cada simbolo codificado por entropia en el vector mediante un simbolo que puede
adoptar N valores, utilizando una tabla de probabilidades. N puede ser, por ejemplo, 96. Un componente de
asociacion 606 estd configurado para asociar el primer simbolo codificado por entropia con un valor de indice
mediante cualquier medio adecuado, en funcion del procedimiento de codificacion utilizado para codificar el primer
elemento en el vector de parametros. El simbolo para cada uno de los segundos cédigos y el valor de indice para el
primer codigo son utilizados a continuacion por el componente de asociacion 606, que asocia cada uno de dicho por
lo menos un segundo simbolo codificado por entropia con un valor de indice. El valor de indice de dicho por lo
menos un segundo simbolo codificado por entropia se calcula mediante calcular en primer lugar la suma del valor de
indice asociado con el simbolo codificado por entropia anterior al segundo simbolo codificado por entropia en el
vector de simbolos codificados por entropia y el simbolo que representa el segundo simbolo codificado por entropia.
A continuacion, se aplica moédulo N la suma. Se supone, sin pérdida de generalidad, que el valor de indice minimo
es 0 y el valor de indice maximo es N-1, por ejemplo, 95. De este modo, el algoritmo de asociacion se puede
expresar como:

idx(b) = (idx(b — 1) + Ayg, (b)) mod N, (Ecuacion 12)
donde b es el elemento del vector que esta siendo descodificado y Na N es el nUmero de posibles valores de indice.

El descodificador de matriz de mezcla ascendente 502 comprende ademas un componente de descodificacion 608
que esta configurado para representar dicho por lo menos un segundo elemento del vector de parametros mediante
un valor de parametro correspondiente al valor de indice asociado con dicho por lo menos un segundo simbolo
codificado por entropia. Por lo tanto, esta representacion es la version descodificada del parametro codificado, por
ejemplo, mediante el sistema de codificacion de audio 100 mostrado en la figura 1. En otras palabras, esta
representacion es igual al parametro cuantificado, codificado mediante el sistema de codificacién de audio 100
mostrado en la figura 1.

De acuerdo con una realizaciéon de la presente invencion, cada simbolo codificado por entropia en el vector de
simbolos codificados por entropia es representado por un simbolo utilizando la misma tabla de probabilidades para
todos los simbolos codificados por entropia en el vector de simbolos codificados por entropia. Una ventaja de esto
es que solamente es necesario almacenar una tabla de probabilidades en la memoria del descodificador. Dado que
la velocidad de busqueda puede ser importante cuando se descodifica un simbolo codificado por entropia en un
sistema de descodificacion de audio, la memoria en la que se almacena la tabla de probabilidades es
ventajosamente una memoria rapida, y por lo tanto costosa. Por lo tanto, utilizar sélo una tabla de probabilidades del
descodificador puede ser mas econdmico que el caso en el que se utilizan dos tablas de probabilidades. De acuerdo
con esta realizacion, el componente de asociacion 606 puede estar configurado para asociar el primer simbolo
codificado por entropia con un valor de indice, en primer lugar desplazando mediante un valor de desplazamiento el
simbolo que representa el primer simbolo codificado por entropia en el vector de simbolos codificados por entropia.
A continuacioén, se aplica modulo N al simbolo desplazado. De este modo, el algoritmo de asociacion se puede
expresar como:

idx(1) = (idx, (1) + abs_offset) mod N, (Ecuacion 13)

lesplazado

El componente de descodificacion 608 esta configurado para representar el primer elemento del vector de
parametros mediante un valor de parametro correspondiente al valor de indice asociado con el primer simbolo
codificado por entropia. Por lo tanto, esta representacién es la version descodificada del parametro codificado, por
ejemplo, mediante el sistema de codificacion de audio 100 mostrado en la figura 1.

Junto con las figuras 7 a 10, se explicara a continuacion el procedimiento de codificacion diferencial de una cantidad
no periodica.
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Las figuras 7 y 9 describen un procedimiento de codificacion para cuatro (4) segundos elementos en un vector de
parametros. Por lo tanto, el vector de entrada 902 comprende cinco parametros. Los parametros pueden adoptar
cualquier valor entre un valor minimo y un valor maximo. En este ejemplo, el valor minimo es -9,6 y el valor maximo
es 9,4. La primera etapa S702 en el procedimiento de codificacion es para representar cada parametro en el vector
902 mediante un valor de indice que puede adoptar N valores. En este caso, N se escoge con el valor 96, lo que
significa que el tamario del paso de cuantificacion es de 0,2. Esto produce el vector 904. La siguiente etapa S704
consiste en calcular la diferencia entre cada uno de los segundos elementos, es decir, los cuatro parametros
superiores del vector 904, y su elemento anterior. De este modo, el vector resultante 906 comprende cuatro valores
diferenciales -los cuatro valores superiores del vector 906. Tal como se puede ver en la figura 9, los valores
diferenciales pueden ser tanto negativos, como cero y positivos. Tal como se ha explicado anteriormente, es
ventajoso tener valores diferenciales que solamente puedan adoptar N valores, en este caso 96 valores. Para
conseguir esto, en la siguiente etapa S706 de este procedimiento se aplica moédulo 96 a los segundos elementos del
vector 906. El vector resultante 908 no contiene ningun valor negativo. El simbolo conseguido de este modo,
mostrado en el vector 908, se utiliza a continuacion para codificar los segundos elementos del vector en la etapa
final S708 del procedimiento mostrado en la figura 7 mediante la codificacién entrépica del simbolo asociado con
dicho por lo menos un segundo elemento en base a una tabla de probabilidades que comprende probabilidades de
los simbolos mostrados en el vector 908.

Tal como se ve en la figura 9, el primer elemento no se ha procesado después de la etapa de indexacion S702. En
las figuras 8 y 10 se describe un procedimiento para codificar el primer elemento del vector de entrada. En la
descripcion de las figuras 8 y 10 son validas las mismas hipétesis realizadas en la descripcion anterior de las figuras
7 y 9 en relacion con los valores minimo y maximo de los parametros y el numero de posibles valores de indice. El
primer elemento 1002 es recibido por el codificador. En la primera etapa S802 del procedimiento de codificacion, el
parametro del primer elemento esta representado por un valor de indice 1004. En la siguiente etapa S804, el valor
indexado 1004 es desplazado mediante un valor de desplazamiento. En este ejemplo, el valor del desplazamiento es
49. Este valor se calcula tal como se ha descrito anteriormente. En la siguiente etapa S806, se aplica mddulo 96 al
valor de indice desplazado 1006. A continuacioén, el valor resultante 1008 puede ser utilizado en una etapa de
codificacién S802 para codificar el primer elemento mediante la codificacion entrdpica del simbolo 1008 utilizando la
misma tabla de probabilidades que se ha utilizado para codificar dicho por lo menos un segundo elemento en la
figura 7.

La figura 11 muestra una realizacién 102' del componente de codificacién 102 de la matriz de mezcla ascendente de
la figura 1. El codificador 102' de la matriz de mezcla ascendente puede ser utilizado para codificar una matriz de
mezcla ascendente en un sistema de codificacion de audio, por ejemplo, el sistema de codificacion de audio 100
mostrado en la figura 1. Tal como se ha descrito anteriormente, cada fila de la matriz de mezcla ascendente
comprende M elementos que permiten la reconstruccion de un objeto de audio a partir de una sefial de mezcla
descendente que comprende M canales.

A bajas tasas de bits globales objetivo, la codificacién y el envio de la totalidad de los M elementos de matriz de
mezcla ascendente por cada objeto y tesela T/F, uno por cada canal de mezcla descendente, puede requerir una
tasa de bits indeseablemente elevada. Esto se puede reducir "aligerando" la matriz de mezcla ascendente, es decir,
intentando reducir el numero de elementos distintos de cero. En algunos casos, cuatro de entre cinco elementos son
cero y se utiliza solamente un Unico canal de mezcla descendente como base para la reconstruccion del objeto de
audio. Las matrices ligeras tienen distribuciones de probabilidad de los indices codificados (absolutos o
diferenciales) diferentes a las de las matrices no ligeras. En los casos en que la matriz de mezcla ascendente
comprende una gran parte de ceros, tal como cuando el valor cero se hace mas probable que 0,5, y se utiliza
codificacién Huffman, la eficiencia de codificacion disminuirda dado que el algoritmo de codificacion Huffman es
ineficiente cuando un valor especifico, por ejemplo, cero, tiene una probabilidad mayor de 0,5. Ademas, dado que
muchos de los elementos en la matriz de mezcla ascendente tienen el valor cero, estos no contienen ninguna
informacién. Por lo tanto, una estrategia puede ser seleccionar un subconjunto de los elementos de la matriz de
mezcla ascendente, y solamente codificar y transmitir estos a un descodificador. Esto puede reducir la tasa de bits
necesaria de un sistema de codificacion/descodificacién de audio, dado que se transmiten menos datos.

Para aumentar la eficiencia de la codificacion de la matriz de mezcla ascendente, se puede utilizar un modo de
codificacién dedicado para matrices ligeras, que se explicara en detalle a continuacion.

El codificador 102' comprende un componente de recepcién 1102 adaptado para recibir cada fila de la matriz de
mezcla ascendente. El codificador 102" comprende ademas un componente de seleccion 1104 adaptado para
seleccionar un subconjunto de elementos a partir de los M elementos de la fila de la matriz de mezcla ascendente.
En la mayor parte de los casos, el subconjunto comprende todos los elementos que no tienen valor cero. Pero de
acuerdo con algunas realizaciones, el componente de seleccién puede elegir no seleccionar un elemento que tenga
un valor distinto de cero, por ejemplo, un elemento con un valor préximo a cero. De acuerdo con realizaciones, el
subconjunto de elementos seleccionado puede comprender el mismo nimero de elementos para cada fila de la
matriz de mezcla ascendente. Para reducir mas la tasa de bits necesaria, el niumero de elementos seleccionados
puede ser uno (1).
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El codificador 102' comprende ademas un componente de codificacion 1106 que esta adaptado para representar
cada elemento en el subconjunto de elementos seleccionado, mediante un valor y una posiciéon en la matriz de
mezcla ascendente. El componente de codificacion 1106 esta adaptado ademas para codificar el valor y la posicién
en la matriz de mezcla ascendente de cada elemento en el subconjunto de elementos seleccionado. Puede estar
adaptado, por ejemplo, para codificar el valor utilizando codificacion diferencial con médulo, tal como se ha descrito
anteriormente. En este caso, para cada fila de la matriz de mezcla ascendente y para una serie de bandas de
frecuencia o una serie de tramas de tiempo, los valores de los elementos de los subconjuntos seleccionados de
elementos forman uno o varios vectores de parametros. Cada parametro del vector de parametros corresponde a
una de la serie de bandas de frecuencia o de la serie de tramas de tiempo. Por lo tanto, el vector de parametros
puede ser codificado utilizando codificacion diferencial con modulo, tal como se ha descrito anteriormente. En
realizaciones, el vector de parametros puede ser codificado utilizando codificacion diferencial regular. En otra
realizacién mas, el componente de codificacion 1106 estd adaptado para codificar cada valor por separado,
utilizando codificacion a tasa fija del verdadero valor de cuantificacion de cada valor, es decir no del sometido a
codificacion diferencial.

Se han observado los siguientes ejemplos de tasas de bits promedio para contenidos habituales. Las tasas de bits
se han medido para el caso en que M = 5, el nimero de objetos de audio a reconstruir en el lado del descodificador
es 11, el numero de bandas de frecuencia es 12 y el tamafno del paso del cuantificador de parametros es 0,1 y tiene
192 niveles. Para el caso en que se han codificado la totalidad de los cinco elementos por fila en la matriz de mezcla
ascendente, se han observado las siguientes tasas de bits promedio:

Codificacion a tasa fija: 165 kb/s,
Cadificacion diferencial: 51 kb/s,

Codificacion diferencial con modulo: 51 kb/s, pero con la mitad del tamafo de la tabla de probabilidades o del libro
de codigos, tal como se ha descrito anteriormente.

Para el caso en que se elige solamente un elemento para cada fila de la matriz de mezcla ascendente, es decir,
codificacién ligera, mediante el componente de seleccion 1104, se han observado las siguientes tasas de bits
promedio.

Codificacion a tasa fija (utilizando 8 bits para el valor y 3 bits para la posicién): 45 kb/s,
Codificacion diferencial con médulo tanto para el valor del elemento como para la posicion del elemento: 20 kb/s.

El componente de codificaciéon 1106 puede estar adaptado para codificar la posicion en la matriz de mezcla
ascendente de cada elemento del subconjunto de elementos, del mismo modo que el valor. EI componente de
codificacion 1106 puede estar adaptado asimismo para codificar la posicién en la matriz de mezcla ascendente de
cada elemento del subconjunto de elementos, de una manera diferente respecto a la codificacién del valor. En el
caso de codificar la posicion utilizando codificacion diferencial o codificacion diferencial con médulo, para cada fila de
la matriz de mezcla ascendente y para una serie de bandas de frecuencia o una serie de tramas de tiempo, las
posiciones de los elementos de los subconjuntos seleccionados de elementos forman uno o varios vectores de
parametros. Cada parametro del vector de parametros corresponde a una de la serie de bandas de frecuencia o de
la serie de tramas de tiempo. Por lo tanto, el vector de parametros se codifica utilizando codificacion diferencial o
codificacion diferencial con médulo, tal como se ha descrito anteriormente.

Cabe sefalar que el codificador 102' se puede combinar con el codificador 102 de la figura 2 para conseguir
codificacion diferencial con moédulo de una matriz de mezcla ascendente ligera, segun lo anterior.

Se debe observar ademas que el procedimiento de codificacion de una fila en una matriz ligera se ha ejemplificado
anteriormente para codificar una fila en una matriz de mezcla ascendente ligera, pero el procedimiento puede ser
utilizado para codificar otros tipos de matrices ligeras bien conocidas por los expertos en la materia.

A continuacion se explicara en mayor detalle junto con las figuras 13 a 15 el procedimiento para codificar una matriz
de mezcla ascendente ligera.

Una matriz de mezcla ascendente es recibida, por ejemplo, por el componente de recepcion 1102 de la figura 11.
Comprendiendo el procedimiento seleccionar, para cada fila 1402, 1502 de la matriz de mezcla ascendente, un
subconjunto S1302 a partir de los M, por ejemplo, 5, elementos de la fila en la matriz de mezcla ascendente. Cada
elemento en el subconjunto de elementos seleccionado se representa S1304 a continuacién mediante un valor y una
posicion en la matriz de mezcla ascendente. En la figura 14, se selecciona S1302 como subconjunto un elemento,
por ejemplo, el elemento niumero 3 que tiene un valor de 2,34. Por lo tanto, la representacion puede ser un vector
1404 que tiene dos campos. El primer campo del vector 1404 representa el valor, por ejemplo, 2,34 y el segundo
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campo del vector 1404 representa la posicion, por ejemplo, 3. En la figura 15 se seleccionan como subconjunto dos
elementos S1302, por ejemplo, el elemento nimero 3 que tiene un valor de 2,34 y el elemento nimero 5 que tiene
un valor de -1,81. Por lo tanto, la representacién puede ser un vector 1504 que tiene cuatro campos. El primer
campo del vector 1504 representa el valor del primer elemento, por ejemplo, 2,34, y el segundo campo del vector
1504 representa la posicion del primer elemento, por ejemplo, 3. El tercer campo del vector 1504 representa el valor
del segundo elemento, por ejemplo, -1,81, y el cuarto campo del vector 1504 representa la posicion del segundo
elemento, por ejemplo, 5. Las representaciones 1404, 1504 se codifican S1306 a continuacion, segun lo anterior.

La figura 12 es un diagrama de bloques generalizado de un sistema de descodificacion de audio 1200 de acuerdo
con una realizacién de ejemplo. El descodificador 1200 comprende un componente de recepcion 1206 configurado
para recibir una sefial de mezcla descendente 1210 que comprende M canales y por lo menos un elemento
codificado 1204 que representa un subconjunto de M elementos en una fila de una matriz de mezcla ascendente.
Cada uno de los elementos codificados comprende un valor y una posicion en la fila de la matriz de mezcla
ascendente, la posicidon indicando uno de los M canales de la sefial de mezcla descendente 1210 a los que
corresponde el elemento codificado. Dicho por lo menos un elemento codificado 1204 es descodificado por un
componente 1202 de descodificacion de elementos de matriz de mezcla ascendente. EI componente 1202 de
descodificacion de elementos de matriz de mezcla ascendente esta configurado para descodificar dicho por lo
menos un elemento codificado 1204, segun la estrategia de codificacion utilizada para codificar dicho por lo menos
un elemento codificado 1204. Se han dado conocer anteriormente ejemplos de dichas estrategias de codificacion.
Dicho por lo menos un elemento descodificado 1214 se envia a continuacion al componente de reconstruccion 1208,
que esta configurado para reconstruir una tesela de tiempo/frecuencia del objeto de audio a partir de la sefial de
mezcla descendente 1210, formando una combinaciéon lineal de los canales de mezcla descendente que
corresponden a dicho por lo menos un elemento codificado 1204. Cuando se forma la combinacion lineal, cada canal
de mezcla descendente se multiplica por el valor de su elemento codificado 1204 correspondiente.

Por ejemplo, si el elemento descodificado 1214 comprende el valor 1,1 y la posicidn 2, la tesela de tiempo/frecuencia
del segundo canal de mezcla descendente se multiplica por 1,1 y esto se utiliza a continuacién para reconstruir el
objeto de audio.

El sistema de descodificacién de audio 500 comprende ademas un componente de generacién 1216 que entrega
una sefal de audio en base al objeto de audio reconstruido 1218. El tipo de sefial de audio depende del tipo de
unidad de reproduccién que esta conectada al sistema de descodificacion de audio 1200. Por ejemplo, si estan
conectados un par de auriculares al sistema de descodificacion de audio 1200, el componente de generacion 1216
entregara una sefial estéreo.

Equivalentes, extensiones, alternativas y miscelanea

Tras el estudio de la descripcidon anterior, resultaran evidentes para un experto en la materia otras realizaciones de
la presente invenciéon. Aunque la presente descripcion y los dibujos dan a conocer realizaciones y ejemplos, la
invencién no se limita a estos ejemplos especificos. Se pueden realizar numerosas modificaciones y variaciones sin
apartarse del alcance de la presente invencion, que se define mediante las reivindicaciones adjuntas. Ningun signo
de referencia que aparezca en las reivindicaciones se debe entender como limitando el alcance de éstas.

Adicionalmente, en la practica de la invencion, a partir de un estudio de los dibujos, de la invencion y de las
reivindicaciones adjuntas un experto en la materia puede comprender y efectuar variaciones sobre las realizaciones
dadas a conocer. En las reivindicaciones, el término "comprende" no excluye otros elementos o etapas, y el articulo
indefinido "un" o "una" no excluye una pluralidad. El mero hecho de que ciertas disposiciones se expongan en
reivindicaciones dependientes diferentes entre si, no indica que no se pueda utilizar ventajosamente una
combinacioén de estas disposiciones.

Los sistemas y procedimientos dados a conocer en lo anterior se pueden implementar como software, software
inalterable, hardware o una combinacion de los mismos. En una implementacion en hardware, la division de tareas
entre unidades funcionales a las que se hace referencia en la descripcién anterior no corresponde necesariamente a
la divisiéon en unidades fisicas; por el contrario, un componente fisico puede tener multiples funcionalidades, y una
tarea puede ser realizada por varios componentes fisicos en cooperacion. Determinados componentes o todos los
componentes se pueden implementar como software ejecutado por un procesador de sefal digital o un
microprocesador, o se pueden implementar como hardware o como un circuito integrado de aplicaciéon especifica.
Dicho software puede estar distribuido en un medio legible por ordenador, que puede comprender medios de
almacenamiento informatico (o medios no transitorios) y medios de comunicaciones (0 medios transitorios). Tal
como es bien sabido por un experto en la materia, el término medios de almacenamiento informatico incluye medios
volatiles y no volatiles, extraibles y no extraibles implementados en cualquier procedimiento o tecnologia para el
almacenamiento de informacion, tal como instrucciones legibles por ordenador, estructuras de datos, médulos de
programa u otros datos. Los medios de almacenamiento informatico incluyen, de forma no limitativa, RAM, ROM,
EEPROM, memorias flash u otra tecnologia de memoria, CD-ROM, discos versatiles digitales (DVD, digital versatile
disks) u otro almacenamiento en disco optico, casetes magnéticas, cintas magnéticas, almacenamiento en disco
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magnético u otros dispositivos de almacenamiento magnético, o cualquier otro medio que pueda ser utilizado para
almacenar la informacion deseada y al que se pueda acceder mediante un ordenador. Ademas, es bien conocido por
un experto en la materia que los medios de comunicacién incorporan habitualmente instrucciones legibles por
ordenador, estructuras de datos, mddulos de programa u otros datos en una sefial de datos modulada, tal como una
onda portadora u otro mecanismo de transporte, e incluyen cualesquiera medios de distribucion de informacion.
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REIVINDICACIONES

1. Un procedimiento para codificar una matriz de mezcla ascendente en un sistema de codificacién de audio (100),
comprendiendo cada fila de matriz de mezcla ascendente M elementos que permiten la reconstruccion de una tesela
de tiempo/frecuencia de un objeto de audio desde una sefial de mezcla descendente que comprende M canales,
comprendiendo el procedimiento:

para cada fila en la matriz de mezcla ascendente:

seleccionar un subconjunto de elementos de los M elementos de la fila en la matriz de mezcla ascendente, en el que
el subconjunto seleccionado de elementos comprende el mismo nimero de elementos para cada fila de la matriz de
mezcla ascendente;

representar cada elemento en el subconjunto seleccionado de elementos por un valor y una posicién en la matriz de
mezcla ascendente;

codificar el valor y la posicion en la matriz de mezcla ascendente de cada elemento en el subconjunto seleccionado
de elementos,

en el que, para cada fila en la matriz de mezcla ascendente y para una pluralidad de bandas de frecuencia o una
pluralidad de tramas de tiempo, los valores de los elementos y/o las posiciones de los elementos de los
subconjuntos seleccionados de elementos forman uno o mas vectores (114, 902, 1002) de parametros,
correspondiendo cada parametro del vector de parametros con una de la pluralidad de bandas de frecuencia o la
pluralidad de tramas de tiempo, en el que cada vector de uno o mas vectores de parametros tiene un primer
elemento (1002) y al menos un segundo elemento (902), y en el que uno o mas vectores de parametros se codifican
mediante:

representar (S702, S802) cada parametro del vector mediante un valor de indice que adopta uno de N posibles
valores;

asociar cada uno de dicho por lo menos un segundo elemento con un simbolo, calculandose el simbolo mediante:

calcular (S704) la diferencia entre el valor de indice del segundo elemento y el valor de indice de su elemento
anterior en el vector; y

aplicar (S706) modulo N a la diferencia;

codificar (S708) cada uno de dicho por lo menos un segundo elemento mediante la codificacion entropica del
simbolo asociado con dicho por lo menos un segundo elemento, en base a una tabla de probabilidades que
comprende probabilidades de los simbolos;

asociar el primer elemento del vector con un simbolo, calculandose el simbolo mediante:

desplazar (S804) el valor de indice que representa el primer elemento del vector, restando del valor de indice
un valor de desplazamiento;

aplicar (S806) modulo N al valor de indice desplazado;

codificar el primer elemento mediante la codificacion entrépica del simbolo asociado con el primer elemento
utilizando la misma tabla de probabilidades que se ha utilizado para codificar dicho por lo menos un segundo
elemento.

2. Un producto de programa informatico que comprende instrucciones de cddigo informatico adaptadas para llevar a
cabo el procedimiento de la reivindicacion 1 cuando se ejecuta en un dispositivo que tiene capacidad de
procesamiento.

3. Un codificador (100) para codificar una matriz de mezcla ascendente en un sistema de codificacion de audio
(100), comprendiendo cada fila de la matriz de mezcla ascendente M elementos que permiten la reconstruccion de
una tesela de tiempo/frecuencia de un objeto de audio desde una sefial de mezcla descendente que comprende M
canales, el codificador comprendiendo:

un componente de recepcién adaptado para recibir cada fila en la matriz de mezcla ascendente;
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un componente de seleccidon adaptado para seleccionar un subconjunto de elementos de los M elementos de la fila
en la matriz de mezcla ascendente, en el que el subconjunto seleccionado de elementos comprende el mismo
numero de elementos para cada fila de la matriz de mezcla ascendente;

un componente de codificacién adaptado para representar cada elemento en el subconjunto seleccionado de
elementos por un valor y una posicién en la matriz de mezcla ascendente, el componente de codificacién adaptado
ademas para codificar el valor y la posicion en la matriz de mezcla ascendente de cada elemento en el subconjunto
seleccionado de elementos en el que, para cada fila de la matriz de mezcla ascendente y para una pluralidad de
bandas de frecuencia o una pluralidad de tramas de tiempo, los valores de los elementos y/o las posiciones de los
elementos de los subconjuntos seleccionados de los elementos forman uno o mas vectores (114, 902, 1002) de
parametros, correspondiendo cada parametro del vector de parametros a una de la pluralidad de bandas de
frecuencia o la pluralidad de tramas de tiempo, teniendo el vector de parametros un primer elemento (1002) y al
menos un segundo elemento (902), en el que el componente de codificacion se adapta para codificar el uno o mas
vectores de parametros por cada vector:

representar (S702, S802) cada parametro del vector mediante un valor de indice que adopta uno de N posibles
valores;

asociar cada uno de dicho por lo menos un segundo elemento con un simbolo, calculandose el simbolo mediante:

calcular (S704) la diferencia entre el valor de indice del segundo elemento y el valor de indice de su elemento
anterior en el vector; y

aplicar (S706) modulo N a la diferencia;

codificar (S708) cada uno de dicho por lo menos un segundo elemento mediante la codificacion entropica del
simbolo asociado con dicho por lo menos un segundo elemento, en base a una tabla de probabilidades que
comprende probabilidades de los simbolos;

asociar el primer elemento del vector con un simbolo, calculandose el simbolo mediante:

desplazar (S804) el valor de indice que representa el primer elemento del vector, restando del valor de indice
un valor de desplazamiento;

aplicar (S806) modulo N al valor de indice desplazado;

codificar el primer elemento mediante la codificacion entrépica del simbolo asociado con el primer elemento
utilizando la misma tabla de probabilidades que se ha utilizado para codificar dicho por lo menos un segundo
elemento.
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