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METHODS AND SYSTEMS FOR PROCESSING AN ULTRASOUND IMAGE

RELATED APPLICATION
This application claims the benefit of and priority to U.S. Provisional
Application No. 62/520,233, filed June 15, 2017, which is incorporated by reference in its

entirety.

FIELD OF THE INVENTION
This invention relates to the field of ultrasound imaging, and more specifically

to the field of ultrasound image filtering.

BACKGROUND OF THE INVENTION

Ultrasound imaging is increasingly being employed in a variety of different
applications. It is important that the image produced by the ultrasound system is as clear and
accurate as possible so as to give the user a realistic interpretation of the subject being
scanned. This is especially the case when the subject in question is a patient undergoing a
medical ultrasound scan. In this situation, the ability of a doctor to make an accurate
diagnosis is dependent on the quality of the image produced by the ultrasound system.

Off-axis clutter is a significant cause of image degradation in ultrasound.
Adaptive beamforming techniques, such as minimum variance (MV) beamforming, have
been developed and applied to ultrasound imaging to achieve an improvement in image
quality; however, MV beamforming is computationally intensive as an inversion of the
spatial covariance matrix is required for each pixel of the image. In addition, even though
MYV beamforming is developed primarily for an improvement in spatial resolution, and is not
ideal for reducing off-axis clutter, its performance in terms of improving spatial resolution
often needs to be sacrificed by reducing the subarray size. Otherwise, image artifacts may
occur in the speckle due to signal cancellation.

Adaptive weighting techniques, such as: the coherence factor (CF); the
generalized coherence factor (GCF); the phase coherence factor (PCF); and the short-lag
spatial coherence (SLSC), have been proposed but all require access to per-channel data to
compute a weighting mask to be applied to the image. Further, these methods would only
work for conventional imaging with focused transmit beams and are not suitable for plane

wave imaging (PWI) or diverging wave imaging (DWI) involving only a few transmits.
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In addition, spatial resolution in ultrasound images, particularly the lateral
resolution, is often suboptimal. The -6dB lateral beamwidth at the focal depth is determined

by the following equation:

Az
—6 dB Beamwidth,iorg = N}

where A is wavelength, z is transmit focal depth, and D is the aperture size. The smaller the
wavelength (or the higher center frequency), the better the lateral resolution will be; however,
a smaller wavelength is achieved at the cost of penetration depth. On the other hand, a larger
aperture size D is needed to achieve a better lateral resolution; however, the aperture size is
often limited by the human anatomy, hardware considerations, and system cost.

Adaptive beamforming techniques, such as the previously mentioned
minimum variance (MV) beamforming, have been a topic of active research. These methods
are data-dependent beamforming methods that seek to adaptively estimate the apodization
function that yields lateral resolution beyond the diffraction limit.

In addition to standard ultrasound imaging techniques, plane wave imaging
(PWI) or diverging wave imaging (DWI) in the case of phased arrays is a relatively new
imaging technique, which has the potential to perform imaging at very high frame rates
above 1kHz and possibly several kHz. These techniques have also opened up many new
possible imaging modes for different applications which were previously not possible with
conventional focused transmit beams. For this reason, they have been some of the most
actively researched topics in academia in recent years.

PWI/DWI can achieve high frame rates by coherently compounding images
obtained from broad transmit beams at different angles. Since the spatial resolution in
PWI/DWI is generally known to be only slightly worse than, or comparable to, conventional
imaging with focused transmit beams, its main drawback is degradation in the image
contrast, which is directly related to the number of transmit angles. The image contrast is
generally low for a small number of transmit angles in PWI/DWI; therefore, many transmit
angles are needed to maintain image quality comparable to that of conventional imaging with
focused transmit beams.

PWI/DWI also suffers from motion artifacts, particularly when imaging fast-
moving organs such as the heart, as individual image pixels are constructed from signals

from different transmit beams. The effect of motion becomes more severe with increasing
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numbers of transmit angles; therefore, the dilemma in PWI/DWI systems is clear: more
transmit angles are required to achieve high image contrast, but also result in more motion
artifacts that degrade image quality.

Further, regardless of the number of transmit angles, PWI/DWI does not
reduce reverberation clutter, which is one of the main sources of image quality degradation in

fundamental B-mode ultrasound images.

SUMMARY OF THE INVENTION

The present invention provides systems and methods capable of performing
off-axis clutter filtering, improving spatial resolution, and improving image contrast. In
certain aspects, the present inventions proposes an extrapolation technique of the transmitted
plane waves based on a linear prediction scheme, which allows for an extremely high frame
rate while significantly improving image contrast. An additional benefit of the invention is
that these benefits may be accomplished without significantly increasing the computational
burden of the ultrasound system.

According to examples in accordance with an aspect of the invention, there is
provided a method for performing off-axis clutter filtering in an ultrasound image, the
method comprising:

obtaining channel data from an ultrasonic probe defining a set of imaged
points, wherein the ultrasonic probe comprises an array of transducer elements;

for each imaged point in a region of interest:

isolating the channel data associated with said imaged point;

performing a spectral estimation of the isolated channel data; and

selectively attenuating the isolated channel data by way of an
attenuation coefficient based on the spectral estimation, thereby generating filtered channel
data; and

summing the filtered channel data, thereby generating a filtered ultrasound
image.

This method performs off-axis clutter filtering in an ultrasound image. By
performing a spectral estimation of the channel data it is possible to identify the frequency
content of the channel data. Typically, off-axis clutter signal will possess a high spatial
frequency, which may be identified in the spectral estimation of the channel data. In this way,
it is possible to selectively attenuate signals having high spatial frequencies, thereby reducing

and/or eliminating off-axis clutter signals in the final ultrasound image.
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In an embodiment, the isolating of the channel data comprises processing a
plurality of observations of the imaged point.

In this way, it is possible to perform the spectral estimation on channel data
that has been averaged over a plurality of measurements. In this way, the accuracy of the
channel data, and so of the final ultrasound image, is increased.

In an arrangement, the spectral estimation comprises decomposing the channel
data into a finite sum of complex exponentials.

By decomposing the channel data into a finite sum of complex exponentials, it
is simple to identify the components with high spatial frequencies, thereby making it easier to
attenuate the off-axis clutter signals in the ultrasound image.

In a further arrangement, the complex exponentials comprise:

a first model parameter; and

a second model parameter.

In a further embodiment, the first model parameter is complex.

In a yet further embodiment, the second model parameter is inversely
proportional to the distance between adjacent transducer elements of the ultrasonic probe.

The first and second model parameters may be used to describe the nature of
the channel data. In the case that the first model parameter is complex, the imaginary
component relates to the phase of the signals and the modulus, which may be a real, positive
number, relates to the amplitude of the signal. The second model parameter may relate to the
spatial frequency of the signal.

In a still yet further arrangement, the first and second model parameters are
estimated by way of spectral estimation.

In some designs, the attenuation coefficient is Gaussian.

In this way, it is simple to implement attenuation for signals approaching
higher spatial frequencies. The aggressiveness of the filtering may be tuned by altering the
width of the Gaussian used.

In an embodiment, the attenuation coefficient is depth dependent.

By making the attenuation coefficient depth dependent, it is possible to control
the amount of off-axis clutter signal filtering for different depths.

In an arrangement, the attenuation coefficient is dependent on the second

model parameter.
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In this way, the attenuation coefficient may be directly dependent on the
spatial frequency of the signal, meaning that the attenuation coefficient may adapt to the
signals on an individual basis rather than requiring an input from the user.

In some embodiments, the attenuation coefficient is adapted to attenuate the
channel data to half the width of the receive beampattern.

In this way, it is possible to both improve the lateral resolution and decrease
the off-axis clutter in the filtered ultrasound image.

In some arrangements, the spectral estimation is based on an autoregressive
model.

According to examples in accordance with a further aspect of the invention,
there is provided a computer program comprising computer program code means which is
adapted, when said computer program is run on a computer, to implement the method
described above.

According to examples in accordance with a further aspect of the invention,
there is provided a controller for controlling the filtering of off-axis clutter in an ultrasound
image, wherein the controller is adapted to:

obtain channel data from an ultrasonic probe defining a set of imaged points;

for each imaged point in a region of interest:

isolate the channel data associated with said imaged point;

perform a spectral estimation of the isolated channel data; and

selectively attenuate the isolated channel data by way of an
attenuation coefficient based on the spectral estimation, thereby generating filtered channel
data; and

sum the filtered channel data, thereby generating a filtered ultrasound image.

According to examples in accordance with a further aspect of the invention,
there is provided an ultrasound system, the system comprising:

an ultrasonic probe, the ultrasonic probe comprising an array of transducer
elements;

a controller as defined above; and

a display device for displaying the filtered ultrasound image.

According to examples in accordance with a further aspect of the invention,
there is provided a method for generating an ultrasound image, the method comprising:

obtaining channel data by way of an ultrasonic probe;
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for each channel of the channel data, segmenting the channel data based on an
axial imaging depth of the channel data;

for each segment of the segmented channel data:

estimating an extrapolation filter based on the segmented channel
data, the extrapolation filter having a filter order; and

extrapolating, by an extrapolation factor, the segmented channel data
based on the extrapolation filter, thereby generating extrapolated channel data; and

summing the extrapolated channel data across all segments, thereby generating
the ultrasound image.

This method performs aperture extrapolation on the channel data, thereby
increasing the lateral resolution of the ultrasound image. By estimating the extrapolation
filter based on the segmented channel data, the extrapolation filter may directly correspond to
the channel data. In this way, the accuracy of the extrapolation performed on the segmented
channel data is increased. In other words, this method predicts channel data from transducer
elements that do not physically exist within the ultrasonic probe by extrapolating the existing
channel data.

In an embodiment, the method further comprises:

for each axial segment of the channel data, applying a Fourier transform to an
axial segment of the channel data; and

performing an inverse Fourier transform on the extrapolated channel data.

By performing the extrapolation of the segmented channel data in the temporal
frequency domain, the accuracy of the extrapolated channel data may be further increased.

In an arrangement, the axial segment is less than 4 wavelengths in depth, for
example less than or equal to 2 wavelengths in depth.

In this way, the performance of the system, which is largely dependent on the
number of segments of channel data to be extrapolated, may be improved whilst maintaining
the improvement in lateral resolution of the image, which is inversely proportional to the size
of the axial segment.

In an embodiment, the extrapolation factor is less than or equal to 10x, for
example less than or equal to 8x.

In this way, it is possible to achieve a substantial improvement in the lateral
resolution of the ultrasound image whilst preserving the speckle texture within the image.

In some designs, the estimation of the extrapolation filter is performed using

an autoregressive model.
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In an arrangement, the estimation of the extrapolation filter is performed using
the Burg technique.

In this way, the extrapolation filter may be simply estimated without requiring
a significant amount of processing power.

In some embodiments, the filter order is less than or equal to 5, for example
less than or equal to 4.

In this way, it is possible to achieve a substantial improvement in the lateral
resolution of the ultrasound image whilst preserving the speckle texture within the image.

In an embodiment, the extrapolation occurs in the azimuthal direction in the
aperture domain.

According to examples in accordance with a further aspect of the invention,
there is provided a computer program comprising computer program code means which is
adapted, when said computer program is run on a computer, to implement the method defined
above.

According to examples in accordance with a further aspect of the invention,
there is provided a controller for controlling the generation of an ultrasound image, wherein
the controller is adapted to:

obtain channel data by way of an ultrasonic probe;

for each channel of the channel data, segment the channel data based on an
axial imaging depth of the channel data;

for each segment of the segmented channel data:

estimate an extrapolation filter based on the segmented channel data,
the extrapolation filter having a filter order; and

extrapolate, by an extrapolation factor, the segmented channel data
based on the extrapolation filter, thereby generating extrapolated channel data; and

sum the extrapolated channel data across all segments, thereby generating the
ultrasound image.

According to examples in accordance with a further aspect of the invention,
there is provided an ultrasound system, the system comprising:

an ultrasonic probe;

a controller as defined above; and

a display device for displaying the ultrasound image.

In an embodiment, the system further comprises a user interface having a user

input.
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In this way, it is possible for a user to provide an instruction to the ultrasound
system.

In an arrangement, the user input is adapted to adjust the axial depth of the
axial segment.

In a further arrangement, the user input is adapted to alter the extrapolation
factor.

In a yet further arrangement, the user input is adapted to alter the filter order.

In this way, the user may empirically adapt the various parameters of the
extrapolation method in order to maximize the image quality according to their subjective
opinion.

According to examples in accordance with a yet aspect of the invention, there
is provided a method for generating an ultrasound image, the method comprising:

obtaining beam-summed data by way of an ultrasonic probe, wherein the
beam-summed data comprises a plurality of steering angles;

for each steering angle of the beam-summed data, segmenting the beam-
summed data based on an axial imaging depth of the channel data;

for each segment of the segmented beam-summed data:

estimating an extrapolation filter, based on the segmented beam-
summed data, the extrapolation filter having a filter order; and

extrapolating, by an extrapolation factor, the segmented beam-
summed data based on the extrapolation filter, thereby generating extrapolated beam-
summed data; and

coherently compounding the extrapolated beam-summed data across all
segments, thereby generating the ultrasound image.

This method performs transmit extrapolation on the beam-summed data,
thereby improving the contrast of the ultrasound image. The beam-sum data corresponds to
data summed across the aperture for several transmit beams overlapping on a point of
interest. In addition, this method provides an increase in ultrasound image frame rate and a
reduction in motion artifacts in the final ultrasound image by retaining contrast and resolution
with fewer actual transmit events. By estimating the extrapolation filter based on the
segmented beam-summed data, the extrapolation filter may directly correspond to the beam-
summed data. In this way, the accuracy of the extrapolation performed on the segmented

beam-summed data is increased. In other words, this method predicts beam-summed data
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from transmit angles outside of the range of angles used to obtain the original beam-summed
data by extrapolation.

In an embodiment, the method further comprises:

for each axial segment of the beam-summed data, applying a Fourier
transform to an axial segment of the beam-summed data; and

performing an inverse Fourier transform on the extrapolated beam-summed
data.

By performing the extrapolation of the segmented beam-summed data in the
temporal frequency domain, the accuracy of the extrapolated beam-summed data may be
further increased.

In an arrangement, the beam-summed data is obtained by way of at least one
of plane wave imaging and diverging wave imaging.

In this way, it is possible to produce an ultrafast ultrasound imaging method
with increased image contrast and frame rate.

In some embodiments, the axial segment is less than 4 wavelengths in depth,
for example less than or equal to 2 wavelengths in depth.

In this way, the performance of the system, which is largely dependent on the
number of segments of beam-summed data to be extrapolated, may be improved whilst
maintaining the improvement in image quality, which is inversely proportional to the size of
the axial segment.

In some arrangements, the plurality of steering angles comprises less than 20
angles, for examples less than or equal to 10 angles.

In this way, the computational performance of the ultrasound system may be
improved, as there are fewer steering angle to process, whilst maintaining the detail of the
final ultrasound image, which is proportional to the number of steering angle used.

In some designs, the filter order is less than or equal to half the number of
steering angles.

In an embodiment, the extrapolation factor is less than or equal to 10x, for
example less than or equal to 8x.

In this way, it is possible to achieve a substantial improvement in the contrast
resolution of the ultrasound image whilst preserving the speckle texture within the image.

In an arrangement, the estimation of the extrapolation filter is performed using

an autoregressive model.
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In an embodiment, the estimation of the extrapolation filter is performed using
the Burg technique.

In this way, the extrapolation filter may be simply estimated without requiring
a significant amount of processing power.

In an arrangement, the extrapolation occurs in the transmit direction.

According to examples in accordance with a further aspect of the invention,
there is provided a computer program comprising computer program code means which is
adapted, when said computer program is run on a computer, to implement the method defined
above.

According to examples in accordance with a further aspect of the invention,
there is provided a controller for controlling the generation of an ultrasound image, wherein
the controller is adapted to:

obtain beam-summed data by way of an ultrasonic probe, wherein the beam-
summed data comprises a plurality of steering angles;

for each steering angle of the beam-summed data, segment the beam-summed
data based on an axial depth of the beam-summed data;

for each segment of the segmented beam-summed data:

estimate an extrapolation filter, based on the segmented beam-
summed data, the extrapolation filter having a filter order; and

extrapolate, by an extrapolation factor, the segmented beam-summed
data based on the extrapolation filter, thereby generating extrapolated beam-summed data;
and

coherently compound the extrapolated beam-summed data across all segments,
thereby generating the ultrasound image.

According to examples in accordance with a further aspect of the invention,
there is provided an ultrasound system, the system comprising:

an ultrasonic probe;

a controller as defined above; and

a display device for displaying the high contrast ultrasound image.

In an embodiment, the system further comprises a user interface having a user
input.

In this way, it is possible for a user to provide an instruction to the ultrasound

system.
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In a further embodiment, the user input is adapted to adjust at least one of: the
axial depth of the axial segment; the extrapolation factor; and the filter order.

In this way, the user may empirically adapt the various parameters of the
extrapolation method in order to maximize the image quality according to their subjective

opinion.

BRIEF DESCRIPTION OF THE DRAWINGS

Examples of the invention will now be described in detail with reference to the
accompanying drawings, in which:

Figure 1 shows an ultrasound diagnostic imaging system to explain the general
operation;

Figure 2 shows a method of selectively attenuating channel data of an
ultrasound image;

Figure 3 shows an illustration of the implementation of the method of
Figure 2;

Figure 4 shows a method of performing aperture extrapolation on an
ultrasound image;

Figure 5 shows an illustration of the method of Figure 4;

Figure 6, Figure 7, Figure 8 and Figure 9 show examples of the
implementation of the method of
Figure 4;

Figure 10 shows a method of performing transmit extrapolation on an
ultrasound image;

Figure 11 shows an illustration of the method of Figure 10; and

Figure 12, Figure 13, and Figure 14 show examples of the implementation of

the method of Figure 10.

DETAILED DESCRIPTION OF THE EMBODIMENTS

The invention provides methods and systems for generating an ultrasound
image. In a method, the generation of an ultrasound image comprises: obtaining channel data,
the channel data defining a set of imaged points; for each imaged point: isolating the channel
data; performing a spectral estimation on the isolated channel data; and selectively
attenuating the spectral estimation channel data, thereby generating filtered channel data; and

summing the filtered channel data, thereby forming a filtered ultrasound image.
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In some examples, the method comprises aperture extrapolation. The aperture
extrapolation improves the lateral resolution of the ultrasound image. In other examples, the
method comprises transmit extrapolation. The transmit extrapolation improves the contrast of
the image. In addition, the transmit extrapolation improves the frame rate and reduces the
motion artifacts in the ultrasound image. In further examples, the aperture and transmit
extrapolations may be combined.

The general operation of an exemplary ultrasound diagnostic imaging system
will first be described, with reference to Figure 1, and with emphasis on the signal processing
function of the system since this invention relates to the processing of the signals measured
by the transducer array.

The system comprises an array transducer probe 10 which has a CMUT
transducer array 100 for transmitting ultrasound waves and receiving echo information. The
transducer array 100 may alternatively comprise piezoelectric transducers formed of
materials such as PZT or PVDF. The transducer array 100 is a two-dimensional array of
transducers 110 capable of scanning in a 2D plane or in three dimensions for 3D imaging. In
another example, the transducer array may be a 1D array.

The transducer array 100 is coupled to a microbeamformer 12 in the probe
which controls reception of signals by the CMUT array cells or piezoelectric elements.
Microbeamformers are capable of at least partial beamforming of the signals received by sub-
arrays (or "groups" or "patches") of transducers as described in US Patents 5,997,479 (Savord
et al.), 6,013,032 (Savord), and 6,623,432 (Powers et al.).

Note that the microbeamformer is entirely optional. The examples below
assume no analog beamforming.

The microbeamformer 12 is coupled by the probe cable to a transmit/receive
(T/R) switch 16 which switches between transmission and reception and protects the main
beamformer 20 from high energy transmit signals when a microbeamformer is not used and
the transducer array is operated directly by the main system beamformer. The transmission
of ultrasound beams from the transducer array 10 is directed by a transducer controller 18
coupled to the microbeamformer by the T/R switch 16 and a main transmission beamformer
(not shown), which receives input from the user's operation of the user interface or control
panel 38.

One of the functions controlled by the transducer controller 18 is the direction
in which beams are steered and focused. Beams may be steered straight ahead from

(orthogonal to) the transducer array, or at different angles for a wider field of view. The
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transducer controller 18 can be coupled to control a DC bias control 45 for the CMUT array.
The DC bias control 45 sets DC bias voltage(s) that are applied to the CMUT cells.

In the reception channel, partially beamformed signals are produced by the
microbeamformer 12 and are coupled to a main receive beamformer 20 where the partially
beamformed signals from individual patches of transducers are combined into a fully
beamformed signal. For example, the main beamformer 20 may have 128 channels, each of
which receives a partially beamformed signal from a patch of dozens or hundreds of CMUT
transducer cells or piezoelectric elements. In this way the signals received by thousands of
transducers of a transducer array can contribute efficiently to a single beamformed signal.

The beamformed reception signals are coupled to a signal processor 22. The
signal processor 22 can process the received echo signals in various ways, such as band-pass
filtering, decimation, I and Q component separation, and harmonic signal separation which
acts to separate linear and nonlinear signals so as to enable the identification of nonlinear
(higher harmonics of the fundamental frequency) echo signals returned from tissue and
micro-bubbles. The signal processor may also perform additional signal enhancement such as
speckle reduction, signal compounding, and noise elimination. The band-pass filter in the
signal processor can be a tracking filter, with its pass band sliding from a higher frequency
band to a lower frequency band as echo signals are received from increasing depths, thereby
rejecting the noise at higher frequencies from greater depths where these frequencies are
devoid of anatomical information.

The beamformers for transmission and for reception are implemented in
different hardware and can have different functions. Of course, the receiver beamformer is
designed to take into account the characteristics of the transmission beamformer. In Figure 1
only the receiver beamformers 12, 20 are shown, for simplicity. In the complete system,
there will also be a transmission chain with a transmission micro beamformer, and a main
transmission beamformer.

The function of the micro beamformer 12 is to provide an initial combination
of signals in order to decrease the number of analog signal paths. This is typically performed
in the analog domain.

The final beamforming is done in the main beamformer 20 and is typically
after digitization.

The transmission and reception channels use the same transducer array 10’
which has a fixed frequency band. However, the bandwidth that the transmission pulses

occupy can vary depending on the transmission beamforming that has been used. The
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reception channel can capture the whole transducer bandwidth (which is the classic approach)
or by using bandpass processing it can extract only the bandwidth that contains the useful
information (e.g. the harmonics of the main harmonic).

The processed signals are coupled to a B mode (i.e. brightness mode, or 2D
imaging mode) processor 26 and a Doppler processor 28. The B mode processor 26 employs
detection of an amplitude of the received ultrasound signal for the imaging of structures in
the body such as the tissue of organs and vessels in the body. B mode images of structure of
the body may be formed in either the harmonic image mode or the fundamental image mode
or a combination of both as described in US Pat. 6,283,919 (Roundhill et al.) and US Pat.
6,458,083 (Jago et al.) The Doppler processor 28 processes temporally distinct signals from
tissue movement and blood flow for the detection of the motion of substances such as the
flow of blood cells in the image field. The Doppler processor 28 typically includes a wall
filter with parameters which may be set to pass and/or reject echoes returned from selected
types of materials in the body.

The structural and motion signals produced by the B mode and Doppler
processors are coupled to a scan converter 32 and a multi-planar reformatter 44. The scan
converter 32 arranges the echo signals in the spatial relationship from which they were
received in a desired image format. For instance, the scan converter may arrange the echo
signal into a two dimensional (2D) sector-shaped format, or a pyramidal three dimensional
(3D) image. The scan converter can overlay a B mode structural image with colors
corresponding to motion at points in the image field with their Doppler-estimated velocities
to produce a color Doppler image which depicts the motion of tissue and blood flow in the
image field. The multi-planar reformatter will convert echoes which are received from points
in a common plane in a volumetric region of the body into an ultrasound image of that plane,
as described in US Pat. 6,443,896 (Detmer). A volume renderer 42 converts the echo signals
of a 3D data set into a projected 3D image as viewed from a given reference point as
described in US Pat. 6,530,885 (Entrekin et al.).

The 2D or 3D images are coupled from the scan converter 32, multi-planar
reformatter 44, and volume renderer 42 to an image processor 30 for further enhancement,
buffering and temporary storage for display on an image display 40. In addition to being
used for imaging, the blood flow values produced by the Doppler processor 28 and tissue
structure information produced by the B mode processor 26 are coupled to a quantification
processor 34. The quantification processor produces measures of different flow conditions

such as the volume rate of blood flow as well as structural measurements such as the sizes of
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organs and gestational age. The quantification processor may receive input from the user
control panel 38, such as the point in the anatomy of an image where a measurement is to be
made. Output data from the quantification processor is coupled to a graphics processor 36 for
the reproduction of measurement graphics and values with the image on the display 40, and
for audio output from the display device 40. The graphics processor 36 can also generate
graphic overlays for display with the ultrasound images. These graphic overlays can contain
standard identifying information such as patient name, date and time of the image, imaging
parameters, and the like. For these purposes the graphics processor receives input from the
user interface 38, such as patient name. The user interface is also coupled to the transmit
controller 18 to control the generation of ultrasound signals from the transducer array 10’ and
hence the images produced by the transducer array and the ultrasound system. The transmit
control function of the controller 18 is only one of the functions performed. The controller 18
also takes account of the mode of operation (given by the user) and the corresponding
required transmitter configuration and band-pass configuration in the receiver analog to
digital converter. The controller 18 can be a state machine with fixed states.

The user interface is also coupled to the multi-planar reformatter 44 for
selection and control of the planes of multiple multi-planar reformatted (MPR) images which
may be used to perform quantified measures in the image field of the MPR images.

Figure 2 shows a method 200 of performing selective attenuation on an
ultrasound image.

In step 210, channel data is obtained from an ultrasonic probe. The channel
data defines a set of imaged points within a region of interest.

In step 220, the channel data is isolated for a given imaged point, meaning that
it may be operated on independently of the remaining channel data.

In step 230, a spectral estimation is performed on the isolated channel data.
For example, the channel data may be decomposed into a finite sum of complex exponentials

as follows:

S(x) ~ ¥V, aethi*,

where: x is the lateral coordinate along the array of transducer elements of the
ultrasonic probe; S(x) is the measured channel data signal at x; N is the model order, which is
the number of sinusoidal components used to describe the channel data; a; is the first model

parameter; and k; is the second model parameter. Any spectral estimation method may be
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performed on the isolated channel data. For example, a Fourier transform may be performed
in combination with a Total Variation method. In another example, a complex L1/L2
minimization may be used to decompose the channel data signal as a sparse sum of off-axis

and off-range components. In the example above, an autoregressive model is used.

In this case, the a; are complex parameters, wherein the phase may be between

—m and r and wherein the modulus is a real, positive number, indicative of the strength of
the channel data signal.
The k; may also theoretically be complex; however, in this example they are

real numbers. They may theoretically range from —oo to oo but in practice, due to sampling
restrictions; they range from — % to d—lx, where dx is the element spacing in the transducer

array of the ultrasonic probe.

In this example, the first and second model parameters may be estimated
through any known method in the art spectral estimation techniques. For example, the
parameters may be estimated by way of a non-parametric method, such as a fast Fourier
transform (FFT) or discrete Fourier transform (DFT), or a parametric method, such as the
autoregressive (AR) or autoregressive moving average (ARMA) methods.

In step 240, the channel data is selectively attenuated by including an

attenuation coefficient in the above formulation:
Se(x) = YL, wik)ae™i*

where: S¢(x) is the filtered channel data signal at x; and w(k;) is the
attenuation coefficient, wherein w(k;) may be a real number < 1.

w(k;) is inversely proportional to k;, meaning that at higher spatial
frequencies, the value of w(k;) decreases, thereby attenuating the high spatial frequency
clutter signals. In other words, the attenuation coefficient may be dependent on the spatial
frequency of the channel data. The attenuation coefficient is applied across the entire
frequency spectrum of the channel data, thereby attenuating any high spatial frequency
signals included within the channel data. w(k;) may, for example, be Gaussian in shape as

shown in the following equation:

_kiz/
ko2

w(k) =e ,
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where kg is an additional parameter, which dictates the width of the Gaussian
and so the aggressiveness of the high spatial frequency signal attenuation. For lower values
of kg, the Gaussian is thinner and so the clutter filtering is more aggressive. For larger values
of kg, the width of the Gaussian is increased leading to less aggressive clutter filtering, which
in turn allows more signals to contribute to the final ultrasound image. In this example, the

value of k, may be selected to be of the order of magnitude of the inverse of the aperture
size, for example ky = g, where a is the aperture size. In addition, the value of k, may be

altered depending on the axial depth of the current channel data segment.

Alternative functions may also be used as an attenuation coefficient. For
example, it may be possible to estimate the angular transmit, or round-trip, beampattern of
the channel data, such as through simulation, to use as a weighting mask. Further, a
rectangular function may be used, wherein the width of the function dictates a cutoff
frequency above which all signals are rejected. Further still, an exponential decay function
may also be used.

Steps 220 to 240 are repeated for each axial segment of the channel data.
When the final segment of channel data has undergone selective attenuation, the method may
progress to step 250.

In step 250, the filtered channel data is summed to form the final clutter
filtered ultrasound image.

Figure 3 shows a comparison between an ultrasound image of a heart at
various stages in the method describe above with reference to Figure 2.

The first image 260 shows the original ultrasound image captured from the
raw channel data. As can be seen, the image contains a high level of noise and the details are
difficult to make out.

The second image 270 shows the ultrasound image at stage 230 of the method,
where the image has been reconstructed with the sparse sinusoidal decomposition as
described above. In this example, the order of the model, N = 4, meaning that the channel
data at each depth is modeled as a sum 4 of sinusoids. The improvement in image clarity can
already be seen; however, the signal is still noisy and the finer details, particularly towards
the top of the image, remain largely unclear.

The third image 280 shows the ultrasound image at stage 250 of the method,

after the application of the selective attenuation, thereby eliminating the sinusoidal signals
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with the highest spatial frequencies. As can be seen from the image, the signal noise has been
significantly reduced by the attenuation of the high spatial frequency signals.

Figure 4 shows a method 300 for applying aperture extrapolation to an
ultrasound image.

In step 310, channel data is obtained by way of an ultrasonic probe.

In step 320, the channel is segmented based on an axial imaging depth of the
axial data.

The axial window size of the segmented channel data may be empirically
determined to suit the visual preferences of the user. For example, an axial window size of in
the range of 1 - 2 wavelengths may produce a preferred image quality improvement. A larger
axial window may provide a more reliable improvement in image quality and better
preservation of speckle texture; however, it may adversely affect the axial resolution of the
ultrasound image.

In step 330, an extrapolation filter of order p, a; where 1 <j <p, is estimated
based on the segmented channel data. In this case, the extrapolation filter may be estimated
by way of the well-known Burg technique for autoregressive (AR) parameter estimation.

In step 340, the segmented channel data is extrapolated using the extrapolation
filter estimated in step 330. In this case, a 1-step linear prediction extrapolator to obtain the
1** forward-extrapolated sample Xy, using the extrapolation filter and the previous p

samples, as shown below:
Xye1 =3P X a:
N+1 J=1N+1-7%) »

where: Xy is the current sample; Xy, 1s the forward-extrapolated sample; and
p is the order of the extrapolation filter, a;.

The forward extrapolation may be generalized as follows:
X = Z;;le_jaj, k > N (Forward Extrapolation),

where k is the number of forward extrapolations performed.
By reversing the filter order and taking the complex conjugate of the filter
coefficients, it is possible to backward-extrapolate the value up to the £™ channel as a linear

combination of the first p channels:
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X = Z?=1Xk+ja]’-‘, k <1 (Backward Extrapolation)

Using both the forward and backward extrapolation formulae, it is possible to
fully extrapolate the segmented channel data. Steps 330 and 340 are repeated for each axial
segment of the segmented channel data.

In step 350, the fully extrapolated channel data segments are summed to obtain
the beamsum signal and generate the final ultrasound image.

Figure 5 shows an illustration 400 of an embodiment of the method of Figure

In step 410, channel data is obtained by way of an ultrasonic probe. The plot
shows signal intensity, by way of the shading, for each channel at a given axial depth. In the
plots of steps 410, 440, 450 and 460, the horizontal axis represents the channel being
measured and the vertical axis represents the axial depth of the measured channel data,
wherein the axial depth is inversely proportional to the height of the vertical axis. In the
plots of steps 420 and 430, the horizontal axis represents the channel being measured and the
vertical axis represents the temporal frequency of the channel data.

In step 420, a fast Fourier transform (FFT) is applied to the channel data,
thereby transforming the channel data into the temporal frequency domain. In this case, the
extrapolation filter is also estimated in the temporal frequency domain. The estimation is
once again performed by the Burg technique.

In step 430, the estimated extrapolation filter is used to extrapolate the
temporal frequency domain channel data beyond the available aperture. The extrapolated data
is highlighted by the boxes to the right, representing the forward extrapolated channel data,
and the left, representing the backward extrapolated channel data, of the plot.

In step 440, an inverse Fourier transform is applied to the extrapolated
temporal frequency channel data, thereby generating spatial channel data. As can be seen
from the plot, the channel data now covers a wider aperture than in step 410.

In step 450, the axial window is moved to a new axial segment and steps 420
to 440 are repeated.

In step 460, the fully extrapolated channel data is obtained. This may then be
used to generate the final ultrasound image.

Figures 6 to 11 show examples of the implementation of embodiments of the

method of Figure 4.
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Figure 6 shows a comparison between an ultrasound image before and after
the implementation of two embodiments of the method of Figure 4. In Figures 6 to 8, the
horizontal axes of the images represent the lateral position, measured in mm, of the signals
and the vertical axes represent the axial position, measured in mm, of the signals. The
gradient scales indicate the signal intensity at a given signal location.

The first image 500 shows a conventional delay and sum (DAS) beamformed
image of a simulated phantom. In this case, a 32-element aperture was used in both transmit
and receive steps. As can be seem from the image, the two simulated cysts introduce heavy
scattering and cause a large amount of noise in the ultrasound image. This results in the cysts
appearing poorly defined and unclear.

The second image 510 shows the same ultrasound image after the application
of the aperture extrapolation technique described above. In this case, the receive aperture was
extrapolated by a factor of 2 using an extrapolation filter of order 4. As can be seen from the
image, the extrapolation has substantially improved the lateral resolution of the image whilst
maintaining the quality of the speckle texture.

The third image 520 once again shows the same ultrasound image after the
application of the aperture extrapolation technique described above; however, in this case, the
receive aperture was extrapolated by a factor of 4 using an extrapolation filter of order 4. As
can be seen from the image, the extrapolation by this additional factor has further increased
the lateral resolution of the ultrasound image.

Figures 7 and 8 show a comparison between an ultrasound image before and
after the application of an aperture extrapolation method as described above. The images are
shown in the 60dB dynamic range.

In both cases, the top images, 570 and 590, show a conventional DAS
beamformed cardiac image. The bottom images, 580 and 600, show the ultrasound images
after an aperture extrapolation by a factor of 8. In both Figures, it can be seen that the
aperture extrapolation leads to an improvement in both lateral resolution and image contrast.

Figure 9 shows a comparison between an ultrasound image of a leg before and
after the application of an aperture extrapolation method as described above. The images are
shown in the 60dB dynamic range.

The first image 610 shows a conventional DAS beamformed ultrasound
image. The second image 620 shows the same ultrasound image after the application of an

aperture extrapolation method as described above. The aperture was extrapolated by a factor
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of 8. As can be seen from the second image, the aperture extrapolation leads to an
improvement in the lateral resolution of the ultrasound image.

Figures 6 to 9 show an improvement in lateral resolution due to the aperture
extrapolation method across a wide variety of imaging scenarios.

Figure 10 shows a method 700 for applying transmit extrapolation to an
ultrasound image.

In step 710, beam-summed data is obtained by way of an ultrasonic probe,
wherein the beam-summed data comprises a plurality of steering angles.

In step 720, the beam-summed data is segmented for each steering angle based
on the axial depth of the beam-summed data.

In step 730, an extrapolation filter of order p, a; where 1 <j <p, is estimated
based on the segmented beam-summed data. In this case, the extrapolation filter may be
estimated by way of the well-known Burg technique for autoregressive (AR) parameter
estimation.

In step 740, the segmented beam-summed data is extrapolated using the
extrapolation filter estimated in step 730. In this case, a 1-step linear prediction extrapolator
to obtain the 1** forward-extrapolated sample Xy, using the extrapolation filter and the

previous p samples of the available transmit angles, as shown below:
Xn+1 = Z?=1XN+1—jaj )

where: Xy is the current sample; Xy, 1s the forward-extrapolated sample; and
p is the order of the extrapolation filter, a;.

The forward extrapolation may be generalized as follows:
X =X¥_  Xe—ja;, k>N (Forward Extrapolation),

where k is the number of forward extrapolations performed.

By reversing the filter order and taking the complex conjugate of the filter
coefficients, it is possible to backward-extrapolate the value up to the &™ transmit angle as a

linear combination of the first p transmit angles:

X = Z?=1Xk+ja]’-‘, k <1 (Backward Extrapolation)
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Using both the forward and backward extrapolation formulae, it is possible to
fully extrapolate the segmented beam-summed data. Steps 730 and 740 are repeated for each
axial segment of the segmented beam-summed data.

In step 750, the fully extrapolated beam-summed data segments are coherently
compounded to obtain the final beamsum signal and generate the final ultrasound image.

The transmit scheme used in the above method may be: planar; diverging;
single-element; or focused.

Figure 11 shows an illustration of the method of Figure 10. For each of a
plurality of steering angles 752, a low contrast ultrasound image 754 is obtained. By
coherently compounding 756 the plurality of low contrast ultrasound images, it is possible to
generate a single high contrast ultrasound image 758. The improvement in image contrast is
proportional to the number of steering angles used, and so the number of low contrast
ultrasound images coherently compounded to generate the high contrast ultrasound image;
however, a large number of initial steering angles may result in a decreased computational
performance of the ultrasound system. By extrapolating from a small number of initial
steering angles, it is possible to increase the image contrast without significantly degrading
the performance of the ultrasound system.

Figure 12 shows a comparison between an ultrasound image before and after
the implementation of the transmit extrapolation and a reference image.

The first image 760 shows a reference image of a simulated phantom
containing a 40mm diameter anechoic cyst lesion. The phantom contains 4 strong point
scatterers in the speckle background and 4 weak point scatterers inside of the anechoic lesion.
The image was formed using 24 diverging waves.

The second image 770 shows an image of the same simulated phantom formed
from only the 6 central angles of the 24 steering angles of the reference image. The 24
steering angles are evenly spaced between -45° and 45°, meaning that the central 6 steering
angles are separated by an angle of 3.91°. It is clear to see from this image that the reduced
number of steering angles results in a lower image contrast.

The third image 780 shows the result of applying the transmit extrapolation
described above to the second image 770. In this case, an extrapolation filter of order 3 was
used to extrapolate the number of transmit angles by a factor of 4. The image is generated by
coherently compounding the data from the initial 6 transmit angles with the 18 predicted

beamsum data from the extrapolation. As can be seen from the third image, the contrast is
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significantly improved from the second image and is comparable to that of the reference
image. In addition, the contrast enhancement does not result in any artifacts suppressing the
weak point scatterers inside the anechoic lesion.

Figure 13 shows a comparison between an ultrasound image before and after
the implementation of the transmit extrapolation and a reference image.

The first image 790 shows a reference image of an apical 4-chamber view of
the heart form a patient. The image was formed using 24 diverging waves.

The second image 800 shows an image of the same data set formed with only
6 diverging waves. As before, the 6 diverging waves were selected as the central 6 of the 24
steering angles. As can be seen from the image, the image contrast of the second image is
significantly lower than that of the first image.

The third image 810 shows the result of applying a transmit extrapolation to
the second image as described above. In this case, an extrapolation filter of order 3 was used
to extrapolate the number of steering angles by a factor of 4. Once again, the image is
generated by coherently compounding the data from the initial 6 transmit angles with the 18
predicted beamsum data from the extrapolation. It is clear to see from the third image that the
image contrast has been improved by the transmit extrapolation.

Figure 14 shows a comparison between an ultrasound image before and after
the implementation of the transmit extrapolation and a reference image.

The first image 820 shows a reference image of an apical 4-chamber view of
the heart from a different patient to Figure 13. The image was formed using 24 diverging
waves. Unlike Figure 13, the initial reference image for this patient has a poor image
contrast.

The second image 830 shows an image of the same data set formed with only
6 diverging waves. As before, the 6 diverging waves were selected as the central 6 of the 24
steering angles. As can be seen from the image, the image contrast of the second image is
significantly lower than that of the first image, which in this case renders a lot of the finer
detail extremely unclear.

The third image 840 shows the result of applying a transmit extrapolation to
the second image as described above. In this case, an extrapolation filter of order 3 was used
to extrapolate the number of steering angles by a factor of 4. Once again, the image is
generated by coherently compounding the data from the initial 6 transmit angles with the 18
predicted beamsum data from the extrapolation. It is clear to see from the third image that the

image contrast has been improved by the transmit extrapolation.
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It should be noted that any combination of extrapolation factor and
extrapolation filter order may be used in any of the methods described above. In addition, any
number of steering angles may be selected in the final method.

In some ultrasound systems, a combination of the above methods may be
employed in order to further increase the image quality of the final ultrasound image.

For example, the aperture extrapolation method, described with reference to
Figures 4 to 9, may be performed on a set of channel data followed by the transmit
extrapolation method, described with reference to Figures 10 to 14. In this case, the aperture
extrapolation may be performed for each transmit signal of the ultrasonic probe and the
extrapolated channel data summed over the aperture, thereby generating a set of aperture
extrapolated channel data. Following the summation, the transmit extrapolation may be
performed on the aperture extrapolated channel data. In this way, the lateral resolution and
image contrast of the final ultrasound image may be improved. In addition, for PWI and DWI
ultrasound systems, the use of the transmit extrapolation method may allow for an increase in
the frame rate of the ultrasound image.

In another example, the transmit extrapolation method may be performed
before the aperture extrapolation method. In this case, the transmit extrapolation may be
performed for each transducer element of the ultrasonic probe and the extrapolated channel
data summed over all transmit angles, thereby generating a set of transmit extrapolated
channel data. The aperture extrapolation method may then be performed over the transmit
extrapolated channel data.

In both cases, the selective attenuation method, described with reference to
Figures 2 and 3, may be employed to reduce the amount of off-axis clutter in the final
ultrasound image. As this method simply attenuates the signals possessing a high spatial
frequency, it may be performed in any order with the aperture extrapolation and transmit
extrapolation methods. Alternatively, the selective attenuation method may be combined with
only the aperture extrapolation method or the transmit extrapolation method.

It should be noted that the signals used to form the channel, and beam-
summed, data may be geometrically aligned prior to performing the methods described
above.

As discussed above, embodiments make use of a controller for performing the
data processing steps.

The controller can be implemented in numerous ways, with software and/or

hardware, to perform the various functions required. A processor is one example of a
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controller which employs one or more microprocessors that may be programmed using
software (e.g., microcode) to perform the required functions. A controller may however be
implemented with or without employing a processor, and also may be implemented as a
combination of dedicated hardware to perform some functions and a processor (e.g., one or
more programmed microprocessors and associated circuitry) to perform other functions.

Examples of controller components that may be employed in various
embodiments of the present disclosure include, but are not limited to, conventional
microprocessors, application specific integrated circuits (ASICs), and field-programmable
gate arrays (FPGAS).

In various implementations, a processor or controller may be associated with
one or more storage media such as volatile and non-volatile computer memory such as RAM,
PROM, EPROM, and EEPROM. The storage media may be encoded with one or more
programs that, when executed on one or more processors and/or controllers, perform at the
required functions. Various storage media may be fixed within a processor or controller or
may be transportable, such that the one or more programs stored thereon can be loaded into a
processor or controller.

Other variations to the disclosed embodiments can be understood and effected
by those skilled in the art in practicing the claimed invention, from a study of the drawings,
the disclosure, and the appended claims. In the claims, the word "comprising" does not
exclude other elements or steps, and the indefinite article "a" or "an" does not exclude a
plurality. The mere fact that certain measures are recited in mutually different dependent
claims does not indicate that a combination of these measures cannot be used to advantage.

Any reference signs in the claims should not be construed as limiting the scope.
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CLAIMS:

1. A method for generating an ultrasound image, the method comprising:
obtaining beam-summed data by way of an ultrasonic probe, wherein the
beam-summed data comprises a plurality of steering angles;
for each steering angle of the beam-summed data, segmenting the beam-
summed data based on an axial imaging depth of the beam-summed data;
for each segment of the segmented beam-summed data:
estimating an extrapolation filter, based on the segmented beam-
summed data, the extrapolation filter having a filter order; and
extrapolating, by an extrapolation factor, the segmented beam-
summed data based on the extrapolation filter, thereby generating extrapolated beam-
summed data; and
coherently compounding the extrapolated beam-summed data across all

segments, thereby generating the ultrasound image.

2. A method as claimed in claim 1, the method further comprising;:

for each axial segment of the beam-summed data, applying a Fourier
transform to an axial segment of the beam-summed data; and

performing an inverse Fourier transform on the extrapolated beam-summed

data.

3. A method as claimed in any of claims 1 to 2, wherein the beam-summed data

is obtained by way of at least one of plane wave imaging and diverging wave imaging.

4. A method as claimed in any preceding claim, wherein the axial segment is less

than 4 wavelengths in depth, for example less than or equal to 2 wavelengths in depth.

5. A method as claimed in any preceding claim, wherein the plurality of steering

angles comprises less than 20 angles, for examples less than or equal to 10 angles.
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6. A method as claimed in any preceding claim, wherein the filter order is less

than or equal to half the number of steering angles.

7. A method as claimed in any preceding claim, wherein the extrapolation factor

is less than or equal to 10x, for example less than or equal to 8x.

8. A method as claimed in any preceding claim, wherein the estimation of the

extrapolation filter is performed using an autoregressive model.

9. A method as claimed in any preceding claim, wherein the estimation of the

extrapolation filter is performed using the Burg technique.

10. A method as claimed in any preceding claim, wherein the extrapolation occurs

in the transmit direction.

11. A computer program comprising computer program code means which is
adapted, when said computer program is run on a computer, to implement the method of any

preceding claim.

12. A controller for controlling the generation of an ultrasound image, wherein the
controller is adapted to:
obtain beam-summed data by way of an ultrasonic probe, wherein the beam-
summed data comprises a plurality of steering angles;
for each steering angle of the beam-summed data, segment the beam-summed
data based on an axial depth of the beam-summed data;
for each segment of the segmented beam-summed data:
estimate an extrapolation filter, based on the segmented beam-
summed data, the extrapolation filter having a filter order; and
extrapolate, by an extrapolation factor, the segmented beam-summed
data based on the extrapolation filter, thereby generating extrapolated beam-summed data;
and
coherently compound the extrapolated beam-summed data across all segments,

thereby generating the ultrasound image.
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13. An ultrasound system, the system comprising;:
an ultrasonic probe;
a controller as claimed in claim 12; and

a display device for displaying the high contrast ultrasound image.

14. A system as claimed in claim 13, wherein the system further comprises a user

interface having a user input.

15. A system as claimed in claim 14, wherein the user input is adapted to adjust at

least one of: the axial depth of the axial segment; the extrapolation factor; and the filter order.



WO 2018/228958 PCT/EP2018/065258

1/14

Fig. 1



WO 2018/228958 PCT/EP2018/065258

2/14

200

210

220

230

240

250

— A —
xR, XX R

Fig. 2



WO 2018/228958 PCT/EP2018/065258

3/14

260 270 280

Fig. 3



WO 2018/228958

4/14

300

310

320

330

340

350

— A=
X, R, XXX

Fig. 4

PCT/EP2018/065258



WO 2018/228958 PCT/EP2018/065258

5/14

400

420 430

410

460 450 440

Fig. 5



WO 2018/228958 PCT/EP2018/065258

6/14
TX:32elems/RX:32elems RX Extrapolated (2x) RX Extrapolated (4x)
ar | ‘ T - 1 ab 77 el

£

& 4

5

50

i
i

a0

%

e

B S LA ST A T HoB 0 00 0 AN N

500 510 520

Fig. 6



WO 2018/228958 PCT/EP2018/065258

714

Fig. 7



WO 2018/228958 PCT/EP2018/065258

8/14

Fig. 8



WO 2018/228958 PCT/EP2018/065258

9/14

610 620

g e




WO 2018/228958

10/14

700

710

720

730

740

750

— A=
X, R}, X, XX

Fig. 10

PCT/EP2018/065258



PCT/EP2018/065258

WO 2018/228958

11/14

754

758

756

Fig. 11



WO 2018/228958

PCT/EP2018/065258

.
i

L

i

W A dl
o e .
e 760
el L L
L .

.

Axial Position {cm)

§ 6 4 2 0 2 4 6 8

o
it s

i
. .

o |
W 4

.
i

770

Axial Position {cm)

e
e

-8 6 4 -2 0 2 4 & 8

780

Axial Position {cm)
B B

- 6 4 2 0 2 4 & B
Lateral position {cm)

Fig. 12



WO 2018/228958 PCT/EP2018/065258

13/14

790

800

810

Fig. 13



WO 2018/228958 PCT/EP2018/065258

14/14

820

830

840

Fig. 14



INTERNATIONAL SEARCH REPORT

International application No

PCT/EP2018/065258

A. CLASSIFICATION OF SUBJECT MATTER

INV. GO1S15/89 GO01S7/52
ADD.

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

GO1S

Minimum documentation searched (classification system followed by classification symbols)

Documentation searched other than minimum documentation to the extent that s

uch documents are included in the fields searched

EPO-Internal, INSPEC, WPI Data

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category™ | Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.
X US 2016/089116 Al (DUNCAN DAVID P [US] ET 1-15

AL) 31 March 2016 (2016-03-31)

abstract; figures 1, 2, 10

paragraph [0001] - paragraph [0007]

paragraph [0020] - paragraph [0056]
A SWINGLER D N ET AL: "Line-array 1-15

beamforming using linear prediction for
aperture interpolation and extrapolation",
IEEE TRANSACTIONS ON ACOUSTICS, SPEECH AND
SIGNAL PROCESSING, IEEE INC. NEW YORK,

USA,
vol. 37, no. 1,

XP011477907,
ISSN: 0096-3518, DOI: 10.1109/29
the whole document

1 January 1989 (1989-01-01), pages 16-30,

.17497

_/__

Further documents are listed in the continuation of Box C.

See patent family annex.

* Special categories of cited documents :

"A" document defining the general state of the art which is not considered
to be of particular relevance

"E" earlier application or patent but published on or after the international
filing date

"L" document which may throw doubts on priority claim(s) or which is
cited to establish the publication date of another citation or other
special reason (as specified)

"O" document referring to an oral disclosure, use, exhibition or other
means

"P" document published prior to the international filing date but later than
the priority date claimed

"T" later document published after the international filing date or priority
date and not in conflict with the application but cited to understand
the principle or theory underlying the invention

"X" document of particular relevance; the claimed invention cannot be
considered novel or cannot be considered to involve an inventive
step when the document is taken alone

"Y" document of particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents, such combination
being obvious to a person skilled in the art

"&" document member of the same patent family

Date of the actual completion of the international search

5 September 2018

Date of mailing of the international search report

13/09/2018

Name and mailing address of the ISA/

European Patent Office, P.B. 5818 Patentlaan 2
NL - 2280 HV Rijswijk

Tel. (+31-70) 340-2040,

Fax: (+31-70) 340-3016

Authorized officer

Zaneboni, Thomas

Form PCT/ISA/210 (second sheet) (April 2005)

page 1 of 2




INTERNATIONAL SEARCH REPORT

International application No

PCT/EP2018/065258

C(Continuation).

DOCUMENTS CONSIDERED TO BE RELEVANT

Category™ | Citation of document, with indication, where appropriate, of the relevant passages

Relevant to claim No.

A

SWINGLER D N ET AL: "LINEAR PREDICTION
FOR APERTURE EXTRAPOLATION IN LINE ARRAY
BEAMFORMING",

ICASSP 86 PROCEEDINGS APRIL 7, 8, 9, 10,
11, 1986 KEIO PLAZA INTER-CONTINENTAL
HOTEL TOKYO, JAPAN VOLUME 4 OF
4<PUBATTR/>,,

7 April 1986 (1986-04-07), pages
2519-2522, XP001419140,

the whole document

1-15

Form PCT/ISA/210 (col

ntinuation of second sheet) (April 2005)

page 2 of 2




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No

PCT/EP2018/065258
Patent document Publication Patent family Publication
cited in search report date member(s) date

US 2016089116 Al 31-03-2016  CN 105455843 A 06-04-2016
DE 102015116500 Al 31-03-2016
JP 6207562 B2 04-10-2017
JP 2016067929 A 09-05-2016
KR 20160039138 A 08-04-2016
US 2016089116 Al 31-03-2016

Form PCT/ISA/210 (patent family annex) (April 2005)




	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - description
	Page 27 - description
	Page 28 - claims
	Page 29 - claims
	Page 30 - claims
	Page 31 - drawings
	Page 32 - drawings
	Page 33 - drawings
	Page 34 - drawings
	Page 35 - drawings
	Page 36 - drawings
	Page 37 - drawings
	Page 38 - drawings
	Page 39 - drawings
	Page 40 - drawings
	Page 41 - drawings
	Page 42 - drawings
	Page 43 - drawings
	Page 44 - drawings
	Page 45 - wo-search-report
	Page 46 - wo-search-report
	Page 47 - wo-search-report

