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Faces of speakers In a meeting or conference are automatically detected and facial images corresponding to each speaker are
stored In a faces database. A timeline Is created to graphically identify when each speaker Is speaking during playback of a
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recording of the meeting. Instead of generically identifying each speaker in the timeline, a facial image I1s shown to identify each
speaker associated with the timeline.
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TRACT

Faces of speakers 1n a meeting or conference are

auntomatically detected and facial i1images corresponding to

cach speaker are stored 1in a faces database. A timeline 1is

created to graphically identify when each speaker 1s

speaking during playback of a

recording of the meeting.

Instead of generically identi:

‘ying each speaker 1n the

timeline, a facial i1mage 1s shown to identify each speaker

associated with the timeline.
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AUTOMATIC FACE EXTRACTION FOR USE IN RECORDED MEETINGS
TIMELINES

TECHNICAL FIELD

The following description relates generally to
5 video 1mage processing. More particularly, the followlng

description relates to providing an indexed timeline for

video playback.

BACKGROUND

Playback of recorded video of scenarios that

10 include more than one speaker - such as playback of a

recorded meeting - 1s usually shown contemporaneously with
an indexed timeline. Using the timeline, a user can quickly

move to a particular time in the meeting by manipulating one
or more timeline controls. When the video 1ncludes more

15 than one speaker, multiple timellnes may be used where one
timeline is associated with a particular speaker. Each
timeline indicates when a corresponding speaker is speaking.

That way, a user can navigate to portions of the meeting

where a particular speaker 1s speaking.

20 Such multiple timelines may be labeled 1n a
generic fashion to identify each speaker as, for example,
“Speaker 1,” “Speaker 2,” etc. Current techniques for
automatically labeling timelines with specific speaker names
are inaccurate and also may require a database of users and

25 their associated voiceprints and faceprints, which could

entail security and privacy l1ssues.

SUMMARY

According to one aspect of the present invention,

there is provided a computer-implemented method, comprising:
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detecting one or more facial images in a video sample;
detecting one or more speakers 1n an audio sample that
corresponds to the video sample; storing a speaker timeline
that identifies a speaker by a speaker identifier and a
speaker location at each time along a the speaker timelilne;
storing at least one facial image for each detected speaker
in a faces database; and associating a speaker timeline and

a facial image with each detected speaker.

According to another aspect of the present
invention, there 1is provided a computer-implemented method,
comprising: displaying an audio/visual (A/V) sample having

one or more speakers included therein; displaylng a speaker

timeline corresponding to each speaker, the speaker timeline
indicating at what points along a temporal contlnuum the
speaker corresponding to the speaker timeline is speaking;
associating a speaker facial image with each speaker

timeline, the speaker facial image corresponding to the

speaker associated with the speaker timeline; and displaying

the facial image with the corresponding speaker timeline.

According to still another aspect of the present
invention, there is provided one or more computer-readable
storage media having stored thereon computer executable
instructions that, when executed, implement the followilng
method: identifying each speaker in an A/V sample by a
speaker identifier; identifying location for each speaker 1n
the A/V sample; extracting at least one facial 1mage for
each speaker identified in the A/V sample; creating a
speaker timeline for each speaker identified in the A/V
sample, each speaker timeline indicating a time, a speaker

identifier and a speaker location; and associating the

{ |

facial image for a speaker with a speaker timellne tha:

corresponds to the same speaker.
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According to still a further aspect of the present
invention, there is provided a method, comprising: displaying
an audio/visual (A/V) sample having two or more speakers
included therein; detecting a primary speaker of the two or
more speakers; clustering the two or more speakers temporally
and spatially; displaying a speaker timeline corresponding to
each speaker of the two or more speakers, the speaker timelilne
indicating at what points along a temporal continuum the
speaker corresponding to the speaker timeline 1s speaking;
associating a speaker facial image with each speaker timeline,
the speaker facilal image corresponding to the speaker
associated with the speaker timeline; and displaying the facial

image with the corresponding speaker timeline.

According to another aspect of the present invention,
there is provided one or more computer-readable storage media
having stored thereon computer executable instructions that,
when executed, implement the following method: identifying
each speaker in an Audio/Video ("A/V") sample by a speaker
identifier; identifying location for each speaker in the A/V
sample; detecting a primary speaker; clustering each identified
speaker temporally and spatially; extracting at least one
facial image for each speaker identified in the A/V sample;

creating a speaker timeline for each speaker ildentified 1n the

A/V sample, each speaker timeline indicating a time, a speaker

identifier and a speaker location; and associating the facial
image for a speaker with a speaker timeline that corresponds to

the same speaker.

According to yet another aspect of the present
invention, there is provided one or more computer-readable

storage media, having stored thereon: a speaker timeline

2b
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database that includes a speaker timeline for each speaker in
an A/V sample, each speaker timeline identifying a speaker and
a speaker location for multiple times along a time continuum
wherein a primary speaker has been determined and wherein each
identified speaker has been clustered temporally and spatially;
and a faces database that 1ncludes at least one facial image
for each speaker identified in a speaker timeline and a speaker
identifier that links each facial image with the appropriate

speaker timeline 1in the speaker timeline database.

According to still another aspect of the present
invention, there 1is provided a system, comprising: means for
identifying each speaker appearing in an Audio/Video ("A/V")
sample; means for i1dentifying a facial image for each speaker
identified in the A/V sample; means for detecting a primary
speaker; means for clustering each speaker temporally and
spatially; means for creating a speaker timeline for each
speaker identified in the A/V sample; and means for associating

a facial image with an appropriate speaker timeline.

BRIEEF DESCRIPTION OF THE DRAWINGS

by e e e el e e el e P

——— e — ————_—

The foregoling aspects and many of the attendant
advantages of this invention will become more readily
appreciated as the same become better understood by reference
to the following detailed description, when taken 1n

conjunction with the accompanying drawings, wherein:

Figure 1 is a block diagram depicting an exemplary

general purpose computing/camera device.

Figure 2 is a block diagram representing an exemplary

panoramic camera and client device.

2C
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Figure 3 1s a representation of an exemplary playback

screen with a panoramic i1mage and a facial i1mage timeline.

Figure 4 1s an exemplary playback screen with a

panoramic image and a facial image timeline.

Figure 5 1s an exemplary flow diagram of a
methodological implementation for creating a timeline with

faclal 1mages.

Figure 6 is an exemplary flow diagram depicting a

methodological implementation for creating a faces database.

2d
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DETAILED DESCRIPTION

e e

The following description relates to various

implementations and embodliments for automatically detecting

face 1n a multi-speaker environment and

el

ecach speaker’s
assoclating one or more images of a speaker’s face with a
portion of a timeline that corresponds to the speaker. This
sort of specific labeling has advantages over generic
labeling in that a viewer can more readily determine which
portion of a timeline corresponds to a particular one of

multiple speakers.

In the following discussion, an instance of a
panoramic camera 1S described wherein the panoramic camera
1s used to record a meeting having more than one participant
and/or speaker. Although a panoramic camera including
multiple cameras 1s described, the following description
also relates to single cameras and multi-camera devices

having two or more cameras.

A panoramilic 1mage 1s 1input to a face tracker (FT)
which detects and tracks faces in the meeting. A microphone
array 1s 1nput to a sound source localizer (SSL) which

detects locations of speakers based on sound. The outputs

from the face tracker and from the sound source localilzer
are 1lnput to a virtual cinematographer to detect locations

of the speakers.

The speakers are post-processed with a speaker
clustering module which clusters speakers temporally and
spatially to better delineate an aggregate timeline that
includes two or more individual timelines. The (aggregate)
timeline 1s stored in a timeline database. A faces database

1s created to store one or more images for each speaker, at
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least one of each face to be used i1in a timeline associated with

a speaker.

The concepts presented and claimed herein are
described in greater detail, below, with regard to one or more
appropriate operating environments. Some of the elements
described below are also described in parent U.S. Patent
Application No. 10/177,315, entitled “A System and Method for
Distributed Meetings”, filed 06/21/2002.

Exemglarx gEerating Environment

Fig. 1 is a block diagram depicting a general purpose
computing/camera device. The computing system environment 100
is only one example of a suitable computing environment and 1S
not intended to suggest any limitation as to the scope of use
or functionality of the claimed subject matter. Neither should
the computing environment 100 be interpreted as having any
dependency or requirement relating to any one or combination of

components illustrated in the exemplary operating environment

100.

The described technigues and objects are operational

with numerous other general purpose or special purpose

computing system environments or configurations. Examples of
well known computing systems, environments, and/or
configurations that may be suitable for use include, but are
not limited to, personal computers, server computers, hand-held
or laptop devices, multiprocessor systems, microprocessor-based
systems, set top boxes, programmable consumer electronics,
network PCs, minicomputers, mainframe computers, distributed
computing environments that include any of the above systems or

devices, and the like,



10

15

20

25

30

CA 02521670 2005-09-29

51331-313

The following description may be couched 1n the
general context of computer-executable instructions, such as
program modules, belng executed by a computer. Generally,

program modules include routines, programs, objects,

components, data structures, etc. that perform particular
tasks or 1mplement particular abstract data types. The
described implementations may also be practiced 1in
distributed computing environments where tasks are performed
by remote processing devices that are linked through a
communications network. In a distributed computing
environment, program modules may be located 1in both local
and remote computer storage media including memory storage

devices.

With reference to Fig. 1, an exemplary system for
implementing the invention includes a general purpose
computing device in the form of a computer 110. Components
of computer 110 may include, but are not limited to, a
processing unit 120, a system memory 130, and a system bus
121 that couples various system components including the
system memory to the processing unit 120. The system bus
121 may be any of several types of bus structures including
a memory bus or memory controller, a peripheral bus, and a
local bus using any of a variety of bus architectures. By
way of example, and not limitation, such architectures
include Industry Standard Architecture (ISA) bus, Micro
Channel Architecture (MCA) bus, Enhanced ISA (EISA) bus,

Video Electronics Standards Association (VESA) local bus,

and Peripheral Component Interconnect (PCI) bus also known

as Mezzanine bus.

Computer 110 typically includes a variety of
computer readable media. Computer readable media can be any

avallable media that can be accessed by computer 110 and
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includes both volatile and nonvolatile media, removable and

non-removable media. By way of example, and not limitation,
computer readable media may comprise computer storage media
and communication media. Computer storage media 1ncludes

volatile and nonvolatile, removable and non-removable media

P

implemented 1n any method or technology for storage of

information such as computer readable instructions, data

structures, program modules or other data. Computer storage

media includes, but i1s not limited to, RAM, ROM, EEPROM,
flash memory or other memory technology, CD-ROM, digital
versatile disks (DVD) or other optical disk storage,
magnetic cassettes, magnetic tape, magnetlic disk storage or
other magnetic storage devices, or any other medium which
can be used to store the deslired information and which can
be accessed by computer 110. Communication media typically
empodies computer readable i1nstructions, data structures,
program modules or other data i1n a modulated data signal

such as a carrier wave or other transport mechanism and

includes any information delivery media. The term
“modulated data signal” means a signal that has one or more

of 1ts characteristics set or changed in such a manner as to

| ——

encode information in the signal. By way of example, and
not limitation, communication media includes wired media
such as a wired network or direct-wired connection, and
wireless media such as acoustic, RF, infrared and other
wireless media. Combinations of the any of the above should
also be included within the scope of computer readable

media.

The system memory 130 includes computer storage
media 1n the form of volatile and/or nonvolatile memory such
as read only memory (ROM) 131 and random access memory (RAM)

132. A basic input/output system 133 (BIOS), containing the

basic routines that help to transfer information between

o
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elements within computer 110, such as during start-up, 1is
typically stored in ROM 131. RAM 132 typically contains

data and/or program modules that are immediately accessible

to and/or presently being operated on by processing unit

5 120. By way of example, and not limitation, FIG. 1
illustrates operating system 134, application programs 135,

other program modules 136, and program data 137.

The computer 110 may also include other
removable/non-removable, volatile/nonvolatile computer

10 storage media. By way of example only, Fig. 1 illustrates a

hard disk drive 141 that reads from or writes to non-

removable, nonvolatile magnetic media, a magnetic disk drive

151 that reads from or writes to a removable, nonvolatile
magnetic disk 152, and an optical disk drive 155 that reads
15 from or writes to a removable, nonvolatile optical disk 156
such as a CD ROM or other optical media. Other
removable/non-removable, volatile/nonvolatile computer
storage media that can be used in the exemplary operating

environment include, but are not limited to, magnetic tape

20 cassettes, flash memory cards, digital versatile disks,
digital video tape, solid state RAM, solid state ROM, and
the like. The hard disk drive 141 is typically connected to

the system bus 121 through anon-removable memory interface

such as interface 140, and magnetic disk drive 151 and

25 optical disk drive 155 are typically connected to the system

bus 121 by a removable memory interface, such as interface

150.

The drives and their associated computer storage
media discussed above and illustrated in Fig. 1, provide
30 storage of computer readable instructions, data structures,

program modules and other data for the computer 110. In

Fig. 1, for example, hard disk drive 141 is illustrated as
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storing operating system 144, application programs 145,

other program modules 146, and program data 147. Note that

these components can either be the same as or different from
operating system 134, application programs 135, other
program modules 136, and program data 137. Operating system

144, application programs 145, other program modules 140,

and program data 147 are given different numbers here to

e
=1

illustrate that, at a minimum, they are different coples. A

user may enter commands and 1nformation into the computer
110 through input devices such as a keyboard 162 and
pointing device 161, commonly referred to as a mouse,
trackball or touch pad. Other input devices (not shown) may
include a microphone, joystick, game pad, satellite dish,
scanner, or the like. These and other input devices are
often connected to the processing unit 120 through a user
input i1nterface 160 that 1s coupled to the system bus 121,
but may be connected by other interface and bus structures,
such as a parallel port, game port or a universal serial bus
(USB). A monitor 191 or other type of display device 1s
also connected to the system bus 121 via an interface, such
as a video 1interface 190. In addition to the monitor,
computers may also 1nclude other peripheral output devices

such as speakers 197 and printer 196, which may be connected

through an output peripheral interface 195. Of particular

significance to the present invention, a camera 163 (such as

a digital/electronic still or video camera, ot

film/photographic scanner) capable of capturing a seguence
of i1mages 164 can also be included as an input device to the
personal computer 110. Further, while just one camera 1s
depicted, multiple cameras could be included as an input
device to the personal computer 110. The i1mages 164 from
the one or more cameras are 1nput 1nto the computer 110 via

an appropriate camera interface 165. This interface 165 1is
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connected to the system bus 121, thereby allowing the images
to be routed to and stored in the RAM 132, or one of the
other data storage devices assoclated with the computer 110.
However, 1t 1s noted that image data can be input into the

computer 110 from any of the aforementioned computer-

readable media as well, without requiring the use of the

camera 163.

The computer 110 may operate in a networked
environment using logical connections to one or more remote
computers, such as a remote computer 180. The remote
computer 180 may be a personal computer, a server, a router,
a network PC, a peer device or other common network node,
and typically includes many or all of the elements described
above relative to the computer 110, although only a memory
storage device 181 has been illustrated in Fig. 1. The
logical connections depicted in Fig. 1 include a local area
network (LAN) 171 and a wide area network (WAN) 173, but may
also i1nclude other networks. Such networking environments
are commonplace 1n offices, enterprise-wide computer

networks, intranets and the Internet.

When used 1n a LAN networking environment, the
computer 110 1s connected to the LAN 171 through a network
interface or adapter 170. When used in a WAN networking
environment, the computer 110 typically includes a modem 172
or other means for establishing communications over the WAN
173, such as the Internet. The modem 172, which may be
internal or external, may be connected to the system bus 121
via the user input interface 160, or other appropriate
mechanism. In a networked environment, program modules

depicted relative to the computer 110, or portions thereof,

[ E—— |

may be stored in the remote memory storage device. By way

of example, and not limitation, Fig. 1 illustrates remote
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application programs 185 as residing on memory device 181.
It will be appreciated that the network connections shown
are exemplary and other means of establishing a

communications link between the computers may be used.

Exemplary Panoramic Camera and Client Device

Fig. 2 1s a block diagram representing an
exemplary panoramlc camera apparatus 200 and an exemplary

client device 222. Although 1t 1s shown in a particular

configuration, 1t 1s noted that the panoramic camera
apparatus 200 may be any apparatus that includes a panoramic
camera or 1ts functional equivalent. More or less
components than those shown included with the panoramic
camera apparatus 200 may be included in a practical
application incorporating one or more of the techniqgues

described herein.

The panoramic camera apparatus 200 1ncludes a
processor 202 and memory 204. The panoramlc camera
apparatus 200 creates a panoramic 1mage by stitching
together several individual images produced by multiple
cameras 206 (designated 206 1 through 206 n). The panoramic
lmage may be a complete 300° panoramic image or i1t may be
only a portion thereof. It 1s noted that although a

panoramic camera apparatus 200 is shown and described
herein, the described techniques may also be utilized with a

single camera.

The panoramic camera apparatus 200 also includes a

microphone array 208. As will be described in greater

detail below, the microphone array is configured so that

sound direction may be localized. In other words, analysis

of sound 1nput 1nto the microphone array yields a direction

from which a detected sound is produced. A speaker 210 may

10
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also be i1ncluded in the panoramic camera apparatus 200 to
enable a speakerphone or to emit notification signals and

the like to users.

The memory 204 stores several camera settings 2172
such as calibration data, exposure settings, stitching
tables, etc. An operating system 214 that controls camera
functions 1s also stored in the memory 204 along with one or

more other camera software applications 216.

The panoramic camera apparatus 200 also includes

an input/output (I/0) module 218 for transmitting data from

and receiving data to the panoramic camera apparatus 200,

and miscellaneous other hardware 220 elements that may be

requlred for camera functionality.

The panoramic camera apparatus 200 communicates

wlith at least one client device 222, which includes a
processor 224, memory 226, a mass storage device 242 (such
as a hard disk drive) and other hardware 230 that may be
required to execute the functionality attributed to the

client device 222 below.

The memory 226 stores a face tracker (FT) module
230 and a sound source localization (SSL) module 232. The
face tracker module 230 and the sound source localization
module 232 are used 1n conjunction with a virtual
cinematographer 234 to detect a person in a camera scene and
determine 1f and when the person is speaking. Any of
several conventional methods of sound source localization
may e used. Various face tracker methods (or person
detection and tracking systems), including the one described
in the parent application hereto, may be used as described

herein.

11
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The memory 226 also stores a speaker clustering
module 236 that 1s configured to determine a primary speaker

when two Or more persons are speaking and concentrate a

particular timeline portion to the primary speaker. In most

meetlng situations, there are instances where more than one

person talks at the same time. Usually, a primary speaker

1s speaking when another person interrupts the speaker for a

short period or talks over the speaker. The speaker

clustering module 236 1s configured to cluster speakers

temporally and spatially to clean up the timeline.

A timeline 238 1s created by the virtual
cinematographer 234. The timeline 238 is stored in a
timeline database 244 on the mass storage device 242. The

ﬁ

timeline database 238 includes a plurality of fields

including, but not necessarily limited to, time, speaker
number, and speaker bounding box within a camera image (%X,
v, width, height). The timeline database 238 may also
include one or more speaker face angles (azimuth and

elevation).

A face extractor module 240 1s also stored in the

memory 226 and 1s configured to extract an image of a

speaker’s face from a face bounding box (identified by the

face tracker 230) of a camera image. The face extractor

module 240 stores extracted facial images in a face database

246 on the mass storage device 242.

In at least one implementation, multiple facial

1mages may be stored for one or more speakers. Parameters

can be specified to determine which facial image 1is used at

which particular times. Or, a user may be able to manually

select a particular facial image from the multiple facial

images.

12
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In at least one alternative i1mplementation, only a

single facial image 1is stored for each speaker. The stored

facial 1mage may be a single image extracted by the face

extractor module 240, but the face extractor module 240 may

also be configured to select a best image of a speaker.

Selecting a best 1mage of a speaker can be

accomplished by identifying frontal facial angles (on an

assumption that an i1mage with a frontal facial i1mage 1s a
better representation than an alternative 1image), by
1dentifying a facial i1mage that exhibits a minimum of motion
or by 1dentifying a facial image that maximizes facial

symmetry.

The recorded meeting 248 1s also stored on the
mass storage device 2472 so that it can be recalled and

plaved back at a later time.

The elements and functiocnality shown and described
with regard to Fig. 2 will be described more fully below,

with respect to subsequent figures.

Exemplary Playback Screen

ﬁ

Fig. 3 1s a line drawing representation of a

playback screen 300 that includes a panoramic image 302 and
a facial image timeline 304. The panoramic image 302 is
shown with a first meeting participant 303 and a second
meeting participant 305. The playback screen 300 is also
shown having a title bar 306 and an individual image 308.
The i1ndividual image 308 1s an optional feature wherein a
particular individual is focused on, typically a primary
speaker. In Fig. 3, the individual image 308 displays a

facial image of the first meeting participant 303.

13
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The exemplary playback screen 300 also i1ncludes a

controls section 310 that contains controls typically found

in a media player, such as a play button, a fast forward

button, a rewind button, etc. An information area 312 1s

included 1in the playback screen 300 where information

regarding the subject matter of the playback screen 300 may
be displayed. For example, a meeting title, a meeting room

number, a list of meeting attendees, and the like may be

displayed i1in the 1Information area 31Z2.

The facial image timeline 304 1includes a first

sub-timeline 314 that corresponds to the first meeting
participant 303 and a second sub-timeline 316 that

corresponds to the second meeting participant. Each sub-

timeline 314, 316 indicates sections along a temporal

continuum where the corresponding meeting participant 1is
speaking. A user may directly access any point on a sub-
timeline 314, 316 to immediately access a portion of the

meeting whereln a particular meeting participant is

speaking.

A first facial image 318 of the first meeting

participant 303 appears adjacent to the first sub-timeline

314 to indicate that the first sub-timeline 314 is
assoclated with the first meeting participant 318. A facial
image 320 of the second meeting participant 305 appears
adjacent to the second sub-timeline 316 to indicate that the

second sub-timelline 316 1s associliated with the second

meeting participant 305.

F'1g. 4 shows an exemplary playback screen 400 that

includes similar elements as the exemplary playback screen

300 shown and described in Fig. 3. The elements and

reference numerals shown and described with respect to

14
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Fig. 3 will be used with reference to the exemplary playback

screen 400 of Fig. 4.

The exemplary playback screen 400 1ncludes a

panoramic 1mage 302 and a facial image timeline 304. The
5 panoramic i1mage 302 shows a first meetling participant 303
and a second meeting participant 305. A title bar 306 spans

o~

the top of the playback screen 400 and an individual 1image

408 shows the second meeting participant 303.

The exemplary playback screen 400 also includes a
10 whiteboard speaker image 402 that displays a meeting

participant (in this case, the second meeting participant

305) that is situated before a whiteboard. The whiteboard

speaker 1mage 402 1s not included in the playback screen 300

)

of Fig. 3 and 1s used here to show how other images may be

15 1included 1n any particular playback screen 300, 400.

A controls section 310 includes multimedia

controls and an i1nformatlion area 312 displays information

regarding the meeting shown on the playback screen 400.

The facial i1mage timeline 304 includes a first
20 sub~timeline 314, a second sub-timeline 316 and a third sub-

timeline 404, It is noted that while only two sub-timelines

are shown in Fig. 3, a timeline may contain any manageable

number of sub-timelines. In Fig. 4, for example, there are

three sub-timelines.

25 It 1s noted that while there are only two meeting

participants in this example, there are three sub-timelines.

This 1s because a single speaker may be associated with more

than a single sub-timeline. In the present example, the

second sub-timeline 316 1s associated with the second

30 meeting participant 305 while the second meeting participant

15
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305 1s at the whiteboard, and the third sub-timeline 404 1is

associated with the second meeting participant 305 while the

second meeting participant 305 1s situated at a location

other than the whiteboard.

This situation can happen when a meeting
participant occuples more than one location during a

meeting. The virtual cinematographer 234 in this case has

detected speakers 1n three locations. It does not
necessarily know that only two speakers are present 1n those
locations. This feature assists a user 1in cases where the
user 1s 1lnterested mainly 1n a speaker when the speaker 1is
in a certain position. For example, a user may only want to
play a portion of a recorded meeting when a speaker 1is

situated at the whiteboard.

The exemplary playback screen 400 also includes a

first facial image 318 of the first meeting participant 303

and a second facial i1mage 320 of the second meeting

participant 305. 1In addition, a third facial image 406 1s
included and 1s assoclated with the third sub-timeline 404.

The third facial image 406 corresponds with a second

location of the second meeting participant 305.

The techniques used 1n presenting the exemplary

playback screens 300, 400 will be described in greater

detail below, with respect to the other figures.

Exempla Methodological Implementation: Creation of Facial

Image Timeline

Fig. 5 1s an exemplary flow diagram 500 of a
methodological i1mplementation for creating a timeline with

facial i1mages. In the following discussion of the exemplary

16
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flow diagram 500, continuing reference 1s made to the

elements and reference numerals shown in previous figures.

At block 502, the panoramic camera apparatus 200
samples one or more video i1mages to create a panoramic
image. The panoramic image is input to the face tracker 230
(block 504) which detects and tracks faces in the image.
Approximately simultaneously at block 506, the microphone

array 208 samples sound corresponding to the panoramic image

and i1nputs the sound into the sound source localizer 232
which detects locations of speakers based on the sampled

sound at block 508.

The virtual cinematographer 234 processes data

from the face tracker 230 and the sound source localizer 232
to create the timeline 238 at block 510. At block 512, the
speaker clustering module 236 clusters speakers temporally
and spatially to consolidate and clarify portions of the

timeline 238 as described previously.

The timeline 1s stored in the timeline database
244 with the following fields: time, speaker number, speaker
bounding box in image (x, y, width, height), speaker face

angles (azimuth, elevation), etc.

Using the panoramic image and face identification
coordinates (i.e. face bounding boxes) derived by the face
tracker 230, the face extractor 240 extracts a facial image
of the speakers at block 514. Extracted facial images are
stored 1n the faces database 246 and are associated with a

speaker number.

As previously noted, the face extractor 240 may be

configured to extract more than one image for each speaker

17
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and use what the face extractor 240 determines to be the

best i1mage in the timeline 238.

Hl

An exemplary methodological implementation of

selecting a “best” facial image and creating the faces

o database 246 1is shown and described below, with respect to

Fig. 6.

Exemplary Methodological Implementation: Creating a Faces

Database

Fig. 6 1s an exemplary flow diagram 600 depicting

10 a methodological implementation for creating a faces

following discussion of Fig. 6, continuing

|

database. In the

reference 1s made to elements and reference numerals shown

in one or more previous figures.

At block 602, the face extractor 240 extracts a
15 facial image from the panoramic image as described above.

[f a facial image for the speaker is not already stored in

the faces database 246 (™No” branch, block 604), then the

facial i1mage 1s stored in the faces database 246 at block

610. It is noted that determining if the facial image is
20 stored does not necessarily depend on whether the person who

appears 1in the facial image already has an image of their

likeness stored, but whether the identified speaker has an

1mage already stored that corresponds to the speaker. Thus,

1f a speaker located in a first position has a stored facial
25 1mage and then the speaker is detected at a second location,

a facial image of the speaker in the second location will

not be compared with the stored facial image of the speaker

in the first position to determine if the speaker already

has a facial image stored.
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It a facial image for the speaker is already
stored in the faces database 246 - hereinafter, the “stored
facial i1mage” - (“Yes” branch, block 604), then the facial
image 1s compared to the stored facial image at block 606.
If the face extractor 240 determines that the facial image
1s better or more acceptable than the stored facial image
(“Yes” branch, block 608), then the facial image is stored

in the faces database 246, thus overwriting the previously

stored facial image.

If the facial image is not better than the stored

facial image (™No” branch, block 608), then the facial image

1s discarded and the stored facial image 1is retained.

The criteria for determining which facial image is
a better facial image can be numerous and varied. For
instance, the face extractor 234 may be configqured to
determine that a “best” facial image is one that captures a
speaker in a position where the speaker’s face is most in a
frontal position. Or, 1f a first facial image shows signs
of motion and a second facial image does not, then the face
extractor 246 may determine that the second facial image 1is
the best facial image. Or, the face extractor 246 may be

gt

configured to determine which of multiple images of a

speaker exhibits maximum symmetry and to use that facial

image in the timeline. Other criteria not enumerated here
may also be used to determine the most appropriate facial

image to utilize with the timeline.

It there i1s another speaker (“Yes” branch, block
©612), then the process reverts to block 602 and is repeated

for each unique speaker. Again, “unique speaker” as used in

this context does not necessarily mean a unique person,

since a person that appears in different speaking locations

19
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may be interpreted as being different speakers. The process

terminates when there are no more unique speakers to

ldentify (“No” branch, block 612).

Conclusion

While one or more exemplary implementations have
been 1llustrated and described, it will be appreciated that
various changes can be made therein without departing from

the spirit and scope of the claims appended hereto.
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CLAIMS:
1. A method, comprising:
detecting two or more facial images in a video
sample;

detecting two or more speakers in an audio sample

that corresponds to the video sample;

detecting a primary speaker of the two or more

speakers;

‘clustering the two or more speakers temporally and

spatially;

storing a speaker timeline for each detected speaker
that 1dentiflies the speaker by a speaker identifier and a

speaker location at various times along a the speaker timeline;

storing at least one facial 1mage for each detected

speaker 1in a faces database; and

assocliating a speaker timeline and a facial 1mage

with each detected speaker.

2 . The method as recited in claim 1, whereilin the
detecting two or more facial images further comprises using a

face tracking to detect the two or more facial 1images.

3. The method as recited in claim 1, wherein the
detecting two or more speakers further comprises using sound

source localization to detect the two or more speakers.

4, The method as recited in claim 1, further comprising:
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identifying more than one facial image for each

speaker; and

selecting a best facial 1mage to store in the faces

database.

5. The method as recited in claim 4, wherein the
selecting further comprises selecting a facial image that
includes a most frontal facial view as being the best facial

image.

6. The method as recited in claim 4, wherein the
selecting further comprises selecting a facial 1mage that

exhibits the least motion as being the best facial image.

7. The method as recited in claim 4, wherein the
selecting further comprises selecting a facial 1mage that

exhibits maximum symmetry as being the best facial image.

8. The method as recited in claim 1, wherein the speaker
location is denoted by a speaker bounding box identified by

video sample coordinates.

9. The method as recited in claim 1, wherein the speaker

location is denoted by speaker face angles identified by

azimuth and elevation in the video sample.

10. A method comprising:

displaying an audio/visual (A/V) sample having two or

more speakers included therein;

detecting a primary speaker of the two or more

speakers;
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clustering the two or more speakers temporalily and

spatially;

displaying a speaker timeline corresponding to each
speaker of the two or more speakers, the speaker timeline
indicating at what points along a temporal continuum the

speaker corresponding to the speaker timeline 1is speaking;

associating a speaker facial image with each speaker
timeline, the speaker facial 1mage corresponding to the speaker

associated with the speaker timeline; and

displaying the facial image with the corresponding

speaker timeline.

11. The method as recited in claim 10, further comprising
retrieving the speaker timelines from a timeline database that
identifies each speaker by a speaker identifier, a speaker
location and one or more times at which the speaker 1s

speaking.

12. The method as recited in claim 10, further comprising
retrieving the speaker facial image from a faces database that

associates each speaker identifier with at least one facial

image of a speaker corresponding to the speaker identifier.

13. One or more computer-readable storage media having
stored thereon computer executable instructions that, when

executed, implement the following method:

identifying each speaker in an Audio/Video ("A/V")

sample by a speaker identifier;

identifying location for each speaker in the A/V

sample;
23
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detecting a primary speaker;

clustering each 1dentified speaker temporally and

spatially;

extracting at least one faclal i1mage for each speaker

identified in the A/V sample;

creating a speaker timeline for each speaker
identified in the A/V sample, each speaker timeline indicating

a time, a speaker identifier and a speaker location; and

associating the facial image for a speaker with a

speaker timeline that corresponds to the same speaker.

14. The one or more computer-readable storage media as
recited in claim 13, further comprising i1dentifying each

speaker using sound source localization.

15. The one or more computer—-readable storage media as
recited in claim 13, further comprising identifying each

speaker location using a face tracker.

l6. The one or more computer-readable storage media as

recited in claim 13, wherein the speaker location 1s identified

by a speaker bounding box in the A/V sample.

17. The one or more computer—-readable storage medlia as
recited in claim 13, further comprising storing the speaker
timelines and the facial images and linking each speaker

timeline with the appropriate facial image.

18. The one or more computer-readable storage media as
recited in claim 13, further comprising extracting more than

one facial image for each speaker.
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19. The one or more computer-readable storage media as

recited in claim 18, further comprising selecting a best facial

image to assoclate with the speaker timeline.

20. The one or more computer-readable storage media as
recited in claim 19, wherein the selecting a best facial image

further comprises selecting a facial 1mage that has a maximum

frontal facial image.

21. The one or more computer-readable storage media as
recited in claim 19, wherein the selecting a best facial image

further comprises selecting a facial image that exhibits the

least motion.

22 . The one or more computer-readable storage medila as
recited in claim 19, wherein the selecting a best facial image

further comprises selecting a facial image that exhibits

15 maximum facial symmetry.

20

25

23. One or more computer—-readable storage media, having

stored thereon:

a speaker timeline database that includes a speaker
timeline for each speaker in an A/V sample, each speaker
timeline identifying a speaker and a speaker location for
multiple times along a time continuum wherelin a primary speaker
has been determined and wherein each identified speaker has

been clustered temporally and spatially; and

a faces database that includes at least one facial
image for each speaker identified in a speaker timeline and a
speaker identifier that links each facial 1mage with the

appropriate speaker timeline in the speaker timeline database.
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24, The one or more computer-readable storage media as
recited in claim 23, wherein each speaker timeline in the
speaker timeline database includes the appropriate speaker

identifier to link the speaker timeline database with the faces

database.
25. A system, comprising:

means for identifying each speaker appearing in an

Audio/Video (“A/V”) sample;

means for i1dentifying a facial image for each speaker

identified in the A/V sample;
means for detecting a primary speaker;

means for clustering each speaker temporally and

spatially;

means for creating a speaker timeline for each

speaker identified in the A/V sample; and

means for associating a facial image with an

appropriate speaker timeline.

20. The system as recited in claim 25, wherein the means
for identifying each speaker further comprises a sound source

localizer.

277 . The system as recited in claim 25, wherein the means

for identifying a facial image further comprises a face

tracker.

28. The system as recited in claim 25, wherein a speaker

timeline identifies a speaker associated with the speaker
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28.

The system as recited in claim 25,

whereln a speaker

timeline identifies a speaker associated with the speaker

F

timeline by a speaker 1ldentifler and a speaker location for

each of multiple times along a time continuum.

29.

The system as recited in claim 28,

wherein the

assocliating a facial image with an appropriate speaker timeline

further

speaker

30.

storing

31.

speaker

32.

sample

comprises associating each facial image with the

identifier.

The system as recited 1n claim 25,

further comprising

the speaker timelines and the facial 1mages.

The system as recited in claim 30,

wherein the

timelines and the facial images are stored separately.

The system as recited in claim 25,

further comprises a recorded meeting.

21
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