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SIGNAL DETECTION IN 
MULTIPLE-INPUTMULTIPLE-OUTPUT 

COMMUNICATION SYSTEM 

BACKGROUND 

1. Field of the Invention 
This invention relates generally to a wireless communica 

tion system, and in particular to MIMO detection techniques. 
2. Background 
Multiple-Input-Multiple-Output, popularly known as 

MIMO, where multiple antennas are employed at both ends 
of the communication link, has recently emerged as a prom 
ising technology for providing spectral efficiencies far 
beyond those achieved by Single-Input-Single-Output 
(SISO) systems, where a single antenna is employed at both 
ends of the communication link. 

Developing an algorithm they later named D-BLAST, 
researchers at Bell Labs demonstrated unprecedented spec 
tral efficiencies on the order of 42 bits/s/Hz. A relatively less 
computationally intensive algorithm known as V-BLAST 
was proposed later. V-BLAST suffered in performance com 
pared to D-BLAST mainly due to the self-generated error 
propagation problem that limited its performance. 
Many solutions have been proposed since then that 

attempted to reconcile the performance of V-BLAST with 
that of the near-optimal performance of D-BLAST. Most of 
these solutions focused on mitigating the effects of the error 
propagation problem, but they did so by adding complexity to 
V-BLAST to the point where the added complexity made the 
new V-BLAST based solution unattractive for practical 
implementation. 
V-BLAST (and its variants) focus mainly on maximizing 

the multiplexing gain (i.e. data rate) while most other space 
time codes focus on maximizing diversity gain (i.e. reliabil 
ity). The optimum solution seems to lie in a hybrid approach 
(See Conclusion, David Gesbert, Mansoor Shafi, and Dashan 
Shiu. From theory to practice. An overview of MIMO space 
time coded wireless systems, IEEE Journal 21 (2003), no. 3, 
281-302). So an optimal trade off is needed (optimal trade off 
can be measured according to Lizhong Zheng, Diversity and 
Multiplexing. A Fundamental Tradeof in Multiple-Antenna 
Channels, IEEE Transactions on Information Theory, Vol. 49, 
No. 5, (2003)). 
V-BLAST (and its variants) and other space-time codes do 

not account for channel correlation that normally exists in 
practice. Channel correlation tends to heavily degrade the 
performance of these systems. 

So complexity reduction, correlation reduction, and diver 
sity-multiplexing trade off are still an open problem in MIMO 
communications. 

Therefore, there is a need for improved systems, apparatus, 
and techniques for signal detection techniques in a MIMO 
communication system. 

SUMMARY 

The present invention includes methods, apparatuses, and 
systems as described in the written description and claims. In 
one example, an NXN MIMO detection algorithm exploits the 
powerful diversity coding advantage offered by the space 
time code along with the computational advantage offered by 
the QR matrix factorization. 

In one embodiment, a method of detecting signals in a 
MIMO communication system includes receiving symbols 
coded into pairs using a space-time code. Estimating a chan 
nel matrix that identifies the response between multiple trans 
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2 
mit and receive antennas in the MIMO communication sys 
tem. Performing a QR factorization on the channel matrix to 
obtain Q and R matrices. Determining a receive vector cor 
responding to a plurality of transmitted symbols received by 
the multiple receive antennas and transforming the receive 
vector based upon the Q matrix. Estimating a value of at least 
two received symbols to determine at least two estimated 
symbols. Then removing a contribution of the estimated sym 
bols from the receive vector to determine a revised received 
vector. Estimating a value of at least two additional received 
symbols to determine at least two additional estimated sym 
bols. 

In another aspect the space-time code is a 2x2 space-time 
code. For example, an Alamouti code. Another aspect 
includes estimating a value of at least two received symbols 
using a hard decision estimate of at least two received sym 
bols. An additional aspect of transforming the received vector 
includes multiplying the received vector by a hermitian con 
jugate of the Q matrix. 

In another embodiment, detecting signals in a MIMO com 
munication system includes receiving symbols coded to be 
transmitted into pairs using a space-time code. Estimating a 
channel matrix that identifies the response between multiple 
transmit and receive antennas in the MIMO communication 
system. Performing a plurality of QR factorization on the 
channel matrix to obtain a plurality of Q and R matrices. 
Determining a receive vector corresponding to a plurality of 
transmitted symbols received by the multiple receive anten 
nas. Performing a plurality of transformations of the receive 
vector based upon the plurality of Q matrices. Estimating a 
value of at least two received symbols for each of the plurality 
of transformations to determine at least two estimated sym 
bols. Then removing a contribution of the estimated symbols 
from the receive vector to determinea revised received vector 
for each of the transformations. Estimating a value of at least 
two additional received symbols for each of the plurality of 
transformations to determine at least two additional estimated 
symbols. 

In another aspect, performing the plurality of QR factor 
izations includes permuting columns in the channel matrix. 

In yet another embodiment, detecting signals transmitted 
from multiple transmit antennas generated from Symbol pairs 
that are space-time coded in a receiver having multiple 
receive antennas includes determining a channel matrix that 
identifies the response between the multiple transmit and 
receive antennas. Transforming the channel matrix to a vir 
tual channel. Performing partial spatial filtering based upon 
the virtual channel on received signals. Performing space 
time decoding on the received signals. Making decision esti 
mates of symbols represented by at least one of the received 
signals. Performing interference cancellation using the at 
least one estimated symbol. 

In another aspect partial spatial filtering and interference 
cancellation are repeated. 

In still another embodiment, detecting signals transmitted 
from multiple transmit antennas generated from Symbol pairs 
that are space-time coded in a receiver having multiple 
receive antennas includes determining a channel matrix that 
identifies the response between the multiple transmit and 
receive antennas. Transforming the channel matrix to a vir 
tual channel. Performing partial spatial filtering based upon 
the virtual channel on received signals. Performing space 
time decoding on the received signals. Making decision esti 
mates of pairs of symbols received through receive antennas 
having the maximum distance between them. Performing 
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interference cancellation using the at least one estimated 
symbol, and the distance between their respective antennas is 
maximized. 

Other features and advantages of the present invention 
should be apparent after reviewing the following detailed 
description and accompanying drawings which illustrate, by 
way of example, aspects of the invention. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The details of the present invention, both as to its structure 
and operation, may be gleaned in part by study of the accom 
panying drawings, in which like reference numerals refer to 
like parts. 

FIG. 1 is a block diagram that illustrates an example 
embodiment of a 4x4 MIMO system. 

FIG. 2 is a chart showing the ergodic capacity curves for 
various values of the number of transmit (NT) and receive 
(NR) antennas at an average receive signal-to-noise ratio p of 
15 dB. 

FIG. 3 is a block diagram of a 2xN MIMO system. 
FIG. 4 is a block diagram of an example embodiment of a 

4x4 MIMO system with QR decomposition, where the R 
matrix replaces channel matrix H. 

FIG. 5 is a block diagram illustrating an example embodi 
ment of a model of an NXN MIMO detection system. 

FIG. 6A is a flow chart illustrating an example embodiment 
of MIMO detection. 

FIG. 6B is a flow chart illustrating another example 
embodiment of MIMO detection. 

FIG. 7A is a block diagram illustrating an example of 
pairing of antenna elements in a linear antenna array. 

FIG. 7B is a block diagram illustrating another example of 
pairing of antenna elements of the linear antenna array. 
FIG.7C is a block diagram illustrating another example of 

pairing of antenna elements of the linear antenna array. 
FIG. 8A is a block diagram illustrating an example of 

pairing antenna elements in a rectangular antenna array. 
FIG. 8B is a block diagram illustrating another example of 

pairing of antenna elements of the rectangular antenna array. 
FIG. 8C is a block diagram illustrating another example of 

pairing of antenna elements of the rectangular antenna array. 
FIG. 9A is a block diagram illustrating an example of 

pairing antenna elements in a circular antenna array. 
FIG.9B is a block diagram illustrating another example of 

pairing of antenna elements of the circular antenna array. 

DETAILED DESCRIPTION 

Certain embodiments as disclosed herein provide for meth 
ods and systems for MIMO detection techniques. After read 
ing this description it will become apparent how to implement 
the invention in various alternative embodiments and alterna 
tive applications. However, although various embodiments of 
the present invention will be described herein, it is understood 
that these embodiments are presented by way of example 
only, and not limitation. As such, this detailed description of 
various alternative embodiments should not be construed to 
limit the scope or breadth of the present invention as set forth 
in the appended claims. 

In one example, an NXN MIMO detection method utilizes 
both spatial filtering and interference cancellation on received 
signals that had been space-time coded. 

In one embodiment, to increase data transfer rates at fixed 
transmit power levels using the same frequency band, mul 
tiple transmit (TX) and receive (RX) antennas are employed, 
and signals at the transmitter and/or receiver are processed in 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

4 
a manner that exploits the temporal and spatial properties of 
the wireless channel. See, for example, G. J. Foschini and M. 
J. Gans. On limits of wireless communications in a fading 
environment when using multiple antennas, Wireless Per 
sonal Comm. 6 (1998), no. 3, 311335: I. E. Telatar, Capacity 
of multi-antenna gaussian channels, European Trans. Tele 
com. 10 (1999), no. 6, 585-595. Systems that employ such 
space-time signal processing techniques to increase through 
put are referred to as Multiple-Input-Multiple-Output 
(MIMO) systems. FIG. 1 is a block diagram that illustrates an 
example embodiment of a 4x4 MIMO system 100. As shown 
in the example of FIG. 1, the MIMO system includes a trans 
mitter module 102 and a receiver module 104. The transmit 
module 102 includes four transmit antennas 106a-d and the 
receive module 104 includes four receive antennas 108a-d. 
The 4x4 MIMO system can be modeled where s, represents 
the transmitted signal from TXantennai (= 1, 2, 3, 4), and r, 
represents the received signal at RX antenna I (i=1, 2, 3, 4). 

Unlike a Single-Input-Single-Output (SISO) wireless link, 
where the wireless channel is typically modeled as a single 
impulse response, modeling the MIMO baseband wireless 
channel consists of a matrix, referred to as H, with random 
entriesh, representing the impulse response from the j-th TX 
antenna to the i-th RX antenna. 

For practical reasons, the following analysis is primarily 
addresses a symmetrical case where N, the number of RX 
antennas, is equal to N, the number of TX antennas, i.e. 
N=NN. However, it can be applied to non-symmetrical 
cases also. In addition, the analysis considers an uncorrelated 
block flat-fading Rayleigh channel case, i.e. entries h, are 
identically and independently distributed (i.i.d.) complex 
Gaussian scalars assumed to be static during an entire burst of 
the transmit signal. Frequency-selective channels can be 
made to look flat for each TX antenna signal by either 
employing time-domain equalization techniques in the 
receiver or by use of OFDM techniques. 

It has been shown that the channel capacity (measured in 
bits/s/Hz) that can be achieved by a typical MIMO link 
depends on the statistical properties of H, with the greatest 
capacity offered when the various h, gains are uncorrelated 
with each other. (See, On limits of wireless communications 
in a fading environment when using multiple antennas, Supra; 
Capacity of multi-antenna gaussian channels, Supra). Thus, 
typically the best achievable capacity is offered when the 
channel correlation matrix E(HH) is equal to a diagonal 
matrix. Rarely is this the case in real-world channels, but the 
rich scattering that naturally exists in many environments, for 
example in indoor and dense urban environments, greatly 
help synthesize such a channel. In other words, MIMO 
exploits multipath to its advantage as opposed to traditional 
communication systems that attempt to mitigate multipath 
effects. 
Many decoding techniques have been proposed that 

attempted to achieve the dormant capacity offered by the 
MIMO channel. Some of the best known techniques are 
Diagonal Bell Labs Layered Space-Time G. J. Foschini, Lay 
ered space-time architecture for wireless communication in a 
fading environment when using multiple antennas, Bell Lab. 
Tech.J. 1 (1996), no. 2, 41-59, also known as D-BLAST, and 
Vertical Bell Labs Layered Space-Time G. D. Golden, G. J. 
Foschini, R. A. Valenzuela, and P. W. Wolniansky, Detection 
algorithm and initial laboratory results using the V-BLAST 
spacetime communication architecture, Electron. Lett., 35 
(1999), no. 1, 14-15, orV-BLAST (whose original implemen 
tation was based on the Zero Forcing (ZF) nulling method as 
opposed to the better performing Minimum Mean Square 
Error (MMSE) based nulling approach). Most techniques that 
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have been proposed later are variations of these two tech 
niques. In evaluating Bit Error Rate (BER) performance of 
these techniques the spatial Maximum Likelihood (ML) 
receiver, which typically has the optimum BER performance, 
is generally used as a reference for the best asymptotic per 
formance. It is noted that the ML detector computational 
complexity is O(KY) where K is the constellation order. 
Therefore, it is typically only feasible to implement it in 
practice when both K and N. have relatively small values. 

While the performance of the D-BLAST technique is gen 
erally superior to the ZF V-BLAST technique, it is more 
costly to implement in practice. (See, Detection algorithm 
and initial laboratory results using the V-BLAST spacetime 
communication architecture, supra). On the other hand the ZF 
V-BLAST technique is relatively less complex but it suffers in 
BER performance compared to D-BLAST, mainly due to a 
self-generated error propagation problem that tends to 
degrade its overall performance. Solutions have been pro 
posed to address this problem but these solutions add com 
plexity to V-BLAST to a point where the increased complex 
ity defeats the purpose for which V-BLAST was proposed in 
the first place. (See, for example, Won-Joon Choi, R. Negi, 
and J. M. Cioffi, Combined ML and DFE decoding for the 
V-BLAST system, ICC 2000 3 (2000)) 
Another technique, MMSEV-BLAST which is a variation 

of the V-BLAST technique, has complexity requirements that 
are similar to that of ZF V-BLAST. The MMSE V-BLAST 
technique requires knowledge or an estimate of the variance 
of noise present at each RX branch. This techniques is limited 
because knowing, or estimating the noise variance many not 
be possible in many applications, and even if it is possible its 
estimated value is rarely accurate. 
The various embodiments of the systems and methods 

described below provide various combinations of desirable 
aspects that include the following: 

Achieves ML-like (or better) BER performance with rea 
Sonable complexity and without knowledge of noise 
variance. 

Its complexity does not depend on the modulation order 
used (as is the case in ML detection) or on the target SNR 
(as is the case in ML-like sphere decoding algorithms). 

Does not suffer from the noise enhancement problem and 
greatly reduces the effect of the error propagation prob 
lem (EPP) usually associated with V-BLAST family of 
algorithms. 

Its improved performance is not attained through the use of 
more RXantennas compared to the number of TXanten 
nas (as is the case in V-BLAST). 

Is numerically stable and does not break down when the 
channel matrix is ill-conditioned (which mainly occurs 
when heavy correlation exists between antenna ele 
ments as is the case in densely packed antenna ele 
ments). 

In one embodiment, a system and method is described that 
exploits the diversity advantage of a space-time code, and the 
numerical stability and reduced complexity of a channel 
matrix such as QL or QR decomposition. As described further 
below, the technique does not suffer from the noise enhance 
ment problem and greatly reduces the effect of the error 
propagation problem, both of which pose a performance 
bottleneck in the V-BLAST family of techniques. 
MIMO Capacity and Detection Techniques 
The following describes an analysis of and NxN MIMO 

system in discrete-time baseband, thereby eliminating depen 
dency on the carrier frequency component from the analysis. 
For ease of exposition, and because it is assumed that the 
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6 
channel matrix H is static over the burst duration, the depen 
dency on time is also eliminated. 
MIMO System Model and Channel Capacity 
Referring again to FIG. 1, the received signal vectory=y 

y ... y can be expressed as follows: 

p 
= 1 - HS + y w its +n 

p 
N (his 1 + has 2 + ... + hySN) + n, 

where: H is the NXN channel matrix whose elements h, 
represent the complex gains between TX antennai and RX 
antennai; 
S-Is S. . . . s is the TX vector with each component 
representing a symbol, generally complex, belonging to a 
finite set of symbol alphabet aaa... ak with 

(Equation 1) 

and n n n ... nk' represents the noise vector at the input 
to the receiver with elements n, that are assumed to be uncor 
related withs, and between themselves, i.e. E(nn')=I, where 
E() denotes the expectation operator. 
The normalization factor 

p 
N 

ensures that the total transmit power is always constrained to 
1, and the average receive SNR per branch is p. The second 
form of the equation uses the columns of the channel matrix, 
i.e. h. h. h. h" (ji=1, 2,...N). It is assumed the receiver 
has full knowledge of H but the transmitter has no prior 
knowledge of it. 
To determine how much capacity the MIMO channel 

offers, the asymptotic MIMO channel capacity results are 
derived (See, for example I. E. Telatar, Capacity of multi 
antenna gaussian channels, European Trans. Telecom. 10 
(1999), no. 6,585-595 and G. J. Foschini and M.J. Gans. On 
limits of wireless communications in a fading environment 
when using multiple antennas, Wireless Personal Comm. 6 
(1998), no. 3,311335). The ergodic (temporal mean) capacity 
C of the random channel matrix H can be computed as fol 
lows: 

C = E(logdettle -- (HH) bits/s/Hz, (Equation 2) 

where: det(...) is the determinant operator and H is the hermi 
tian conjugate of H. 

It can be shown (See, David Gesbert, Mansoor Shafi, and 
Dashan Shiu, From theory to practice: An overview of MIMO 
space-time coded sireless systems, IEEE Journal 21 (2003), 
no. 3, 281-302) that the maximum MIMO channel capacity is 
achieved when E(HH) is a diagonal matrix, i.e. the different 
channel gains are uncorrelated and of equal magnitude. 
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FIG. 2 is a chart showing the ergodic capacity curves for 
various values of the number of transmit (N) and receive 
(N) antennas at an average receive signal-to-noise ratio p of 
15 dB. FIG. 2 illustrates three different examples, one where 
the number of transmit and receive antennas are equal 202, 
another where there is one transmit antenna and multiple 
receive antennas 204, and another where there is one receive 
antenna and multiple transmit antennas 206. As illustrated in 
FIG. 2, the theoretical capacity offered by the MIMO channel 
is limitless, and to realize it the number of antennas on both 
ends of the MIMO link must be increased. Increasing the 
number of antennas on one end offers only marginal increase 
in capacity (i.e. similar to the one offered by traditional array 
systems). Note that equation 2, similar to the Shannon theory 
for the SISO AWGN channel, does not reveal how to achieve 
this capacity. 

Measurements conducted in a dense urban environment, 
show that the capacity offered by fixed-wireless MIMO chan 
nels is around 80% of the theoretical uncorrelated case (See 
G. J. Foschini et al. Analysis and performance of some basic 
space-time architectures, IEEE Journal Selected Areas in 
Comm. 21 (2003), no. 3, 281-320). This suggests that real 
world wireless MIMO channel complex gains have some 
degree of correlation between themselves. 

Because the V-BLAST technique relies on the assumption 
that previous decoded symbols were detected correctly, it 
runs the risk of carrying (or propagating) additional “noise' 
terms (in addition to n) from that step onward. This makes the 
first few steps of the decoding process very important for its 
overall performance. This deficiency in the V-BLAST decod 
ing technique is referred to in the literature as the error propa 
gation problem. Systems and methods are described below 
where the error propagation problem has a greatly reduced 
effect. 
When designing MIMO detection algorithms, there are 

usually two competing objectives to meet: data rate maximi 
zation; and diversity maximization. The BLAST-type tech 
niques are usually designed to meet the data rate maximiza 
tion objective using spatial multiplexing. That is, the data at 
the transmitter is multiplexed and sent independently over 
different antennas. For example, a 2x2 V-BLAST system can 
send 4 bits/s/Hz by employing QPSK modulation in each 
Sub-channel. 

In contrast to standard BLAST-type detection, space-time 
coding techniques, such as Alamouti space-time coding, 
focus on maximizing diversity in fading environments. That 
is, the same symbol (or a transformed form of it) that was 
transmitted at time t is retransmitted from different antennas 
at times t+i (i-1,2,... K-1), hence reducing the probability 
that a given symbol is completely lost. The probability is 
reduced given that the fading each sub-channel undergoes is 
independent of the other which is generally the case when 
antenna elements are Sufficiently spaced apart, e.g., inter 
element distance is greater than a half-wavelength. 

While it is true that the amount of transmitted symbols in a 
given frame is reduced by one-half of the code rate, the 
diversity gain achieved usually allows use of higher order 
modulation to compensate for rate loss. Using the above 
example one can, for instance, employ 16QAM in each Sub 
channel when a space-time code of rate 1 is used. 
A typical Alamouti Space-Time Block Code (STBC) is a 

rate 1 space-time code. Not only does it achieve ML detection 
with high order of diversity, it also allows the use of linear 
processing techniques at the receiver, hence greatly reducing 
the baseband processing requirements. (See S. M. Alamouti, 
A simple transmit diversity technique for wireless communi 
cations, IEEE Journal on Selected Areas in Communications 
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16 (1998), no. 8, 1451-1458 and From theory to practice: An 
Overview of MIMO space-time coded wireless systems, 
Supra). This feature makes it particularly attractive for termi 
nals, or Subscriber stations, that have limited power capabili 
ties, for example, battery-powered terminals. The use of the 
rate-1 2x2 Alamouti code is only for illustration purposes. 
Other advanced rate-22x2 non-orthogonal space-time codes 
can be used instead. The use of these non-orthogonal codes 
will generally give better performance (of course at the 
expense of adding more decoding complexity). 

FIG. 3 is a block diagram of a 2xN MIMO system. As 
shown in FIG. 2, an Alamouti transmitter module 302 com 
munications symbols to two transmit antennas 304a-b. Sig 
nals transmitted by the transmit antennas 304a–b are received 
at receiver antennas 306a-n. The received signals are com 
municated to an Alamouti receiver module 308 that processes 
the received signals to recover the transmitted symbols. 
A drawback of the Alamouti technique is that it can not be 

generalized to the general NXN MIMO case without sacrific 
ing on the code rate. To help understand how the Alamouti 
space-time code achieves a high order of diversity with linear 
processing at the receiver, the fundamental equations used by 
the algorithm are shown below. The Alamouti transmit mod 
ule 302 processing includes transmitting the following simple 
space-time code: 

(Equation 9) 

The columns of this space-time code represent space 
dimension while the rows represent time dimension. That is, 
at time todd-indexed symbols are transmitted from the first 
antenna while even-indexed ones are transmitted from the 
second antenna. At time t+1, the complex conjugate of the 
even-indexed symbols with opposite polarity are transmitted 
from the first antenna while the complex conjugate of the 
odd-indexed symbols are transmitted from the second 
antenna. The received vector at RXantennai can be expressed 
as follows: 

p S S2 | iii. (Equation 10) 
: - -- 

y2.i W N -s; sh;2 iii.2 

i = 1, 2, ... N 

or written differently 

p h;2 | itli (Equation 11) 
sk sk sk -- 

y2. 2 hi -h JL 2. L.2i 
-- S n; 

It can be shown that H, is orthogonal, i.e. H.H. (Ih, + 
|h,2)12.2. This property allows the use of linear processing at 
the receiver. For example, multiplying the received vector in 
equation 11 by H, produces the following pre-detection esti 
mate: 
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(Equation 12) W W 
p W ; X (halt his + Xi, 

i=l i=1 

Examination of Equation 12 shows that the Alamoutitrans 
mit and receive processing automatically eliminates MSI and 
adds the symbol energy coherently while adding the noise 
components incoherently. It is noted that this is done without 
resorting to matrix inversion, hence eliminating the noise 
amplification problem associated with the V-BLAST tech 
niques. Also, it is noted that the diversity order achieved by 
the Alamouti space-time code is equal to 2xN. 
As noted above, in designing MIMO detection systems 

there are usually two competing goals: data rate maximiza 
tion and diversity maximization. In one embodiment, a 
MIMO detection system and method is described that extends 
the benefits associated with the 2x2 Alamouti STBC features 
to the general NxN case. The general NxN case can be 
achieved if interference from certain TXantennas are elimi 
nated. The systems and methods can do this without ampli 
fying noise. This method and systems can reach an optimal 
trade offbetween maximizing diversity gain and maximizing 
multiplexing gain for a 4x4 MIMO system. 

In one embodiment, use of a QR matrix decomposition 
eliminates Some interference without resorting to matrix 
inversion. Operation of the decomposition is explained fur 
ther below: 
Any matrix H can be decomposed as H-QR, where Q is 

unitary, i.e. Q"Q=I, and 

ill 2 ... iN (Equation 13) 

0 r22 ... r2N 
R= : 

O O . NW 

is an upper triangular matrix. 
Using QR decomposition Equation (3) can then be rewrit 

ten as 

p 
= 1 - ORS - y = y; OR in 

By multiplying the RX vectory from the left by Q we get the 
following transformed vector 

(Equation 14) 

(Equation 15) 

p W 

N (rS1 + 2S2 + ... + rvSN) -- ii, 

where the property that Q"Q=I has been used. 
It is noted that all fi, still have Zero mean and unity variance, 

i.e. no noise amplification takes place. It can also be verified 
that Rhas the same eigenvalue spread as H, and finding Qand 
R is always possible even when H is ill-conditioned. i.e. when 
its eigenvalue spread is extremely large. This is in contrast to 
matrix inversion where the inverse may not exist in many 
situations (for example when heavy correlation exists in the 
channel). This problem may be compounded in limited-pre 
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10 
cision processors. Another advantage of using QR decompo 
sition is its numerical stability. 

FIG. 4 is a block diagram of an example embodiment of a 
4x4 MIMO system with a decomposition that lends its self to 
Solving linear equations, for example, QR decomposition and 
QL decomposition. The system depicted in FIG. 4 is 
described using the example of QR decomposition. As shown 
in FIG. 4, the system includes a MIMO vector encoder 402 in 
communication with four antennas 404a-c that transmit sig 
nals. The transmitted signals are received by four antennas 
406a-d that are in communication with a MIMO vector 
decoder 408. 
One beneficial aspect of the QR factorization, or decom 

postion, is that it allows for reformulation of the MIMO 
detection problem using a “virtual channel matrix R rather 
than the actual channel matrix H. As shown in FIG.4, the 4x4 
MIMO system model uses R as the channel matrix. In FIG. 4 
it is shown that the QR transformation has performed partial 
spatial filtering which eliminates interference from certain 
transmit antennas. Of particular interest are the bottom two 
receive antennas 406c and 406d. These antennas now 'see' 
contributions only from the bottom two transmit antennas 
404c and 404d. It is noted that even though the description is 
for a 4x4 MIMO case, the same is also true for the general 
NXN case. 

Another aspect of using the QR decomposition is that it can 
obtain different Q and R matrices by permuting the columns 
of H for a total number of NQR decompositions (only N of 
which are completely independent in an uncoded system and 
N/2 when the transmit signals are space-time coded in pairs). 
For example a 4x4 MIMO channel matrix can have 24 dif 
ferent QR decompositions, (4 of which are completely inde 
pendent in an uncoded system and 2 when the transmit signals 
are space-time coded in pairs). As described further below, 
this property allows improved performance of the technique 
at the expense of adding more complexity. In the following 
description, unless otherwise specified Q and R will refer to 
the matrices obtained with the default permutation, i.e. Q(1, 
2, 3, 4) and R(1,2,3,4) for a 4x4 MIMO system. In the sequel 
we will use index p to represent the P" permutation. 

FIG. 5 is a block diagram illustrating an example embodi 
ment of a MIMO detection system. As shown in FIG. 5, there 
is a transmitter 500 and a receiver 501. Selective portions of 
the transmitter 500 are illustrated in FIG. 5 and include a 
multiplexer 502 which receives symbols and routes pairs of 
symbols to a plurality of space-time encoding transmit mod 
ules 504a-in, for example, encoders employing the Alamouti 
code. The Alamouti space-time code is applied to the trans 
mitted symbols in pairs of two as shown in FIG. 5. The 
encoded symbols are communicated to a plurality of transmit 
antennas 506a-n in the transmitter 500. FIG. 5 shows selec 
tive portions of the receiver 501 and include a plurality of 
receive antennas 506a-n that receive the signals transmitted 
by the transmit antennas 506a-n. The signals from the receive 
antennas 508a-n are communicated to receive module 510. 
Selective portions of the receive module 510 are shown, and 
include a channel estimator module 512, a symbol space time 
(ST) decoder module 514, and an interference cancellation 
module 516. In one embodiment, the symbol space-time 
decoder module is a 2x2 space-time decoder, for example, an 
Alamouti decoder. However, other advanced rate-2 2x2 non 
orthogonal space-time codes can be used instead. 

FIG. 6A is a flow chart illustrating an example embodiment 
of MIMO detection which can be implemented, for example, 
in the system shown in FIG. 5. Flow begins in block 602 
where each transmitted symbol pairs are coded in pairs of two 
using Alamouti space-time code, and the coded pairs are 
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transmitted. Alternatively, other advanced rate-2 2x2 non 
orthogonal space-time codes can be used instead. In one 
embodiment, the operations of block 602 are performed in the 
transmitter 500 of FIG. 5 and the remaining operations of 
FIG. 6 are performed in the receiver 501. 

Flow continues to block 604 where a channel matrix H is 
determined, for example, by a channel estimator (item 512 of 
FIG. 5). Flow continues to block 606 and a QR decomposi 
tion, or factorization, is performed to determine Q and R 
matrices. This can be performed, for example, by the channel 
estimation 512 or the interference cancellation module 516. 
Flow continues to block 608 where partial spatial filtering is 
performed, for example by calculating the transformed RX 
vectory=Q'y (here (...)" represents hermitian conjugate opera 
tor). Flow continues to block 609 and space-time decoding is 
performed (item 514 of FIG. 5). In one embodiment, the 
operations of block 609 are not performed. Flow then contin 
ues to block 610 and hard decision estimates of symbols 
sy 2 and Sox. 22 (i-1, 2, . . . N) are obtained. In one 
embodiment, the estimates are obtained by a symbol space 
time decoder (item 514 of FIG. 5). Flow continues to block 
612 when interference cancellation is performed, for 
example, by calculating a new receive vectory-y-ry 21 
SN-21)-row 2.2 SN-22). In one embodiment, the new, or 
revised, receive vector is calculated in an interference cancel 
lation module (item 516 of FIG. 5). For example, the calcu 
lating the revised receive vector comprises removing the con 
tribution of the estimated symbols from the receive vector. 
Flow continues and blocks 610 and 612 are repeated such that 
hard decision estimates and new receive vectors are calcu 
lated 

N 

2 

times in total. In one embodiment, the operations of blocks 
609-612 are performed only once, or a selected umber of 
times. 

It can be seen that the diversity enjoyed by the last two 
symbols is equal to three. The first two symbols enjoy almost 
the same diversity as the hard decision statistics for the last 
two symbols and are extremely reliable. The diversity gain 
generally increases with the number of performed QR 
decompositions. 

FIG. 6B is a flow chart illustrating another example 
embodiment of MIMO detection which can also be comple 
mented in the system of FIG. 5 by the changes noted. In the 
embodiment of FIG. 6B, the same basic operations as 
described in FIG. 6A are performed. In the embodiment of 
FIG. 6B, additional matrix factorizations are computed and 
steps 606 n-612m are performed similarly to steps 606–612 
described in FIG. 6A to obtain better estimates. For example, 
the last two columns of the matrix can be permuted with the 
first two columns to obtain Q(3, 4, 1, 2) and R(3, 4, 1, 2). In 
this way the first two symbols decoded using this permutation 
correspond to symbols 1 and 2. Thus, at this stage there are 
already soft estimates of all the transmitted symbols avail 
able. In delay-sensitive applications the process may stop 
here and pass on those estimates (in hard or Soft form) for 
further processing. In delay-tolerant applications the process 
can continue until the end of next stage and average the soft 
estimates to obtain better decision statistics. In addition, turbo 
techniques can be used to obtain even further improvement. 

In embodiments of MIMO communication systems, there 
are various geometries that can be chosen with regard to 
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12 
placement of the antennas. Examples of geometries include 
linear, rectangular, and circular, to name a few. Typically, 
correlation between antenna elements affect MIMO system 
performance negatively. Reasons for an increase in correla 
tion between antenna array elements include the environment 
the system is operating in as well as the spacing of the ele 
ments. Poor scattering in the Surrounding environment, Such 
as in urban and rural environments, can increase the correla 
tion. This is in contrast to environments such as indoor envi 
ronments which are generally very rich in scattering, and thus 
generally decrease the correlation between antenna elements. 

Also, as the distance between antenna elements decreases 
there is generally an increase in correlation. In general, the 
distance between antenna array elements is preferably at least 
a half-wave length (more is generally better). For example, a 
half-wave length is anywhere between 2.6 cm to 6.25 cm for 
2.4 GHz to 5.8 GHz frequencies respectively. While the 
physical distance between antenna array elements on a base 
station, or access point, may not be a major constraint, the 
physical distance on the terminal side may be an issue. For 
example, if the terminal is a cell phone or a personal data 
assistant (PDA) it may not be practical to have large separa 
tion between antenna elements. So, on one hand, it would be 
beneficial to include more antennas on a terminal to increase 
throughput, but on the other hand limited physical space 
makes separation difficult and thus there is increased corre 
lation. So a fundamental problem is that given a limited 
physical space how best to maximize distance between 
antenna array elements. 

In one embodiment, utilizing the systems and methods 
described above signals are paired (and jointly space-time 
encoded) and the distance between their respective antennas 
is maximized. Also because the error propagation problem 
can be significantly reduced it makes sense to choose the 
maximum distance for the pairs that are decoded first. Though 
the following examples address the systems and methods in 
terms of receiving signals, they also apply to transmitting. 

FIG. 7A is a block diagram illustrating an example of 
pairing of antenna elements in a linear antenna array 700. As 
shown in the example of FIG. 7A, there are eight antenna 
elements 701-108. In a non-correlated channel environment 
the antenna elements 701-708 may be paired, for example, as 
shown in FIG.7A where adjacent antenna elements are paired 
together. For example, the first and second antenna elements 
701 and 702 are paired together, the third and fourth antenna 
elements 703 and 704 are paired together, the fifth and sixth 
antenna elements 705 and 706 are paired together, and the 
seventh and eight antenna elements 707 and 708 are paired 
together. In the example of FIG. 7A, because there is no, or 
low, correlation between the channels the separation between 
the antenna elements is less of a factor in System perfor 
mance. The antenna configuration illustrated in FIG. 7A has 
four sample R matrices 710. 

FIG. 7B is a block diagram illustrating another example of 
pairing of antenna elements of the linear antenna array 700 of 
FIG. 7A. In the example of FIG. 7B, the antenna array 700 is 
operating in a correlated channel environment, and So it is 
desirable to increase the separation between the paired 
antenna elements. In the example of FIG. 7B the antenna 
elements 701-708 may be paired, for example, with the first 
and eight antenna elements 701 and 708 are paired together, 
the second and seventh antenna elements 702 and 707 paired 
together, the third and sixth antenna elements 703 and 706 
paired together, and the fourth and fifth antenna elements 704 
and 705 paired together. In the example of FIG. 7B, there is a 
maximum separation between the first and eight antenna ele 
ments 701 and 708, but the fourth and fifth antenna elements 
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704 and 705 are adjacent to each other. In this example, there 
is only one optimal R matrix 712, although other matrices 
exist, but are not optimal because of EPP. 
FIG.7C is a block diagram illustrating another example of 

pairing of antenna elements of the linear antenna array 700 of 
FIG. 7A. In the example of FIG.7C, the antenna array 700 is 
again operating in a correlated channel environment, so it is 
desirable to increase the separation between the paired 
antenna elements. In the example of FIG. 7C the antenna 
elements 701-708 may be paired, for example, with the first 
and fifth antenna elements 701 and 705 paired together, the 
second and sixth antenna elements 702 and 706 paired 
together, the third and seventh antenna elements 703 and 707 
paired together, and the fourth and eight antenna elements 
704 and 708 paired together. In the example of FIG.7C, there 
is a maximum possible constant separation between all of the 
antenna element pairs. In this example, there are four 
examples of sample R matrices 714. 

FIG. 8A is a block diagram illustrating an example of 
pairing antenna elements in a rectangular antenna array 800. 
As shown in the example of FIG. 8A, there are eight antenna 
elements 801-808. In a non-correlated channel environment 
the antenna elements 801-808 may be paired, for example, as 
shown in FIG. 8A where adjacent antenna elements are paired 
together. For example, the first and second antenna elements 
801 and 802 are paired together, the third and fourth antenna 
elements 803 and 804 are paired together, the fifth and sixth 
antenna elements 805 and 806 are paired together, and the 
seventh and eight antenna elements 807 and 808 are paired 
together. In the example of FIG. 8A, because there is no, or 
low, correlation between the channels the separation between 
the antenna elements is less of a factor in system perfor 
mance. The antenna configuration illustrated in FIG. 8A has 
four sample R matrices 810. 

FIG. 8B is a block diagram illustrating another example of 
pairing of antenna elements of the rectangular antenna array 
800 of FIG. 8A. In the example of FIG.8B, the antenna array 
800 is operating in a correlated channel environment, and so 
it is desirable to increase the separation between the paired 
antenna elements. In the example of FIG. 8B the antenna 
elements may be paired, for example, with the first and eight 
antenna elements 801 and 808 are paired together, the second 
and seventh antenna elements 802 and 807 paired together, 
the third and sixth antenna elements 803 and 806 paired 
together, and the fourth and fifth antenna elements 804 and 
805 paired together. In the example of FIG. 8B, there is a 
maximum separation between the first and eight antenna ele 
ments 801 and 808 (same for 802 and 807 as well), but the 
fourth and fifth antenna elements 804 and 805 and the third 
and sixth antenna elements 703 and 706 have less separation 
to each other. The antenna configuration illustrated in FIG.8B 
has four sample R matrices 812. 

FIG. 8C is a block diagram illustrating another example of 
pairing of antenna array elements of the rectangular antenna 
array 800 of FIG. 8A. In the example of FIG. 8C, the antenna 
array 800 is again operating in a correlated channel environ 
ment, so it is desirable to increase the separation between the 
paired antenna elements. In the example of FIG. 8C the 
antenna elements may be paired, for example, with the first 
and sixth antenna elements 801 and 806 paired together, the 
second and fifth antenna elements 802 and 805 paired 
together, the third and eight antenna elements 803 and 808 
paired together, and the fourth and seventh antenna elements 
804 and 807 paired together. In the example of FIG. 8C, there 
is a constant separation between all of the antenna element 
pairs. In this example, there are four examples of sample R 
matrices 814. 
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FIG. 9A is a block diagram illustrating an example of 

pairing antenna elements in a circular antenna array 900. As 
shown in the example of FIG. 9A, there are eight antenna 
elements 901-908. In a non-correlated channel environment 
the antenna elements 901-908 may be paired, for example, as 
shown in FIG.9A where adjacent antenna elements are paired 
together. For example, the first and second antenna elements 
901 and 902 are paired together, the third and fourth antenna 
elements 903 and 904 are paired together, the fifth and sixth 
antenna elements 905 and 906 are paired together, and the 
seventh and eight antenna elements 907 and 908 are paired 
together. In the example of FIG.9A, because there is no, or 
low, correlation between the channels the separation between 
the antenna elements is less of a factor in System perfor 
mance. The antenna configuration illustrated in FIG.9A has 
four sample R matrices 910. 
FIG.9B is a block diagram illustrating another example of 

pairing of antenna elements of the circular antenna array 900 
of FIG.9A. In the example of FIG.9B, the antenna array 900 
is operating in a correlated channel environment, so it is 
desirable to increase the separation between the paired 
antenna elements. In the example of FIG. 9B the antenna 
elements may be paired, for example, with the first and fifth 
antenna elements 901 and 905 paired together, the second and 
sixth antenna elements 902 and 906 paired together, the third 
and seventh antenna elements 903 and 907 paired together, 
and the fourth and eight antenna elements 904 and 908 paired 
together. In the example of FIG.9B, there is a constant sepa 
ration between all of the antenna element pairs. In this 
example, there are four examples of sample R matrices 914. 
The circular antenna arrays of FIGS. 9A and 9B illustrate 

an interesting aspect of pairing of the antenna elements. The 
array arpeture and the transmit correlation between the paired 
antenna array elements remain a constant, regardless of the 
number of antennas in the array. 

In an embodiment, a AQRN-SIC is an MXM (MD=3) 
MIMO detection technique that combines various aspects to 
achieve excellent performance at low complexity. On the 
transmit (TX) end of the communications link (such as a base 
station, access point, or terminal) the AQRN-SIC technique 
organizes the TX signals into groups of two each when the 
number of Tx antennas M is even. When the number of 
transmit antennas M is odd one of the signals forms a group 
on its own while the others are grouped as described above. 
As discussed in FIG. 7-9, pairing two signals can be done 

in a way to maximize the physical distance between their 
respective antennas. Each pair of signals are space-time 
encoded, for example, by the Rate-1 Alamouti code. When 
the number of transmit antennas M is odd the signal that 
forms a group on its own is left uncoded. The signals are then 
transmitted through the MXM MIMO channel H=h1, h2, ... 
h, where h(=1,2,... M) are column vectors representing 
the various flat-fading paths between Tx antenna and the M 
RX antennas. 
On the receive (RX) end of the communications link (such 

as a base station, access point, or terminal) one or more (up to 
N/2) QR decompositions are performed on the estimated 
channel column-wise-permuted matrices H (p=1, 2, . . . 
int(N/2)), and as a result, virtual channel matrices RIr (1i) 
r_(2.i)... royal are formed, where rare column vectors 
representing the various virtual flat-fading paths between Tx 
antennas and the MRX antennas using virtual matrix R i 
The permuted H i channel matrices are obtained in such 
away that each pair of symbols (sjsk) that were coded jointly 
will find their corresponding columns and k placed side-by 
side in H. When the number of transmit antennas M is odd 
that column corresponding to the uncoded signal is placed 
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first in all of H. Int(N/2) H are obtained by doing circular 
left-shifting while keeping each column pair side-by-side. 
When the number of transmit antennas M is odd the first 

columnis bypassed and left untouched. New Rx vectorsy are 
obtained by multiplying the receive vector w by the hermitian 
conjugate of Q. Decoding to obtain immediate estimates of 
different pairs (s), so (jk in {1, 2, ... N}, j not equal to 
k) is done by employing Alamouti RX processing on the last 
two rows of each R. Matrix factorizations to obtain Q, and 
R. matrices need only be done at the beginning before actual 
data decoding commences. New transformed data vectors are 
computed once for every received data vector. 
The systems and methods described above can be modified 

to obtain better decision statistics for transmitted pairs (ss) 
by performing successive interference cancellation (SIC) to 
remove the contribution of the already decoded symbols. 
New estimates of the different pairs are then obtained. Inter 
ference Cancellation can be performed by Subtracting sh 
*r)+sh *r (where (sh sh ) are the recently 
decoded hard-decision estimates of (ss)) fromy, after each 
decoding stage while at the same time updatingy, i.e. y, y 
shop'roe-shake'rckP). This process is repeat until no sym 
bols are left for decoding. When the number of transmit 
antennas M is odd an estimate of the uncoded symbols, may 
be obtained after the last SIC stage is performed using the 
equation: 

St (conj (r. 1 1) P(1)(conj (r. 1 1)" (1 1p) (Equation 16) 

where: ris the first element in column vector r conj(...) 
is the complex conjugate operator, and y is the first ele 
ment in vectory, 

Averaging may be performed once all estimates of (ss) 
(ands, when M is odd) are obtained from all QR operations, 
RX Alamouti decoding and SIC. Turbo iterations can be per 
formed which may obtain even further performance improve 
ment. Turbo iterations may be done by feeding the hard 
decision averaged estimates of pairs (S,S) back to be used for 
the first interference cancellation stage (that is after the first 
decoding stage). 

In the examples described, a QR factorization, or decom 
position, was performed to obtain Q and R matrices. Similar 
operations can be performed using a QL decomposition to 
obtain Q and L. matrices. In QL decomposition the elements 
of the L matrix that are above the diagonal will be zero and the 
technique will start decoding the first two rows instead of the 
last two rows and so on. In other words, the operation works 
top down as opposed to QR which works bottom up. In some 
ways this is similar to when the H matrix is permuted to obtain 
new Q and R matrices which basically has the same effect of 
calculating a QL decomposition on the same non-permuted 
matrix H. 

Although the description has focused on examples that 
reach a tradeoffbetween diversity and multiplexing gains, the 
technique(s) described herein can be used (with very minor 
modifications) to obtain more multiplexing gain at the 
expense of less diversity gain or vice versa. For example, 
Some of the TX signals need not be space-time encoded and as 
a result multiplexing gain increases while the overall diversity 
decreases. On the other hand, the same pairs of TX signals can 
be transmitted from various antennas (more than 2) simulta 
neously and as a result the diversity gain increases while the 
multiplexing gain decreases. 

Also, while the examples have focused on architectures 
that assume that the channel only undergoes frequency-flat 
fading the technique is also applicable to frequency-selective 
channels, such as where OFDM techniques are generally 
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used. In this case the symbols s, will each represent a sub 
carrier rather thana Standard symbol as understood in a single 
carrier systems. 
The above description of the disclosed embodiments is 

provided to enable any person skilled in the art to make or use 
the invention. Numerous modifications to these embodiments 
would be readily apparent to those skilled in the art, and the 
principals defined herein can be applied to other embodi 
ments without departing from the spirit or scope of the inven 
tion. Thus, the invention is not intended to be limited to the 
embodiments shown herein but is to be accorded the widest 
Scope consistent with the principal and novel features dis 
closed herein. 

Various implementations of the invention are realized in 
electronic hardware, computer Software, or combinations of 
these technologies. Some implementations include one or 
more computer programs executed by one or more computing 
devices. For example, in one implementation, the method for 
monitoring and/or converting the status, running diagnostics, 
and otherwise providing functions related to status and man 
agement of the wireless communication device includes one 
or more computers executing software implementing the 
monitoring and management functions. In general, each com 
puter includes one or more processors, one or more data 
storage components (e.g., volatile or non-volatile memory 
modules and persistent optical and magnetic storage devices, 
such as hard and floppy disk drives, CD-ROM drives, and 
magnetic tape drives), one or more input devices (e.g., mice 
and keyboards), and one or more output devices (e.g., display 
consoles and printers). 
The computer programs include executable code that is 

usually stored in a persistent storage medium and then copied 
into memory at run-time. At least one processor executes the 
code by retrieving program instructions from memory in a 
prescribed order. When executing the program code, the com 
puter receives data from the input and/or storage devices, 
performs operations on the data, and then delivers the result 
ing data to the output and/or storage devices. 

Various illustrative implementations of the present inven 
tion have been described. However, one of ordinary skill in 
the art will see that additional implementations are also pos 
sible and within the scope of the present invention. 

Accordingly, the present invention is not limited to only 
those implementations described above. Those of skill in the 
art will appreciate that the various illustrative modules and 
method steps described in connection with the above 
described figures and the implementations disclosed herein 
can often be implemented as electronic hardware, software, 
firmware or combinations of the foregoing. To clearly illus 
trate this interchangeability of hardware and software, vari 
ous illustrative modules and method steps have been 
described above generally in terms of their functionality. 
Whether such functionality is implemented as hardware or 
Software depends upon the particular application and design 
constraints imposed on the overall system. Skilled persons 
can implement the described functionality in varying ways 
for each particular application, but such implementation deci 
sions should not be interpreted as causing a departure from 
the scope of the invention. In addition, the grouping of func 
tions within a module or step is for ease of description. Spe 
cific functions can be moved from one module or step to 
another without departing from the invention. 

Moreover, the various illustrative modules and method 
steps described in connection with the implementations dis 
closed herein can be implemented or performed with a gen 
eral purpose processor, a digital signal processor (DSP), an 
application specific integrated circuit (ASIC), a field pro 
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grammable gate array (“FPGA') or other programmable 
logic device, discrete gate or transistor logic, discrete hard 
ware components, or any combination thereof designed to 
perform the functions described herein. A general-purpose 
processor can be a microprocessor, but in the alternative, the 
processor can be any processor, controller, microcontroller, 
or state machine. A processor can also be implemented as a 
combination of computing devices, for example, a combina 
tion of a DSP and a microprocessor, a plurality of micropro 
cessors, one or more microprocessors in conjunction with a 
DSP core, or any other such configuration. 

Additionally, the steps of a method or algorithm described 
in connection with the implementations disclosed herein can 
be embodied directly in hardware, in a software module 
executed by a processor, or in a combination of the two. A 
software module can reside in RAM memory, flash memory, 
ROM memory, EPROM memory, EEPROM memory, regis 
ters, hard disk, a removable disk, a CD-ROM, or any other 
form of storage medium including a network Storage 
medium. An exemplary storage medium can be coupled to the 
processor Such that the processor can read information from, 
and write information to, the storage medium. In the alterna 
tive, the storage medium can be integral to the processor. The 
processor and the storage medium can also reside in an ASIC. 
The above description of the disclosed implementations is 

provided to enable any person skilled in the art to make or use 
the invention. Various modifications to these implementa 
tions will be readily apparent to those skilled in the art, and the 
generic principles described herein can be applied to other 
implementations without departing from the spirit or scope of 
the invention. Thus, it is to be understood that the description 
and drawings presented herein represent example implemen 
tations of the invention and are therefore representative of the 
subject matter which is broadly contemplated by the present 
invention. It is further understood that the scope of the present 
invention fully encompasses other implementations and that 
the scope of the present invention is accordingly limited by 
nothing other than the appended claims. 
The invention claimed is: 
1. A method of detecting signals in a multiple-input mul 

tiple-output (MIMO) communication system, the method 
comprising: 

receiving symbols coded into pairs using a space-time 
code; 

estimating a channel matrix that identifies the response 
between multiple transmit and receive antennas in the 
MIMO communication system; 

performing a QR factorization on the channel matrix to 
obtain Q and R matrices: 

determining a receive vector corresponding to a plurality of 
transmitted symbols received by the multiple receive 
antennas, 

transforming the receive vector based upon the Q matrix: 
estimating a value of at least two received symbols using 

the transformed receive vector to determine at least two 
estimated symbols; 

removing a contribution of the estimated symbols from the 
transformed receive vector to determine a revised 
received vector; and 

estimating a value of at least two additional received sym 
bols using the revised received vector to determine at 
least two additional estimated symbols. 

2. The method of claim 1, wherein the space-time code is a 
2x2 space-time code. 

3. The method of claim 1, wherein the space-time code is 
an Alamouti code. 

4. The method of claim 1, wherein estimating a value of at 
least two received symbols comprises using a hard decision 
estimate of at least two received symbols. 
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5. The method of claim 1, whereintransforming the receive 

vector comprises multiplying the receive vector by a hermi 
tian conjugate of the Q matrix. 

6. A method of detecting signals in a multiple-input mul 
tiple-output (MIMO) communication system, the method 
comprising: 

receiving symbols coded into pairs using a space-time 
code; 

estimating a channel matrix that identifies the response 
between multiple transmit and receive antennas in the 
MIMO communication system; 

performing a plurality of QR factorizations on the channel 
matrix to obtain a plurality of Q and R matrices: 

determining a receive vector corresponding to a plurality of 
transmitted symbols received by the multiple receive 
antennas, 

performing a plurality of transformations of the receive 
vector based upon the plurality of Q matrices to obtain a 
plurality of transformed receive vectors; 

estimating a value of at least two received symbols for each 
of the plurality of transformed receive vectors to deter 
mine at least two estimated symbols; 

removing a contribution of the estimated symbols from the 
transformed receive vectors to determine a revised 
received vector for each of the transformed receive vec 
tors; and 

estimating a value of at least two additional received sym 
bols for each of the plurality of transformations using the 
corresponding revised received vector to determine at 
least two additional estimated symbols. 

7. The method of claim 6, wherein performing the plurality 
of QR factorizations comprises permuting columns in the 
channel matrix. 

8. A method of detecting, in a receiver having multiple 
receive antennas, signals transmitted from multiple transmit 
antennas generated from symbol pairs that are space-time 
coded, the method comprising: 

determining a channel matrix that identifies the response 
between the multiple transmit and receive antennas; 

transforming the channel matrix to a virtual channel; 
performing partial spatial filtering based upon the virtual 

channel on received signals; 
performing space-time decoding on the partial spatial fil 

tered received signals; 
making decision estimates of symbols represented by at 

least one of the received signals; and 
performing interference cancellation using the estimates of 

symbols. 
9. The method of claim 8 wherein partial spatial filtering 

and interference cancellation are repeated. 
10. A method of detecting, in a receiver having multiple 

receive antennas, signals transmitted from multiple transmit 
antennas generated from symbol pairs that are space-time 
coded, the method comprising: 

determining a channel matrix that identifies the response 
between the multiple transmit and receive antennas; 

transforming the channel matrix to a virtual channel; 
performing partial spatial filtering based upon the virtual 

channel on received signals; 
performing space-time decoding on the partial spatial fil 

tered received signals; 
making a decision estimate of a pair of symbols received 

through a pair of the receive antennas separated by a 
maximum distance; and 

performing interference cancellation based on at least the 
estimated pair of symbols. 
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