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INTERACTIVE BIOMETRIC TOUCH SCANNER

CROSS REFERENCE TO PRIORITY APPLICATIONS
[0001] This application claims the benefit of priority of U.S. Provisional Patent
Application No. 62/543,280, filed August 9, 2017, entitled “BIOMETRIC TOUCH
SCANNER INTEGRATED WITH OPTICS,” and U.S. Provisional Patent Application No.
62/543,278, filed August 9, 2017, entitled “INTERACTIVE BIOMETRIC TOUCH
SCANNER.” The contents of each of the above-mentioned applications are hereby

incorporated by reference herein in their entireties and for all purposes.

BACKGROUND

Technological Field
[0002] The disclosed technology relates to biometric scanning, including

applications to fingerprint recognition and live finger detection.

Description of the Related Technology

[0003] Fingerprints have been associated with a wide variety of applications and
uses including criminal identification, banking, ID recognition for personal devices, official
forms, and others. Automated optical fingerprint scanners have been used to acquire
fingerprint images. Ultrasound-based fingerprint scanners and capacitive fingerprint
scanners are other fingerprint detection technologies. There is a need for robust and cost-

effective fingerprint scanning systems with robust authentication.

SUMMARY OF CERTAIN INVENTIVE ASPECTS
[0004] The innovations described in the claims each have several aspects, no
single one of which is solely responsible for its desirable attributes. Without limiting the
scope of the claims, some prominent features of this disclosure will now be briefly described.
[0005] One aspect of the disclosed technology is a biometric sensing device. The

device includes a surface configured to receive a finger. The device further includes an
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ultrasonic fingerprint sensor comprising ultrasonic transducers configured to transmit an
ultrasound signal to the surface. The ultrasonic fingerprint sensor is configured to generate
data indicative of an image of at least a portion of a fingerprint of the finger on the surface.
The device further includes an optical system integrated with the fingerprint sensor. The
optical system is configured to transmit light to the receiving surface through the ultrasonic
fingerprint sensor.

[0006] In an embodiment, the ultrasonic transducers are transparent to the light
transmitted by the optical system. In an embodiment, the ultrasonic fingerprint sensor
includes electrodes for addressing the ultrasonic transducers in which the electrodes are
transparent to the light transmitted by the optical system.

[0007] In an embodiment, the ultrasonic transducers are positioned under the
receiving surface and the optical system is positioned under the ultrasonic transducers.

[0008] In an embodiment, the ultrasonic transducers are positioned under the
receiving surface and the optical system includes a light source and an optical sensor that are
positioned laterally relative to the ultrasonic transducers.

[0009] In an embodiment, the ultrasonic transducers are positioned between the
receiving surface and the optical system.

[0010] In an embodiment, the ultrasound signal has a frequency in a range from
50 megahertz to 500 megahertz. In an embodiment, the optical system includes a reflective
pulse oximeter. In an embodiment, the optical system is configured to transmit light at two
or more different wavelengths.

[0011] In an embodiment, the device further includes a processor. In an
embodiment, the processor is configured to generate a liveness parameter based on a
comparison of the light at the two or more different wavelengths reflected by the finger. In
an embodiment, the processor is configured to generate a liveness parameter based on light
reflected by the finger that is received by the optical system. In an embodiment, the liveness
parameter is indicative of at least one of a heart rate, a blood oxygenation level, or a
temperature. In an embodiment, the processor is configured to output an indication of
whether the finger is alive.

[0012] In an embodiment, the device further includes a layer of transparent

material, such as a glass or plastic layer, positioned between the fingerprint sensor and the
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surface configured to receive a finger. In an embodiment, the surface configured to receive a
finger is a surface of the layer of transparent material.

[0013] Another aspect is a biometric sensing device. The device includes
ultrasonic transducers configured to transmit an ultrasound signal to an object. The device
further includes an optical system integrated with the ultrasonic transducers. The optical
system is configured to transmit light to the object and receive light reflected from the object.
The device further includes one or more processors. The one or more processors are
configured to generate an image of at least a portion of the object based on a reflection of the
ultrasound signal from the object. The one or more processors are further configured to
generate a liveness parameter based on the received light reflected from the object.

[0014] In an embodiment, the optical system is configured to transmit the light
through the ultrasonic transducers to the object.

[0015] In an embodiment, the device further includes electrodes for addressing
the ultrasonic transducers, and the electrodes are transparent to the light transmitted by the
optical system. In an embodiment, the electrodes and the ultrasonic transducers are both
transparent to the light transmitted by the optical system.

[0016] In an embodiment, the device further includes electrodes for addressing
the ultrasonic transducers. In an embodiment, the electrodes are opaque to the light
transmitted by the optical system.

[0017] In an embodiment, the ultrasonic transducers are positioned under the
receiving surface and the optical system is positioned under the ultrasonic transducers. In an
embodiment, the ultrasonic transducers are positioned under the receiving surface and the
optical system includes a light source and an optical sensor that are positioned laterally
relative to the ultrasonic transducers.

[0018] In an embodiment, the ultrasonic transducers are transparent to the light
transmitted by the optical system. In an embodiment, the ultrasonic transducers are arranged
as an array. In an embodiment, the optical system comprises a light source and a light sensor
that are integrated within the array.

[0019] In an embodiment, the ultrasound signal has a frequency in a range from

50 megahertz to 500 megahertz. In an embodiment, the device further includes a surface
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configured to receive the object and a glass layer positioned between the ultrasonic
transducers and the surface.

[0020] Another aspect is biometric sensing device. The device includes a sensor
configured to generate data indicative of an image of at least a portion of an object. The
device further includes an optical system integrated with the sensor, the optical system
configured to transmit light to the object through the sensor. In certain embodiments, the
object includes a finger, a palm, a sole of a foot, a toe, etc.

[0021] Another aspect is a biometric sensing device. The device includes
ultrasonic transducers configured to transmit an ultrasound signal to an object. The device
further includes an optical system integrated with the ultrasonic transducers. The optical
system is configured to transmit light to the object and receive light reflected from the object.
The device further includes one or more processors. The one or more processors are
configured to generate an image of at least a portion of the object based on a reflection of the
ultrasound signal from the object and to generate a liveness parameter based on the received
light. In an embodiment, the object includes a finger.

[0022] Another aspect is a method of biometric authentication. The method
includes transmitting, by a fingerprint sensor comprising a piezoelectric layer, an ultrasound
signal to a finger. The method further includes generating an image of at least a portion of
the finger based on a reflection of the ultrasound signal from the finger. The method further
includes transmitting light through the piezoelectric layer of the fingerprint sensor to the
finger. The method further includes generating a liveness parameter based on a reflection of
the light from the finger. The method further includes authenticating a user based on the
image and the liveness parameter.

[0023] In an embodiment, the signal is an ultrasound signal and the received
signal is a reflection of the ultrasound signal from the finger. In an embodiment, the signal is
a light signal and the received signal is a reflection of the light signal from the finger. The
ultrasonic signal can be transmitted through glass. The method can be performed by a
mobile phone that comprises the fingerprint sensor and an optical system configured to
transmit the light. The method can be performed using a smart card that includes the

fingerprint sensor.
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[0024] Another aspect is an interactive biometric sensing system. The system
includes a sensor configured to generate a biometric image associated with an object. The
system further includes an actuator configured to deliver energy to the object. The system
further includes a processor configured to authenticate the object based on the biometric
image and a response to the energy delivered by the actuator.

[0025] In an embodiment, the sensor is configured to implement the actuator. In
an embodiment, the actuator is configured to detect the response and provide an indication of
the response to the processor.

[0026] In an embodiment, the actuator is part of a computing device that includes
the fingerprint sensor. For example, the actuator can include MEMS devices of a mobile
phone that includes the interactive biometric system. In this example, the MEMS devices
can also be arranged to make the mobile phone vibrate.

[0027] In an embodiment, the interactive biometric sensing system is configured
to detect a real-time response to the energy delivered to the object.

[0028] In an embodiment, the object is a finger. In an embodiment, the biometric
image is an image of a fingerprint.

[0029] In an embodiment, the system further includes a surface configured to
receive the object. In an embodiment, the actuator is configured to deliver the energy to the
object while the object is on the surface.

[0030] In an embodiment, the system further includes a surface configured to
receive the object, and the response to the energy delivered to the object is associated with
the object being on the receiving surface.

[0031] In an embodiment, the response is involuntary. In an embodiment, the
response is voluntary.

[0032] In an embodiment, the actuator is configured to cause a change in a
temperature of the object, and the response is a change in the temperature of the object. In an
embodiment, the actuator is configured to apply pressure to the object.

[0033] In an embodiment, the sensor includes ultrasound transducers. In an
embodiment, the actuator includes the ultrasound transducers.

[0034] In an embodiment, the ultrasound transducers are configured to apply

pressure to the object and the response is to the pressure applied to the object.
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[0035] In an embodiment, the ultrasound transducers are configured to cause a
change in a temperature of the object, and the response is detected using the ultrasound
transducers.

[0036] In an embodiment, the actuator includes a light source configured to
transmit light to the object.

[0037] In an embodiment, the actuator includes a temperature sensor configured
to cause a change in a temperature of the object. In an embodiment, the sensor includes a
capacitive sensor. In an embodiment, the sensor comprises an optical system.

[0038] Another aspect of this disclosure is an interactive biometric authentication
system comprising: a sensor and a processor. The sensor is configured to generate biometric
image data associated with an object. The sensor is further configured to deliver energy to
the object. The processor is in communication with the sensor. The processor is configured
to authenticate the object based on the biometric image data and an indication of a response
to the energy delivered to the object by the sensor.

[0039] The sensor can include ultrasound transducers.  The ultrasound
transducers can be configured to apply pressure to the object, and the response is to the
pressure applied to the object. The ultrasound transducers can be configured to cause a
change in a temperature. The response can be detected using the ultrasound transducers.

[0040] The sensor can be configured to detect the response and provide the
indication of the response to the processor. The sensor can be configured to deliver the
energy to the object as a prompt in a manner that exhibits statistical randomness.

[0041] The interactive biometric authentication system can be configured to
detect a real-time response to the energy delivered to the object. The processor can be
configured to authenticate the object on a millisecond timescale after the energy is delivered
to the object.

[0042] The interactive biometric authentication system can further include a
surface configured to receive the object, wherein the sensor is configured to deliver energy to
the object while the object is positioned on the surface. The interactive biometric
authentication system can further include engineered glass disposed between the sensor and
the surface, wherein the sensor is configured to deliver the energy to the object through the

engineered glass.
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[0043] The response can be involuntary. Alternatively, the response can be
voluntary.

[0044] The interactive biometric authentication system can further include a user
interface configured to receive the response.

[0045] Another aspect of this disclosure is method of interactively authenticating
a person. The method comprises: transmitting, by a fingerprint sensor, a signal to a finger of
the person positioned on a surface; generating an image of at least a portion of the finger
based on a received signal associated with the signal transmitted to the finger; delivering
energy to the finger while the finger is positioned on the surface; detecting a response to the
energy delivered to the finger, and authenticating the person based on the image and the
detecting.

[0046] The fingerprint sensor can include ultrasound transducers, and the
delivering is performed using the ultrasound transducers. The detecting can include
detecting the response via a user interface. The method can be performed by a mobile phone.

[0047] Another aspect of this disclosure is a mobile phone with interactive
biometric authentication. The mobile phone comprises: an antenna configured to a transmit a
wireless communication signal; a surface configured to receive a finger; a sensor configured
to generate biometric image data associated with the finger being positioned on the surface,
the sensor being further configured to deliver energy to the finger positioned on the surface;
and a processor in communication with the sensor, the processor configured to authenticate
the finger based on the biometric image data and an indication of a response to the energy
delivered to the finger by the sensor.

[0048] The sensor can include ultrasound transducers. The mobile phone can
further include engineered glass disposed between the sensor and the surface.

[0049] Another aspect is an interactive biometric sensing device. The device
includes a surface configured to receive an object. The device further includes a sensor
configured to generate biometric information associated with the object, deliver energy to the
object while the object is on the surface, and detect a response to the delivered energy.

[0050] Another aspect is a method of authenticating a user. The method includes
transmitting, by a fingerprint sensor, a signal to a receiving surface. The method further

includes generating an image of at least a portion of a finger on the receiving surface based
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on a received signal associated with the signal transmitted to the finger. The method further
includes delivering energy to the finger. The method further includes generating a liveness
parameter based on a detected response to the energy delivered to the finger. The method
further includes authenticating a user based on the image and the liveness parameter.

[0051] For purposes of summarizing the disclosure, certain aspects, advantages
and novel features of the innovations have been described herein. It is to be understood that
not necessarily all such advantages may be achieved in accordance with any particular
embodiment. Thus, the innovations may be embodied or carried out in a manner that
achieves or optimizes one advantage or group of advantages as taught herein without

necessarily achieving other advantages as may be taught or suggested herein.

BRIEF DESCRIPTION OF THE DRAWINGS

[0052] FIG. 1 illustrates acoustic fingerprint scanning, in which an ultrasound
transducer emits an ultrasound wave which can be strongly reflected and weekly transmitted
at the surface-finger interface and also from within the finger as shown.

[0053] FIG. 2 illustrates a device for focusing sound waves with a row-column
addressed two-dimensional (2D) array. Only one transmit focal line can be active at a time.
One or more receive focus lines can be active at a time. The transmit and receive focus lines
are perpendicular to each other and intersect at a measurement spot with a compact focal spot
size.

[0054] FIG. 3 illustrates a two-dimensional row-column addressed array of
transducer elements addressed by a vertical array of row electrodes and a horizontal array of
column electrodes, the vertical and horizontal arrays orthogonal to each other and on
different sides of the array.

[0055] FIG. 4 illustrates a perspective view of an example ultrasound transducer
array mounted on a substrate.

[0056] FIG. 5 illustrates a perspective view of a portion of an ultrasound
transducer array mounted on a substrate.

[0057] FIG. 6 illustrates an intermediate step of manufacturing an ultrasound

transducer array by depositing bottom electrodes on top of a glass substrate.
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[0058] FIG. 7 illustrates an intermediate step of manufacturing an ultrasound
transducer array by depositing piezoelectric film over the bottom electrodes.

[0059] FIG. 8 illustrates an intermediate step of manufacturing an ultrasound
transducer array by etching trenches or grooves in two directions on the top side of the film
to reduce crosstalk between elements.

[0060] FIG. 9 illustrates an intermediate step of manufacturing an ultrasound
transducer array by depositing top electrodes in a perpendicular direction relative to the
bottom electrodes.

[0061] FIG. 10 illustrates an example acoustic biometric touch scanner, including
an ultrasound transducer array, transmit electronics, and receive electronics.

[0062] FIG. 11 illustrates a multiplexed single channel row-column addressed
transducer array with an intersection of a single active row and a single active column.

[0063] FIG. 12 illustrates a multiplexed single channel row-column addressed
transducer array with an intersection of three rows and two columns.

[0064] FIG. 13 illustrates peak detection circuitry using op-amps to detect a peak
in an ultrasound signal.

[0065] FIG. 14 illustrates frequency domain plots associated with signals in
receive circuitry in communication with an ultrasound transducer array.

[0066] FIG. 15 illustrates a functional block diagram for direct in-phase and
quadrature (IQ) sampling in receive circuitry in communication with an ultrasound
transducer array.

[0067] FIG. 16 illustrates an original high frequency signal and its spectral aliases
when undersampled, and the baseband alias after undersampling.

[0068] FIG. 17 illustrates that as the force with which a finger is pushed against a
receive surface increases, fingerprint ridges widen and the total finger surface in contact with
the receiving surface increases.

[0069] FIG. 18 illustrates the speed of a sound wave through a medium can
change with a change in temperature in the medium.

[0070] FIG. 19 illustrates that the time of flight from excitation until the reflected

wavefront is recorded can change with temperature.
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[0071] FIG. 20 is a flowchart of a method of generating biometric information
according to an embodiment of the disclosed technology.

[0072] FIG. 21 is a flowchart of a method of generating a biometric image
according to an embodiment of the disclosed technology.

[0073] FIG. 22 is a flowchart of a method of manufacturing an acoustic biometric
touch scanner according to an embodiment of the disclosed technology.

[0074] FIG. 23 is a flowchart of a method of detecting a temperature of a finger
according to an embodiment of the disclosed technology.

[0075] FIG. 24 is a flowchart of a method of estimating a force at which a finger
contacts a surface according to an embodiment of the disclosed technology.

[0076] FIG. 25 is a flowchart of a method of estimating period of a time series of
force measurements, the period corresponding to a pulse rate estimate, according to an
embodiment of the disclosed technology.

[0077] FIGS. 26-34 illustrates circuits and results of simulations of sampling and
envelope detection methods for ultrasound finger print scanning.

[0078] FIG. 26 illustrates a simulation of the one-way insertion loss.

[0079] FIG. 27 illustrates a circuit for IQ demodulation of an RF signal into I and
Q channels.

[0080] FIG. 28 illustrates an example of the simulated demodulated in-phase and
quadrature signals.

[0081] FIG. 29 illustrates the response of the low pass filter used for IQ
demodulation for the process of FIG. 27.

[0082] FIG. 30 illustrates an IQ demodulated envelope for a signal demodulated
by the circuit of FIG. 27.

[0083] FIG. 31 illustrates 100MHz samples taken of the IQ demodulated
envelope of FIG. 30.

[0084] FIG. 32 illustrates a circuit for IQ sampling of an IQ demodulated signal.

[0085] FIG. 33 illustrates sampled in-phase and quadrature signals of an IQ
demodulated signal.

[0086] FIG. 34 illustrates graphs of the envelope of an IQ demodulated signal for
IQ sampling rates of 200 MHz, 150 MHz, 100 MHz and 50 MHz.

-10-
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[0087] FIGS. 35-45 illustrate an example embodiment with an optical system
below an ultrasound transducer array with transparent metal electrodes. The ultrasound
transducer array is below the glass and a receiving surface for a finger or other object to be
examined.

[0088] FIG. 35 illustrates an ultrasound transducer array with transparent top and
bottom metal electrodes.

[0089] FIG. 36 illustrates an exploded view of the ultrasound transducer array of
FIG. 35 above an optical system and below glass, with the glass, ultrasound transducer array
and optical system.

[0090] FIG. 37 illustrates the integration of the optical system, ultrasound
transducer array, and glass of FIG. 36. Unlike FIG. 36, the components are illustrated in
close proximity to each other. They can adjoin and not be spatially separated.

[0091] FIG. 38 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 37 during transmission of light at a first wavelength from a light
emitter of the optical system through the transparent transducer array and glass to a finger on
the receiving surface of the glass.

[0092] FIG. 39 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 37 during reception of reflected light at the first wavelength off of
the finger through the glass and the transparent transducer array to an optical sensor in the
optical system.

[0093] FIG. 40 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 37 during transmission of light at a second wavelength from a
light emitter of the optical system through the transparent transducer array and glass to a
finger on the receiving surface of the glass.

[0094] FIG. 41 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 37 during reception of reflected light at the second wavelength off
of the finger through the glass and the transparent transducer array to an optical sensor in the
optical system.

[0095] FIG. 42 illustrates the light transmission and reception at the first and

second wavelengths, as illustrated in FIGS. 38-41. Comparisons in received light at different
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wavelengths may be used to, for example, take a reflected pulse oximetry or any other
suitable reading of a finger on the receiving surface.

[0096] FIG. 43 is a perspective view of the example embodiment with an optical
system below an ultrasound transducer array with transparent metal electrodes during a
transmit phase without a finger on the receiving surface.

[0097] FIG. 44 is a perspective view of the example embodiment with an optical
system below an ultrasound transducer array with transparent metal electrodes during a
transmit phase with a finger on the receiving surface.

[0098] FIG. 45 is a perspective view of the example embodiment with an optical
system below an ultrasound transducer array with transparent metal electrodes during a
receive phase with a finger on the receiving surface.

[0099] FIGS. 46-55 illustrate an example embodiment with an optical system
below an ultrasound transducer array with opaque metal electrodes. The ultrasound
transducer is below glass and a receiving surface for a finger or other object to be examined.

[0100] FIG. 46 illustrates an ultrasound transducer array with opaque top and
bottom metal electrodes.

[0101] FIG. 47 illustrates an exploded view of the ultrasound transducer array of
FIG. 46 above an optical system and below glass, with the glass, ultrasound transducer array
and optical system. As shown in FIGS. 48-55, the glass, ultrasound transducer array, and
optical system can be in close proximity to each other. They can adjoin and not be spatially
separated.

[0102] FIG. 48 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 47 during transmission of light at a first wavelength from a light
emitter of the optical system through the transparent transducer array and glass to a finger
with on the receiving surface of the glass. FIG. 48 illustrates that the transparent transducer
array 1s transparent between the opaque metal electrodes.

[0103] FIG. 49 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 48 during reception of reflected light at the first wavelength off of
the finger through the glass and the transparent transducer array to an optical sensor in the
optical system. The transparent transducer array is transparent between the opaque metal

electrodes.

-12-
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[0104] FIG. 50 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 47 during transmission of light at a second wavelength from a
light emitter of the optical system through the transparent transducer array and glass to a
finger on the receiving surface of the glass. FIG. 48 illustrates that the transparent transducer
array 1s transparent between the opaque metal electrodes.

[0105] FIG. 51 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 48 during reception of reflected light at the second wavelength off
of the finger through the glass and the transparent transducer array to an optical sensor in the
optical system. The transparent transducer array is transparent between the opaque metal
electrodes.

[0106] FIG. 52 illustrates the light transmission and reception at the first and
second wavelengths, as illustrated in FIGS. 48-51. Comparisons in received light at different
wavelengths may be used to, for example, take a reflected pulse oximetry reading of a finger
on the receiving surface.

[0107] FIG. 53 is a perspective view of the example embodiment with an optical
system below an ultrasound transducer array with opaque metal electrodes during a transmit
phase without a finger on the receiving surface.

[0108] FIG. 54 is a perspective view of the example embodiment with an optical
system below an ultrasound transducer array with opaque metal electrodes during a transmit
phase with a finger on the receiving surface.

[0109] FIG. 55 is a perspective view of the example embodiment with an optical
system below an ultrasound transducer array with opaque metal electrodes during a receive
phase with a finger on the receiving surface.

[0110] FIGS. 56-65 illustrate an example embodiment with an optical system
integrated inside an array of ultrasound transducers.

[0111] FIG. 56 illustrates an ultrasound transducer array with opaque top and
bottom metal electrodes, with integrated light sources and light sensors.

[0112] FIG. 57 illustrates an exploded view of the ultrasound transducer array
with integrated light sources and light sensors of FIG. 56 below glass, with the glass, and
ultrasound transducer array with integrated light sources and sensors. As shown in

FIGS. 58-66, the glass and ultrasound transducer array with integrated light sources and
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sensors can be in close proximity to each other. They can be adjoined and not spatially
separated.

[0113] FIG. 58 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 57 during transmission of light at a first wavelength from a light
emitter through the glass to a finger on the receiving surface of the glass.

[0114] FIG. 59 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 48 during reception of reflected light at the first wavelength off of
the finger through the glass to an optical sensor.

[0115] FIG. 60 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 57 during transmission of light at a second wavelength from a
light emitter through the glass to a finger on the receiving surface of the glass.

[0116] FIG. 61 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 48 during reception of reflected light at the first wavelength off of
the finger through the glass to an optical sensor.

[0117] FIG. 62 illustrates the light transmission and reception at the first and
second wavelengths, as illustrated in FIGS. 58-61. Comparisons in received light at different
wavelengths may be used to, for example, take a reflected pulse oximetry reading of a finger
on the receiving surface.

[0118] FIG. 63 is a perspective view of the example embodiment with an optical
system integrated inside the ultrasound transducer array with opaque metal electrodes during
a transmit phase without a finger on the receiving surface.

[0119] FIG. 64 is a perspective view of the example embodiment with an optical
system integrated inside the ultrasound transducer array with opaque metal electrodes with
opaque metal electrodes during a transmit phase with a finger on the receiving surface.

[0120] FIG. 65 is a perspective view of the example embodiment with an optical
system integrated inside the ultrasound transducer array with opaque metal electrodes with
opaque metal electrodes during a receive phase with a finger on the receiving surface.

[0121] FIG. 66 illustrates an example embodiment with an optical system next
to/adjoining an ultrasound transducer array with opaque metal electrodes. FIG. 66 illustrates

a transmit phase of this embodiment.
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[0122] FIG. 67 illustrates an example acoustic biometric touch scanner, including
an ultrasound system and an optical system. The ultrasound system includes an ultrasound
transducer array, transmit electronics, and receive electronics. The optical system includes a
light source, an optical sensor, and supporting electronics.

[0123] FIG. 68 illustrates an example biometric touch scanner, including an
ultrasound system and an optical system. The ultrasound system and optical system share
control a processor and control circuitry.

[0124] FIG. 69 illustrates an example embodiment of a biometric touch scanner
with two way communication, including a light source actuator below an ultrasound
transducer array.

[0125] FIG. 70 illustrates the embodiment of FIG. 69, for which the light source
actuator shines light through the ultrasound transducer array and glass to a finger on the
receiving surface of the glass, such that the light source incrementally heats the finger.

[0126] FIG. 71 illustrates an example embodiment of a biometric touch scanner
with two way communication, including a point focus ultrasound heater that focuses
ultrasound from the ultrasound transducer array through glass to a point (small region) of a
finger on the receiving surface of the glass.

[0127] FIG. 72 illustrates an example embodiment of a biometric touch scanner
with two way communication, including a line focus ultrasound heater that focuses
ultrasound from the ultrasound transducer array through glass to a line (line segment) of a
finger on the receiving surface of the glass.

[0128] FIG. 73 illustrates an example embodiment of a biometric touch scanner
with two way communication, including a resistance based heater capable of sending current
through the electrodes (top and bottom metal electrodes) of the ultrasound transducer array.

[0129] FIG. 74 illustrates an example embodiment of FIG. 73, of a biometric
touch scanner with two way communication, including a resistance based heater capable of
sending current through the electrodes (top and bottom metal electrodes) of the ultrasound
transducer array, emanating heat from the ultrasound transducer array through glass to a
finger on the receiving surface of the glass.

[0130] FIG. 75 illustrates operation of the example embodiment of FIGS. 73 and

74, of a biometric touch scanner with two-way communication, including a resistance based
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heater capable of sending current through the electrodes (top and bottom metal electrodes) of
the ultrasound transducer array.

[0131] FIGS. 76-81 illustrate representative steps of two-way communication
scenarios. The first scenario is illustrated in FIGS. 76-79. The second scenario is illustrated
in FIGS. 76, 77, 80 and 81.

[0132] FIG. 76 illustrates the user interface of a representative portable
communications device including an acoustic biometric touch scanner and a display for
measurement or indications of heart rate, pulse oxidation levels, blood flow, temperature,
two way authentication, and fingerprint detection.

[0133] FIG. 77 illustrates an intermediate step of the two-way communication
scenarios of FIGS. 76-81, in which the user’s fingerprint is scanned and biometric
information acquired.

[0134] FIG. 78 illustrates an intermediate step of the two-way communication
scenario of FIGS. 76-79. After scanning the biometric measures, the device generates a
sensation at the user’s fingertip with an actuator. The user is then prompted to input what
sensation is felt. In FIG. 78, a sensation corresponding to shape A is drawn on the user’s
fingertip.

[0135] FIG. 79 illustrates an intermediate step of the two way communication
scenario of FIGS. 76-79. The user is prompted to enter the letter of the shape sensed at the
fingertip. If the user enters the shape that was drawn, the user is authenticated.

[0136] FIG. 80 illustrates an intermediate step of the two way communication
scenario of FIGS. 76, 77, 80 and 81. After scanning the biometric measures, the device
generates a sensation at the user’s fingertip. The user is then prompted to input what
sensation is felt. In FIG 80, a sensation corresponding to three pulses is applied to the user’s
fingertip.

[0137] FIG. 81 illustrates an intermediate step of the two way communication
scenario of FIGS. 76, 77, 80 and 81. The user is prompted to enter the number of pulses felt
by the user at his fingertip. If the user enters the correct number of pulses, the user is
authenticated.

[0138] FIG. 82 illustrates two way communication scenarios to determine

whether a finger exhibits properties of being attached to a live person.
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[0139] FIG. 83 illustrates an example biometric sensing device, with a surface
configured to receive a finger, a fingerprint sensor, and an optical system.

[0140] FIG. 84 illustrates an example biometric sensing device, with a surface
configured to receive a finger, ultrasound transducers, an optical system and a processor.

[0141] FIG. 85 is a flowchart of a method of authenticating a user.

[0142] FIG. 86 illustrates an example interactive biometric sensing system, with a
sensor, an actuator and a processor.

[0143] FIG. 87 illustrates an example interactive biometric sensing device, with a
surface configured to receive an object, and a sensor that is also configured as an actuator.

[0144] FIG. 88 is a flowchart of a method of authenticating a user.

[0145] FIG. 89 illustrates a cross sectional view of an example embodiment with
a transparent ultrasound transducer array disposed between a light source and an optically
transparent light detector.

[0146] FIG. 90 illustrates a cross sectional view of an example embodiment with
an optical system including a light source and a light detector disposed below an optically
transparent ultrasound transducer array.

[0147] FIG. 91 illustrates a cross sectional view of an example embodiment with
an acoustically-transparent optical system including a light source and a light detector
disposed above an ultrasound transducer array.

[0148] FIG. 92 illustrates a cross section view of an example embodiment with an
optical system including a light source and a light detector disposed to a side of an ultrasound
transducer array.

[0149] FIG. 93 illustrates a cross section view of an example embodiment with an
optical system including a light source disposed to a side of an ultrasound transducer array
and utilizing a light detector disposed in a separate device.

[0150] FIG. 94 illustrates a cross section view of an example embodiment with an
optical system including a light source disposed to a side of an ultrasound transducer array
and utilizing a light detector disposed in a separate device.

[0151] FIG. 95 illustrates a smart card device with a transparent ultrasound
transducer array configured as a fingerprint scanner and with an optical system disposed

below the transparent transducer array.
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[0152] FIG. 96 illustrates a smart card device with an ultrasound transducer array
configured as a fingerprint scanner and one or more light sources disposed above the
ultrasound transducer array.

[0153] FIG. 97 illustrates a mobile device with a transparent ultrasound
transducer array configured as a fingerprint scanner and with an optical system disposed
below the transparent transducer array.

[0154] FIG. 98 illustrates a user device and a confirming device that may be used

in a multiple device authentication process.

DETAILED DESCRIPTION OF CERTAIN EMBODIMENTS

[0155] The following detailed description of certain embodiments presents
various descriptions of specific embodiments. However, the innovations described herein
can be embodied in a multitude of different ways, for example, as defined and covered by the
claims. In this description, reference is made to the drawings where like reference numerals
can indicate identical or functionally similar elements. It will be understood that elements
illustrated in the figures are not necessarily drawn to scale. Moreover, it will be understood
that certain embodiments can include more elements than illustrated in a drawing and/or a
subset of the elements illustrated in a drawing. Further, some embodiments can incorporate
any suitable combination of features from two or more drawings. The headings provided
herein are for convenience and do not necessarily affect the scope or meaning of the claims.

[0156] This disclosure provides acoustic biometric touch scanners and methods.
Ultrasound fingerprint sensing devices are disclosed. Such devices can include an array of
ultrasound transducers configured to transmit an ultrasound signal having a frequency in a
range from 50 MHz to 500 MHz. The ultrasound transducers include a piezoelectric layer
and a receiving surface configured to receive a finger. The fingerprint sensing device can
perform transmit focusing. A processor can generate an image of at least a portion of a
fingerprint of the finger based on a reflection of the ultrasound signal from the finger. The
ultrasound transducers can also generate a liveness parameter that can be used to authenticate
the finger. The liveness parameter can be based on a force at which a finger contacts the
surface and/or a temperature associated with the sound speed of the reflection. In some

instances, a pattern associated with the liveness parameter can be used for authentication.
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Any suitable principles and advantages of the ultrasound fingerprint sensors disclosed herein
can be implemented in combination with any suitable features related to an integrated optical
system and/or interactive biometric sensing disclosed herein.

[0157] Ultrasonic biometric sensing devices integrated with an optical system are
described herein. The ultrasonic biometric sensing device can be at least partially
transparent such that the optical system can emit and/or receive light through the ultrasonic
biometric sensing device. For instance, the ultrasonic biometric sensing device can be
positioned between the optical system and a surface configured to receive a finger. Light can
be transmitted from a light source of the optical system through ultrasound transducers
and/or electrodes to the finger. Reflected light can propagate from the finger through
ultrasound transducers and/or electrodes to an optical detector of the optical system. The
optical system can be used to generate one or more liveness parameters that can be used to
authenticate the finger. In some instances, a liveness parameter can be tracked over time and
this can be used to authenticate the finger. Information generated by the optical system
together with the ultrasonic biometric sensing device can be used to provide robust
authentication. One or more processors can be used to authenticate a finger based on outputs
from the optical system and the ultrasonic biometric sensing device.

[0158] Interactive biometric authentication is disclosed herein.  Two-way
communication can be established between an authentication device and an object, such as a
finger, being authenticated. Biometric sensing devices disclosed herein can detect a
fingerprint and also function as an actuator that can deliver energy to the finger. Two-way
communication can involve a real-time interactive authentication process. This can enable
multi-factor authentication and provide robust authentication. Interactions with a finger for
authenticating during authentication can prevent scammers or other bad actors from
authenticating with prior data. In some instances, interactive biometric authentication can be

performed using an ultrasonic biometric sensing device integrated with an optical system.

Biometric Touch Scanner
[0159] Ultrasound-based fingerprint scanners can visualize not only the

epidermal (superficial) layer of the fingerprint, but also the inner (dermis) layers, which

makes them robust when dealing with wet hands, oil, grease, or dirt. This provides additional
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levels of security, and makes them harder to spoof, which is desirable for wvarious
applications. Ultrasound-based fingerprint scanner systems can acquire 2D maps of the
epidermis layers and/or 3D volumetric images of finger dermis layers. Scanning methods
include impediography, acoustic microscopy, echo and Doppler imaging. The fingerprint
sensing systems discussed herein can achieve a scan resolution of 500 pixels per inch (PPI)
to meet Federal Bureau of Investigation (FBI) and/or other standards. Such a resolution can
translate to a lateral resolution of 50 micrometers at the focal depth, which typically depends
on the center frequency, the acoustic aperture size, and the focal distance.

[0160] Other fingerprint sensing technologies can encounter challenges that may
not be present with ultrasound-based finger print scanners. For instance, optical fingerprint
scanners can encounter challenges with resolving fingerprints with contamination. As
another example, capacitive fingerprint scanners which can be forged relatively easily via
fake fingerprint molds.

[0161] Another type of sensors is based on the concept of impediography in
which the fingerprint surface touches the transducer elements and alters their acoustic
impedance depending whether the surface is tissue (ridge) or air (valley). Although this
technique can be convenient as it does not involve generating and processing ultrasound
pulses and echoes, it can be limited to acquiring the image of the fingerprint surface.
Further, the impedance of a piezo-ceramic ultrasound transducer in some previous
approaches can be relatively highly sensitive to frequency. For example, the impedance of an
element loaded by a fingerprint valley can be approximately 800 Ohms at a frequency of
19.8 MHz and approximately 80,000 Ohms at a frequency of 20.2 MHz. Similarly, the
impedance of an element loaded by a fingerprint ridge can be approximately 2,000 Ohms at a
frequency of 19.8 MHz and approximately 20,000 Ohms at a frequency of 20.2 MHz. This
can involve multiple impedance measurements at different frequencies to obtain reliable
measurements, which could affect the frame acquisition time. Another inconvenience with
such approaches is that the contact between the finger and the transducers can contaminate or
even permanently damage the transducer surface and can affect its performance.

[0162] Some other approaches involve ultrasonic transducers with acoustic
waveguides made from material with acoustic impedance similar to the human tissue to

couple the ultrasound waves from the transducer array to the finger, and using beamforming
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techniques to achieve the required resolution. Although using waveguides relaxes the
frequency constraint, fabrication of waveguides typically involves additional lithography
steps, which increase the complexity and cost of the transducer design. Such approaches
have achieved results that have been undesirable in certain applications. In some instances,
such approaches have encountered relatively high insertion loss that impacted the capability
of this design even when beamforming is implemented and has increased the complexity of
the electronics. Relatively high voltage bias and pulses, which are unsuitable for consumer
electronics, have also been used in such approaches.

[0163] The disclosed technology includes acoustic biometric touch devices that
when touched by naked skin scans both the outer skin layers (epidermis) and the underlying
tissue (dermis and subcutis). Such sensors can be used to identify a person. The commonly
used area to scan is the fingers, but any other area of the body could be scanned, for instance,
soles of feet, toes, or palms. For brevity, the fingers are henceforth referred to as the area of
interest to scan. As used herein, the term “finger” encompasses a thumb. Any suitable
principles and advantages discussed herein can be applied to scanning any suitable area of
interest of a human or other animal.

[0164] Biometric sensing systems discussed herein include a thin film
piezoelectric device configured to transmit acoustic signals having a frequency in a range
from 50 MHz to 500 MHz. With this frequency, an image with a desired resolution, such as
50 micrometers, can be generated even when using an acoustic coupling layer such as glass
where the speed of sound is relatively high (e.g., 5760 m/s). A thin film transducer array can
be fabricated using the sputtering processes. Piezoelectric material of the transducers can be
zinc oxide, aluminum nitride, or lead zirconium titanate, for example. Simulations for a ZnO
transducer device with 16 microns thickness, 0.2 mm? area, 50 Ohms source and receiver
impedance, and 1 nH inductive tuning give less than 3 dB insertion loss. This can change
depending on the number of elements in the array that are used to transmit and receive. The
biometric sensing device can obtain 3D ultrasound images of fingerprint layers. The
biometric sensing device can implement row column addressing and beamforming to
increase the image quality and/or to reduce the complexity of integration and electronics

design.
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[0165] In combination with imaging a fingerprint, several other features are
discussed herein such as (1) finger touch force detection by measuring the ridge widening
and the fingerprint surface area, and (2) generating a temperature of a finger and detecting
the ambient temperature by measuring the variation in the speed of the sound which is
temperature dependent. Measuring the blood flow, heart beat/rate, and other structural
features of biometric sensing devices are discussed herein.

[0166] The disclosed devices have the ability to scan through an intermediate
medium between the finger and the scanner. The medium could for instance be a glass, a
metal, plastic, or any suitable material that allows ultrasound propagation in a frequency
range of interest. This could, for instance, be used to make any part or the entire part of the
front glass on a cell phone into a fingerprint scanner.

[0167] Since the ultrasound also enters the finger and passes through the skin
layers, a three-dimensional (3D) scan can be made of the finger surface and also of the
internal finger tissue. Among other things, the blood veins and/or arteries could be scanned
and their blood flow could be estimated. The measurement of the blood flow can be periodic
with the heart rate. Hence, the sensor can also measure the heart rate of the individual
touching the glass.

[0168] The finger print scanners discussed herein can detect one or more liveness
parameters associated with an object, such as a finger, that is in contact with a surface of the
fingerprint scanner. Detecting one or more liveness parameters can be done using an
ultrasound-based sensing device that also generates an image of at least a portion of a
fingerprint. The image can have an accuracy of 500 PPI. Based on a liveness parameter, the
fingerprint scanner can provide an indication of whether the finger is part of a live human
based on the liveness parameter. This can be used to prevent molds, prosthetic fingers, or
other objects from being identified as matching a fingerprint associated with a particular
finger. The liveness parameter can be determined based on a reflection of an acoustic wave
transmitted by one or more transducers of the fingerprint scanner. The liveness parameter
can be a temperature and/or tissue stiffness, for example.

[0169] If the finger is at body temperature and the sensor is at room temperature,
once touched, the temperature of the glass or other intermediate layer should typically get

warmer. This can generally decrease the speed of sound in the glass. In some instances, the
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device can be warmed to a temperature greater than body temperature (e.g., by sunlight), and
heat can transfer from the device to the finger to cool the device. Hence, another objective of
this disclosure is to determine the temperature of the finger. This can be done to ascertain
that it is a live finger and not a prosthetic finger that is touching the glass. When the finger is
not touching the glass, the ambient temperature can be determined by the device.

[0170] When a finger pushes harder on the glass, the contact area between the
finger and a surface, such as glass, should increase from widening of the ridge and/or
flattening of the finger surface. This can be used to detect a force at which the finger
contacts a surface. Hence, another objective of this application is to measure pressure and/or
force that is applied through a calculation of the contact density with the surface.

[0171] Pressure of the finger on the glass should increase with each heartbeat
when the heart muscle contracts and arterial pressure increases. Between contractions, the
heart fills with blood and pressure decreases. A time series of fingertip force measurements
can follow a periodic, rhythmic pattern with a frequency corresponding to the person’s pulse
rate. Therefore, in addition to measuring temperature, the disclosed acoustic scanner can
estimate a pulse rate and use it to confirm that the fingertip is not a prosthetic, and is attached
to a live person with a measured pulse rate.

[0172] Further, the disclosed devices allow for tissue stiffness estimation by
comparing the above-mentioned pressure estimation with that of a direct force or pressure
measurement. This can increase the certainty that the object touching the sensor is a true
finger and not a prosthetic.

[0173] The disclosed devices may also use machine learning techniques to
identify users and/or ensure the liveness of a finger or other body part being scanned. As an
example, the devices may monitor individual characteristics of how a particular user interacts
with and/or responds to the device during an authentication session, in order to increase the
accuracy of the authentication. In particular, the devices may check for consistent patterns in
the user’s interaction with and/or response to the device and any stimulus provided by the
response and, when such interaction patterns are consistent, be able to further authenticate
the user. As one particular example, the devices may monitor a user’s pulse and may at least
partially authenticate the user based on patterns in their pulse (such as a resting pulse rate or

other pulse attributes).
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[0174] The disclosed devices can be used to identify or authenticate a person for
applications including logging in to a communications or computing device, logging into a
software app, unlocking a door or antitheft device, authorizing an electronic payment, or
unlocking a safety device, among other applications.

[0175] FIG. 1 illustrates an acoustic fingerprint scanning device 100, in which an
ultrasound transducer 130 (XDC) emits an ultrasound wave 135 that is reflected at the
surface-finger interface 125 and also from within the finger 105. The transducer 130 can
transmit an ultrasound signal having a frequency in a range from 50 megahertz (MHz) to
500 MHz. An acoustic fingerprint scanner scans the interface between the finger 105 and the
medium 120 it touches. The medium 120 can be rigid. Where the ridges 110 of the finger
105 touch the surface 125, part of the acoustic wave 140 will enter the finger 105 and less
energy will be reflected via reflection 150. At locations where there is a valley 115 of the
finger 105, relatively more (for example, practically all of) the acoustic energy is reflected
back to the ultrasound transducer 130 as reflection 155. This contrast of reflection
coefficients associated with ridges 110 and valleys 115 can be used by the device to scan the
finger 105 surface. For instance, medical ultrasound imaging techniques can be implemented
to scan the surface of the finger 105.

[0176] Since the ultrasound wave is entering the finger 105 via the ridges 110, the
scanner can also image the internal features of the finger 105. This could be used for
identification via pulse recognition and/or other biometric features such as tissue structure,
ligaments, veins, and arteries. As an example, an acoustic scanning device can detect a
pattern of blood vessels in a finger and/or a palm of hand and identify a person based on the
pattern of blood vessels. This three-dimensional scan of the finger 105 can be used to
generate two and/or three dimensional images of the finger 105. The two and/or three
dimensional images can be processed using image processing and pattern recognition
techniques.

[0177] In order to identify fingerprints, a finger print recognition device can
resolve ridges in a finger with a resolution that is better than 50 um. Ultrasound approaches
can measure the impedance mismatch between a plate (e.g., a glass plate) and tissue, which

can represent ridges, and the plate and air, which can represent valleys between ridges.
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[0178] Some ultrasound scanners that use waveguides in a glass plate can guide
ultrasound signals with a lower frequency than the frequency of the ultrasound signal from
the transducer 130 (i.e., lower than 50 MHz) to allow the measurement of the impedance
mismatch between a finger and the glass plate. Some ultrasound sensors can include posts of
piezoelectric material that are narrower than 50 pm and such scanners can measure the
impedance change due to surface contact between each post and the finger. In ultrasound
scanners with waveguides and/or narrow posts of piezoelectric material, relatively complex
construction can be involved to measure on a scale of 50 um with ultrasound signals whose
wavelength is much larger than 50 pm. Such a complex assembly can result in a relatively
expensive and difficult to construct system for ultrasound fingerprint scanning. Other
disadvantages of such an example can include opacity and difficulty engineering a receiving
surface incorporating waveguides in certain metal and/or glass surfaces...

[0179] Some ultrasound scanners can generate ultrasound signals with a
frequency of over 1 GHz (e.g., around 5 GHz) to avoid issues associated with diffraction.
However, at such frequencies, the ultrasound signals may not penetrate tissue. Moreover,
scanners with ultrasound signals at such frequencies can be constructed of materials that
allow signals with such frequencies to propagate without significant attenuation.
Furthermore, a two-dimensional (2D) array of 50 um transducer elements could be
prohibitively complex for addressing, and is further complicated by the electrical crosstalk
while operating at frequencies over 1 GHz.

[0180] The disclosed technology, as exemplified in the device in FIG. 2, can
overcome the above-mentioned deficiencies, among others, of ultrasound scanners that
operate at lower and higher frequencies.

[0181] FIG. 2 illustrates a device 200 for focusing sound waves with a row-
column addressed 2D array of ultrasound transducers. The device 200 includes piezoelectric
thin film 210, glass plate 220, a grating in the x-direction 230, and a grating in the y-direction
240. As shown in FIG. 2, the device 200 can operate so as to have a line of focus in the
x-direction 250, a line of focus in the y-direction 260, and a measurement spot 270 where the
line of focus in the x-direction 250 intersects with the line of focus in the y-direction 260.

Only one transmit focal line can be active at a time. One or more receive focus lines can be
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active at a time. The transmit and receive focus lines are perpendicular to each other and
intersect at a measurement spot with a compact focal spot size.

[0182] The device 200 uses ultrasound imaging at a sufficiently high frequency
(e.g., in a range from 50 MHz to 500 MHz, such as approximately 150 MHz) in order to
achieve a 50 um resolution using beamforming. Thus, the device 200 can achieve a desired
50 um resolution without waveguides. Accordingly, the device 200 can have a simpler
construction relative to ultrasonic scanner devices that include waveguides. Additionally,
there can be less constraint on the type of touch material and/or thickness of this material.

[0183] The piezoelectric layer 210 can generate an acoustic signal having a
frequency in range from 50 MHz to 500 MHz. A transducer array arranged to transmit such
acoustic signals can be implemented efficiently and achieve a desired image resolution
without waveguides between the transducers and a receiving surface of the device 200, in
which the receiving surface is configured to receive and make physical contact with the
finger. In some applications, the piezoelectric layer 210 can generate an acoustic signal
having a frequency in range from 125 MHz to 250 MHz. According to certain
implementations, the piezoelectric layer 210 can generate an acoustic signal having a
frequency in range from 50 MHz to 100 MHz. For example, an acoustic signal in the range
of 50 MHz to 100 MHz may be used for a device implemented in a credit card.

[0184] The piezoelectric layer 210 can include any suitable piezoelectric material.
For example, the piezoelectric layer 210 can be a zinc oxide layer, an aluminum nitride layer,
a lithium niobate layer, a lithium tantalate layer, bismuth germanium oxide, lead zirconium
titanate, or even a polymer piezoelectric such as a polyvinyl difluoride layer. The thickness
of the piezoelectric layer 210 can be suitable for generating an acoustic signal having a
frequency in a range from 50 MHz to 500 MHz. The piezoelectric layer can have a thickness
in a range from 3 micrometers to 75 micrometers. In some applications, a zinc oxide
piezoelectric layer can have a thickness of in a range from about 10 to 20 micrometers. A
zinc oxide piezoelectric layer is an example of a piezoelectric layer that can be sputtered onto
a substrate, such as a glass substrate. According to certain applications, a lithium niobate
piezoelectric layer can have a thickness in a range from about 5 to 10 micrometers. Such a
lithium niobate piezoelectric layer can be bonded to a substrate, such as a glass substrate, by

an epoxy.
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[0185] As illustrated, the device 200 includes a glass plate 220. The glass plate
220 is an example substrate on which a piezoelectric layer can be disposed. Any of the
acoustic sensing devices discussed herein can include other substrates as suitable. For
example, a metal layer or a plastic substrate can be a suitable substrate in certain
applications.

[0186] In an embodiment, the glass plate 220 can be about 500 pm thick. This
thickness can be any suitable thickness based on the piezoelectric material used, ultrasound
frequency, and application. Such a thickness can be nominal for portable communication
and computing device. In other instances, the glass plate 220 can be thinner and attached to
thicker plates of any suitable material. Accordingly, the finger print device could be on the
metal housing of a phone or any such system. The arrangement can be any suitable size.
Accordingly, the device 200 can cover most or all of a whole plate to make a touch screen
and finger print recognition at the same time.

[0187] In operation, the device 200 can measure the reflection coefficient at the
location of the focus, that is at the measurement spot 270 at the intersection of the lines of
focus 250 and 260 in x and y directions. The size of the measurement spot 270 can be
determined by the diffraction resolution of the device. For instance, for ultrasonic
transducers providing 150 MHz acoustic signals in glass, this spot size 270 can be about 40
micrometers. The change in reflection coefficient at the glass finger interface would be
either 1 or about 0.85 depending on the type of glass used in the finger print device. By
adding a matching layer on the glass, between the glass and the finger, it is possible to
enhance the coupling into the tissue and end up with a contrast in the reflection coefficient of
approximately 1 to 0. The thickness of the matching layer can be chosen to be a quarter of a
wavelength of the ultrasound signal in the matching layer material. As an example, a
matching layer can include epoxy with a thickness of about 5 pm for a device 200 that
transmits acoustic signals in of around 150 MHz.

[0188] The device 200 can include electronics for linear array imaging. Such
linear imaging can be similar to linear imaging in medical ultrasound imaging systems. In
such operation, a number of elements in the array are grouped together and excited with
different phased signals such that the arrival times at the plate-finger interface occur at the

same time from all the array elements. The receiver array elements, similar in number to the
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transmit array elements, would then receive the reflected signals, and electronic phase delays
are added to each element to make their arrival times be the same for dynamic active
focusing of tissue. Once a measurement is made at one spot, the receiving array elements
can be shifted by one element to enable a measurement of the next adjacent resolution spot.
The process can be repeated to image a whole line by scanning the receive array. Next, the
transmit array can be moved by one element, and the process can be repeated for receiving
on another line. Overall, this process can be repeated to image the whole area or any desired
portion of the finger.

[0189] In the above description, the imaging is done at the plane of the plate
finger interface 125. However, at the locations where the finger is in touch with the plate,
ultrasound energy can penetrate into the finger and reflections would occur from tissue inside
the finger. Hence, information can be gathered from within the finger, such as information on
blood flow in capillary blood vessels in the finger. From such information, the device 200
can derive information such as heart rate, indicating the subject is alive, or even some
measure of capillary vessel health based on pulse wave velocity in the vessel.

[0190] The fingerprint scanner can scan the surface and possibly the volume of a
finger. The device 200 can perform such imaging with a two-dimensional (2D) array of
ultrasound transducers and no moving parts. Addressing a full 2D transducer array quickly
can be a challenge due to a relatively large number of interconnects.

[0191] An alternative to full addressing is row-column addressing where an entire
row of elements or an entire column of elements are addressed at a time. This can be
achieved by having elements in the same row share the top (or bottom) electrode and
elements in the same column share the bottom (or top) electrode. Accordingly, the transmit
and receive electrodes can be on different sides of the array (top or bottom), and the transmit
and receive apertures can be in two different directions (row or column). This can reduce the
number of interconnections that fan out from the transducer array. FIG. 3 illustrates a two-
dimensional NxN row-column addressed array 300 of transducer elements 340 addressed by
a horizontal array of row electrodes 310 and a vertical array of column electrodes 320, the
horizontal and vertical arrays 310 and 320, respectively, orthogonal to each other. While
FIG. 3 illustrates a square NxN array, any suitable MxN rectangular array with M rows and

N columns can alternatively be implemented in which N and M are different positive
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integers. FIG. 3 includes connections 330 at the ends of each horizontal array 310 of Nx1
row arrays and each vertical array 320 of 1xN column arrays.

[0192] One way of using the row-column addressed array 300 has already been
discussed with reference to FIG. 2. One receive focus is generated per transmit-receive event.
A 512x512 2D array that uses 13 active elements in both the transmit and receive aperture
can use about 500 x 500 = 250,000 transmit-receive events to make one scan. That would
take approximately 43 ms to complete one scan, when the coupling medium is glass with a
speed of sound of 5760 m/s and a thickness of 0.5 mm. If the receive electronics are
expanded to record all receive elements in parallel, the scan can be completed in 500
transmit-receive events. This would about take about 87 us for a full scan.

[0193] To further increase the scanning speed, parallelization can also be
introduced in the transmit stage such that multiple transmit waves are emitted at a time. To
parallelize the transmit beams for row-column addressed arrays, the transmit beams can be
separated in the frequency domain and then received by different filters to separate them.
The different filters can then pass the data to the receive beamformers. Any combination of
transmit and receive parallelization can be utilized. The ultrasound beams can also be angle
steered instead of translating the active aperture, or a combination of the two can be used.
The scan can also be synthetically focused by using synthetic transmit focusing, synthetic
receive focusing, or both.

[0194] This can effectively utilize the 2D transducer array as two 1D transducer
arrays, which are orthogonal to each other. When one array is used for transmission and the
other for reception, then full 3D imaging is achievable. One interconnect and
beamformer-channel can be used per row and per column.

[0195] As an example, a fully addressed 256x256 element array can involve
65536 interconnections, whereas if it is row-column addressed 512 interconnections 330 can
be implemented.

[0196] In operation, one set of electrodes, e.g., x-axis electrodes, can be used to
transmit a line-focused beam of ultrasound. The focus can be at the location of the surface-
finger interface. Once a pulse is transmitted by the x-axis aligned electrodes, the y-axis

aligned electrodes can be used to detect a line focus in the x-direction as also shown
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schematically in the Fig. 2. The total response of the system is the intersection of the two
focal lines and results in a resolution spot commensurate with diffraction limited resolution.

[0197] Transmit beamforming can be used for both fully addressed arrays and
row-column addressed arrays to focus the emitted ultrasound beam at a chosen focal depth in
the medium. This maximizes the acoustic pressure at the area of interest, which improves the
SNR and image quality at that focal area. The pulse characteristics, such as length, amplitude
level, and center frequency can also be varied to obtain the required imaging performance.

[0198] FIG. 4 illustrates a perspective view of a schematic of an example
ultrasound transducer array 400 on glass 410. The ultrasound transducer array 400 includes
bottom electrodes 430 on top of the glass substrate 410. The bottom electrodes 430 form a
vertical array of lines in a horizontal direction. A piezoelectric thin film 420, such as zinc
oxide, is on top of the bottom electrodes 430 and glass substrate 410. The piezoelectric thin
film 420 can be square or rectangular in shape. The piezoelectric thin film 420 overlaps the
array of bottom electrodes, but end portions of each bottom electrode 430 are not overlapped
by the piezoelectric thin film 420 as illustrated to allow for creating metallic contacts. The
piezoelectric thin film 420 is etched with trenches or grooves, such as v-shaped etchings 460
in both vertical and horizontal direction to reduce crosstalk for both receiving and
transmitting in the array of transducer elements 450. The v-shaped etchings 460 are one
example of trenches or grooves. Other embodiments can include trenches or grooves that are
not v-shaped and have another suitable shape. In certain embodiments, any other suitable
transparent layer, such as a transparent layer of plastic, can replace the transparent layer of
glass 410.

[0199] The top of each transducer element 450 is substantially square as
illustrated. The top of one or more transducer elements 450 can have a different shape, such
as a rectangular shape, in some other instances. Top electrodes 440 form a horizontal array
of lines in a vertical direction. The top electrodes 440 are orthogonal to the bottom electrodes
430. The top electrodes 440 conform to the shape of the transducer elements 450, including
the tops of and sides of transducer elements 450 formed by v-shaped etches 460. The width
of each of the bottom electrodes 430 and the top electrodes 440 substantially corresponds to
the length of the corresponding edges of the transducer elements 450. For example, the

bottom electrodes 430 each have a width substantially the same as the width of the top
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electrodes 440, which is substantially equal in length to each side of the square tops of each
transducer element 450 of the two-dimensional ultrasound transducer array 400.

[0200] The ultrasound transducer array 400 can be fabricated using a
piezoelectric thin film 420 that is deposited on the surface by one of many thin film
deposition techniques such as and not limited to: evaporation, DC or AC sputtering, sol-gel
deposition, chemical vapor deposition, etc. Any suitable deposition method can provide a
properly oriented thin film that would provide a reasonable electro-mechanical coupling
coefficient to enable the excitation and detection of ultrasound signals. In order to reach a
frequency in the mid-high range frequencies above 50 MHz and below 500 MHz
piezoelectric transducers (e.g., zinc oxide based transducers) can be fabricated using
sputtering technology or with a relatively thin piezoelectric plate (e.g., of lithium niobate or
lithium tantalate). Assuming a speed of sound of a 36° rotated Y-cut lithium niobate
piezoelectric layer, the plate can have a thickness in a range from about 7.4 micrometers to
74 micrometers. With a lithium niobate or lithium tantalate piezoelectric layer, a thin
bonding layer can be included between the piezoelectric and the substrate.

[0201] The frequency of operation of an ultrasonic sensor device can depend on
the material of the sensor plate or substrate to generate an image with a desired resolution. If
the sensor plate is made of sapphire, the speed of sound in sapphire is relatively high at
11,100 m/sec. so a wavelength (resolution) of 50 um involves a frequency of operation of
222 MHz. And, because sapphire has a higher mechanical impedance than most piezoelectric
materials, the piezoelectric would operate in the so-called quarter-wavelength mode thus
involving a thinner piezoelectric film. For instance if zinc oxide (ZnO) is being used, the
thickness can be about 7.1 um. A similar exercise shows that for operation in quartz with a
speed of sound of 6,320 m/sec, a wavelength of 50 um is obtained by operating at 126.4
MHz, and a ZnO film that is about 25 um thick. For operation in polypropylene with a speed
of sound of 2,740 m/sec, a wavelength of 50 um is obtained by operation at 55 MHz, and
ZnO film thickness of about 57 um. In the situations where the thickness of the particular
piezoelectric film is too large for simple deposition, other alternative manufacturing methods
such as epoxy bonding can be utilized.

[0202] The wavelength in the plate can be roughly equal to the resolution which

for finger print recognition is 50 pum. Hence once a material is chosen, the frequency of

31-



WO 2019/032590 PCT/US2018/045619

operation is given by f = speed of sound/50 um. The thickness of the piezoelectric is about
half a wavelength for the cases where the plate has a lower impedance than the piezoelectric
material. Hence, the thickness of the piezoelectric is given by t = speed of sound/twice the
frequency of operation.

[0203] In an embodiment, the piezoelectric film is a ZnO thin film with a
thickness of about 16 um, a transducer size of 20 ym x 20 um to 30 um x 30 pum for a single
sub-element, a line spacing (kerf) of 10-20 um, a line width of 10-20 um, and a pitch of 40-
50 um. The line width, line spacing, pitch, or any combination thereof can be within these
ranges when the piezoelectric film includes a different material.

[0204] The device 400 can be made by first depositing a pattern of lines in one
direction along the glass substrate. For example, the lines and spaces can be of the order of
25 um and can be followed by the deposition of a piezoelectric thin film about 15 um in
thickness. Another set of lines and spaces can be formed along an orthogonal direction to the
previous lines and spaces between the lines. Manufacturing such a device can be relatively
simple compared to other ultrasound finger print solutions. The lithography of the lines and
spaces is well within the capabilities of current semiconductor manufacturing capabilities,
and the deposition of the piezoelectric thin film (15 um) can be done by either physical vapor
deposition (sputtering) or sol-gel manufacturing methods. Either way, a number of choices of
piezoelectric materials are available for this purpose. These three manufacturing steps can be
used to manufacture the device. Next, the x- and y- electrodes can be connected to electronic
circuitry for the operation of the finger print recognition.

[0205] FIG. 5 illustrates a perspective view of a portion of an ultrasound
transducer array on a substrate. FIG. 5 illustrates a portion of the acoustic biometric touch
scanner of FIG. 4, including piezoelectric thin film 420, top electrodes 440, transducer
elements 450, and v-shaped etchings 460. FIG. 5 illustrates the v-shaped etchings 460
between transducer elements 450, in both horizontal and vertical directions. The top
electrodes 440 conform to the v-shaped etchings 460 in the direction of the top electrodes
440, but do not cover or conform to the v-shaped etchings 460 in the direction orthogonal to
the top electrodes 440. As noted above, an embodiment may include etched trenches or

grooves that are not v-shaped.
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[0206] FIG. 6 illustrates an intermediate step 600 of manufacturing an ultrasound
transducer array, such as the scanner of FIGS. 4 and 5, by depositing bottom electrodes on
top of a glass substrate. FIG. 6 includes horizontal and vertical direction views of bottom
metal electrodes 430 deposited on glass substrate 410. The bottom electrodes 430 form a
vertical array of horizontal elements.

[0207] FIG. 7 illustrates an intermediate step 700 of manufacturing an ultrasound
transducer array, such as the array of FIGS. 4 and 5, by depositing a piezoelectric thin film
420, such as zinc oxide, over the bottom electrodes 430. The piezoelectric thin film 420 is
adjacent to the bottom electrodes 430 in areas where the bottom electrodes 430 are present,
and is adjacent to the glass substrate 410 in areas where the bottom electrodes 430 are absent,
such as between the bottom electrodes 430. The piezoelectric thin film 420 may be deposited
through magnetron sputtering. Parts of the bottom electrodes 430 are left uncovered at the
edges on both sides to allow creation of contacts in a subsequent step.

[0208] FIG. 8 illustrates an intermediate step of manufacturing an ultrasound
transducer array, such as the array of FIGS. 4 and 5, by etching v-shaped etches 460 in
horizontal and vertical directions on the top side of the film 420 to reduce crosstalk between
elements 450. While v-shaped etches 460 are illustrated, any other suitably shaped etch can
be implemented. The v-shaped etches 460 form top boundaries of a two-dimensional array
of transducer elements 450 in horizontal and vertical directions. The tops of the transducer
elements 450 are substantially square in the example of FIG. 8. The v-shaped etches 460 can
reduce crosstalk between different transducer elements 450 of the array.

[0209] FIG. 9 illustrates an intermediate step of manufacturing an ultrasound
transducer array, such as the array of FIGS. 4 and 5, by depositing top electrodes 440 in a
perpendicular direction relative to the bottom electrodes 430. At the edges 470, the top
electrodes 440 drop to the same plane as the bottom electrodes 430 from both sides to allow
making contacts.

[0210] In an embodiment (not shown), absorbing layers, such as rubber or epoxy
loaded with particles of tungsten or silicon carbide or any such material, are placed at the
edge of the plate to reduce reflections from the edges of the plate that may come back an

interfere with the signals of interest. Such edge reflections could also have the effect of
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reducing the repetition rate at which the finger is interrogated and hence the image frame
rate.

[0211] FIG. 10 illustrates an example acoustic biometric touch scanner 1000 that
includes an ultrasound transducer array 400 as described above with reference to FIGS. 2- 9.
The acoustic biometric touch scanner 100 includes a receiving surface 125 to receive the
touch of a person. The illustrated ultrasound transducer array 400 is interfaced with
electronics that control its operation. These electronics include transmit and receive circuits.

[0212] The transmit circuits excite the ultrasound transducer array 400 to emit an
ultrasound beam toward the imaging area of interest. The excitation can be created by
applying an electric voltage pulse across the electrodes of a set of transducer elements within
the transducer array. The bottom electrodes can be grounded when the pulse is applied to the
top electrodes, and the top electrodes can be grounded when the pulse is applied to the
bottom electrodes. The size and shape of a transmit aperture can be varied depending on the
imaging area of interest. The illustrated transmit electronics include a transmit switching
network 1005, a voltage pulse generator 1010, a transmit beamforming circuit 1015, and a
transmit control circuit 1020.

[0213] The ultrasound transducer array includes multiple transmit channels, each
associated with at least one electrode and ultrasound transducer elements. Each transmit
channel can include at least a voltage pulse generator 1010 that generates the pulses, and a
transmit control circuit 1020 to provide the inter-channel phase delays when used when
triggering the pulses. Each transmit electrode may be connected to a dedicated transmit
channel, or multiple electrodes can be grouped together and assigned to one transmit
channel. The transmit beamforming is omitted in certain implementations.

[0214] A transmit switching network 1005 can be a multiplexer that reduces the
number of transmit channels by directing the pulses to the required active elements. During
row-column addressing operation, when one side of the electrodes can operate in the transmit
or receive mode, the other side is connected to ground. This can be achieved using switches
that connect the electrodes to ground/transmit channels, or resistors that provide a relatively
low impedance path to connect to ground.

[0215] The transmit beamforming circuit 1015 can implement beamforming to

focus the emitted ultrasound beam at a chosen acoustic focal depth in the medium. This can
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produce the smallest spot size (diffraction limited resolution) and maximum acoustic
pressure at the focal line, thus providing optimum performance at that focal area. In order to
focus on a particular focal area, beamforming circuit 1015 can include delay elements to
delay channels relative to each other. For example, the ultrasound transducer array 400 may
transmit on multiple bottom electrodes, for example 14 electrodes, at a time. Ultrasound
transducer array 400 may transmit over an aperture of, for example, 20 electrodes, and then
shift by one or more electrodes, and transmit again. By transmitting over, for example, 20
electrodes at a time is a stronger signal with better signal to noise ratio than would result
from transmitting over one electrode at a time. Beamforming circuit 1015 can adjust delays
between electrodes. The voltage pulse generator 1010 (pulser) can generate the pulses with a
shape, length, level, frequency and bandwidth to obtain a desired imaging performance.

[0216] As noted above, the size and shape of the transmit aperture can be varied
depending on the imaging area of interest. For example, FIG. 11 illustrates a multiplexed
single channel row-column addressed array 1100 with an intersection 1150 of a single active
row and a single active column. The array 1100 includes rows 1110 and columns 1120 of
transducer elements 1180, and contacts 1190. Switching network 1160 is selecting active
column 1140, and switching network 1170 is selecting active row 1130. The active column
1140 and active row 1130 intersect at intersection 1150. The active aperture is the full length
of line elements. As illustrated in FIG. 11, there are two active apertures, one for transmit
and one for receive. This array can focus on a point — the intersection of the two line foci. In
FIG. 11 there may be no focusing at all. Instead, the focusing can be performed as a post-
processing step of synthetic aperture focusing.

[0217] In FIG. 12, the device can include uses hardware beamformers without
implementing a post processing step of synthetic aperture focusing. The array 1105 includes
rows 1115 and columns 1125 of transducer elements 1185, and contacts 1195. Switching
network 1165 is selecting two active columns 1145, and switching network 1175 is selecting
three active rows 1135. The active columns 1145 and active rows 1135 intersect at
intersection 1155. Any suitable combination of one or more rows and one or more columns
of the transducer array can be controlled so as to be concurrently active.

[0218] Referring back to FIG. 10, the receive circuits can process the electric

radio frequency (RF) signals that are generated by the transducers in response to receiving
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the ultrasound echo signals from the medium. The receive circuits can then sample the
signals, and digital data can be provided to a processor 1065 that is configured to generate an
ultrasound image.

[0219] The illustrated receive circuits include a receive switching network 1025,
a low noise amplifier 1030, an analog filter 1035, a time gain compensation circuit 1040, an
analog to digital converter 1045, a receive beamforming circuit 1050, an envelope detection
circuit 1055, and a receive control circuit 1060.

[0220] The receive switching network 1025 can be a multiplexer that reduces the
number of receive channels by switching to the required receive electrodes. During row-
column addressing operation, when one side of the electrodes can operate in the transmit or
receive mode, the other side can be connected to ground. This can be achieved using
switches that connect the electrodes to ground/transmit channels, or receive channels/ground

[0221] The received ultrasound signals can be particularly noise sensitive and at
low power. The low noise amplifier 1030 can amplify the received ultrasound signals. This
first stage can influence the noise levels in the signal, which should be sufficiently low to
allow for the scan to achieve the required signal-to-noise level. The subsequent stages can
vary in functionality depending on the implementation. These functions include sampling
and receive-beamforming. It should be noted that the subsequent stage is the ultrasound
image reconstruction processor, and the receive circuity can provide the processor with the
sampled data representing the received ultrasound echoes.

[0222] The analog filter 1035 can remove unwanted frequency components (e.g.,
the analog filter 1035 can be a bandpass filter to remove unwanted frequency components
outside of a pass band). In some other instances, the analog filter 1035 can be coupled
between the time gain compensation circuit 1040 and the analog-to-digital converter 1045
and/or an additional filter can be included between the time gain compensation circuit 1040
and the analog-to-digital converter 1045. The time gain compensation circuit 1040 can
compensate for the increased attenuation of ultrasound signals that traveled longer distances.
For example, reflections from a farther structure within a finger will attenuate more than
reflections from a surface structure of a finger. The time gain compensation circuit 1040 can
compensate by increasing the gain of the reflection from the farther structure relative to the

gain of the reflection from the near structure, traveled for a shorter period of time.
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[0223] After time gain compensation, the resultant signal can be digitized by
analog to digital converter (ADC) 1045, to for subsequent digital processing of the signal. In
an embodiment, the analog to digital conversion may occur at a different stage of the
processing. For example, in an embodiment with beamforming in the analog domain, analog
to digital conversion may be deferred until after receive beamforming.

[0224] The receive beamforming circuit 1050 can combine the received signals
from multiple receive electrodes that were amplified, filtered, and compensated for by the
low noise amplifier 103, analog filter 1035, and time gain compensation circuit 1040,
respectively. The receive beamforming circuit 1050, which can be either an analog
beamformer or a digital beamformer, can apply delays to combine the reflections received by
the active receive electrodes, using delays for focus.

[0225] The receive control circuit 1060 can switch off the ADC 1045 or put it in
standby mode so that the receive side circuits are inactive, in order to make the ADC 1045
idle when waiting for reflections to subside between consecutive measurements. This can
make the acoustic biometric touch scanner 1000 more efficient from a power consumption
standpoint.

[0226] The receive control circuit 1060 can also control the timing and operation
of the receive beamforming circuit 1050. For example, receive control circuit 1020 can
provide the inter-channel phase delays when required for received reflections of pulses by
different electrodes. In the analog domain, beamforming could be achieved by using analog
delay lines and an analog summing circuitry. The analog delay lines can provide a desired
relative phase delay between the channels, and the analog summing circuitry will sum all
analog signals to generate the beamformed signal. That single beamformed signal can then
be sampled, digitized, and sent to the processing unit for reconstruction of the ultrasound
image.

[0227] In some instances, the single beamformed signal can be envelope detected
in the analog domain to reduce the sampling rate requirement. The envelope detected, single
beamformed signal can then be sampled, digitized and sent to the processor 1065 for
reconstruction of the ultrasound image.

[0228] Beamforming can alternatively or additionally be implemented in the

digital domain, where the individual signals of the receive channels are sampled and
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digitized before they are delayed and summed. The digital data can be relatively delayed
using digital delay circuitry and summed using a digital summing circuity. Another approach
is to acquire and store only the samples at glass-finger interface, instead of gathering
temporal samples along the axial direction. This can reduce the complexity of the hardware
and could be done using similar circuitry to the analog beamforming implementation, but
instead of using a sampling circuitry to sample all the signal at full speed, a peak detection
and a single-sample sampling circuitry can be used to detect the signal level only at the
interface, and then use the digital data from different active apertures locations to generate
the image of the full scan.

[0229] Envelope detection circuits 1055 can detect the envelope of the
beamformed signal to reduce the required sampling rate, and then sample the beamformed
signal.

[0230] There are multiple options for how to implement envelope detection,
including peak detection using op-amps. One option is shown in FIG. 13, which illustrates
peak detection circuitry 1300 using op-amps to detect a peak in an ultrasound signal. This
analog—hardware peak detector can be implemented with reduced hardware complexity and
cost compared to some other options. The peak detector is a relatively inexpensive version of
an envelope detector and the resulting signal is therefore similar to the baseband signal,
which can be sampled at a reduced sampling frequency.

[0231] A second option is shown in FIG. 14, in which an IQ demodulator is used
to down mix the RF signal down to base band where it can be sampled with a lower sampling
frequency. FIG. 14 illustrates frequency domain plots and signal mixing for in-phase and
quadrature demodulation of a signal. Graph 1410 illustrates a signal in the frequency domain
centered at 150MHz with a bandwidth of 20 MHz, sampled at 320 MHz. Block diagram
1420 illustrates mixers to down mix the signal of graph 1410. Graph 1430 illustrates the
downmixed signal in the frequency domain, with the baseband signal centered at 0 Hz and an
image at higher (negative) frequencies. In graph 1440, the downmixed signal of 1430 is low
passed filtered, leaving the baseband signal. Graph 1450 illustrates that the baseband signal
can now be sampled at a reduced frequency.

[0232] A third option is shown in FIG. 15, which illustrates a functional block

diagram 1500 for direct in-phase and quadrature (IQ) sub-sampling. This approach can be
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useful if the received signal is narrow band. IQ sub-sampling circuitry combines the
functionality of a demodulator followed by a sampling circuitry. The more narrow band the
signal is, the lower the sampling rate can be while preserving the image quality. The
quadrature signal is only at 90° phase shift for one single frequency, hence it can perform
better for narrow band signals than for wide band signals.

[0233] A fourth option to reduce the data rate but still keep signal information is
under-sampling of a band-limited signal. When sampling a continuous time signal, its
frequency content is determined by the discrete time Fourier transform, which has images of
the original signal at multiples of the sampling frequency, fs. FIG. 16. illustrates an original
high frequency signal and its spectral aliases when it is undersampled, as well as the
baseband alias of the signal after undersampling.

[0234] A fifth option is to sample the radio frequency signals at twice the
frequency of the highest frequency content in the signal. This option involves a relatively
high sampling rate.

[0235] Referring back to FIG. 10, the acoustic biometric touch scanner 1000
includes a processor 1065 and memory 1070. The processor 1065 reconstructs images from
the reflected ultrasound signals that were amplified, filtered, compensated, digitized,
beamformed, sampled and envelope detected, as discussed above. The images reconstructed
by processor 1065 may be three dimensional images, or in two dimensions. Images may be
reconstructed at different times, or in a time series, to enable change detection or video
processing of the finger in two or three dimensions.

[0236] The processor 1065 can apply image processing techniques to the
reconstructed images to, for example, reduce speckle, highlight blood vessels, measure pulse
rate, estimate temperature. Memory 1070 stores reconstructed images, processing results,
transmit and receive control instructions, beamforming parameters, and software instructions.
Memory 1070 can also store an image, such as a fingerprint image, that the biometric touch
scanner 1000 uses to determine if a scanned image is a match.

[0237] Accordingly, the processor 1065 can generate an image of at least a
portion of a fingerprint based on a reflection of an ultrasound signal from the ultrasound
transducer array 400 that is reflected from a finger at the receiving surface 125. The

reflection can be received by the ultrasound transducer array 400 and processed by the
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receive circuit. The processor 1065 can also generate additional information based on a
reflection of an ultrasound signal from the ultrasound transducer array 400. Such additional
information can include one or more liveness parameters, such a temperature associated with
a finger and/or a force at which the finger contacts the device. Based on one or more
liveness parameters, the processor 1065 can provide an indication of whether the detected
image is associated with a live finger. The liveness parameter together with the fingerprint
image can be used for any suitable identification and/or authentication applications. The
processor 1065 can cause this indication to be output in any suitable visual, aural, or other
manner.

[0238] FIG. 17 illustrates that as the force with which a finger is pushed against a
scanner increases, fingerprint ridges widen and the total finger surface in contact with the
scanner increases. At lower force 1700, the width of a ridge and a valley in contact with the
receiving surface is R1 and V1, respectively. At higher force, the width of the ridge and
valley in contact with the receiving surface is R2 and V2, respectively. The width of the
ridges can be dependent on the force with which the finger is pushed against the scanner. At
higher forces the ridges widen (R2>R1) and the valleys narrow (V2<V1). For example, the
width of the valley at lower force and the total surface in contact with the scanner increases.
In the example of FIG. 17, as force increases, the surface area of the ridge in contact with the
receiving surface increases. This total area, or contact density, can be measured and from this
the applied force estimated by assuming a tissue stiftness. The stiffer the tissue is the less it
should deform under pressure.

[0239] The tissue stiffness itself can also be estimated by measuring the applied
force from the finger and comparing it with the estimated force based on the assumed tissue
stiffness. The estimated tissue stiffness, a, is value which renders the following equation
true:

Fmeas = Fest((l)

[0240] where Fmeas 1s the measured force and Fest is the estimated force.
[0241] Any of the biometric sensing devices discussed herein can implement
force detection. A biometric sensing device with force detection can include a processor and

transducers configured to transmit an acoustic signal through a receiving surface to a finger.
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The processor can generate an image of at least a portion of a fingerprint of the finger based
on a reflection of the acoustic signal from the finger, detect a surface area of ridges of the
finger in contact with the receiving surface based on the reflection, and estimate a force at
which the finger contacts the receiving surface based on the detected surface area. The
processor can generate an indication of whether the finger is part of a live human based on
the estimated force. The image of at least a portion of the fingerprint can have a resolution of
500 pixels per inch or greater.

[0242] Sound speed though a medium can change with temperature. In some
materials, the speed of sound can increase with temperature. For various materials (e.g.,
solids such as glass, sapphire, metal, and the like), we expect the speed of sound to decrease
with temperature. Accordingly, the dependence of the speed of sound in a material based on
temperature can be used to evaluate temperature from a measurement of the speed of sound
propagating through the material.

[0243] FIG. 18 illustrates that the speed of a sound wave through a medium can
decrease with an increase in temperature. The speed of sound propagating through a material
is typically dependent on the material temperature. The speed of sound in solids typically
decreases with higher temperatures. Within the normal operating range of temperatures of a
biometric sensing device, there is an approximate linear relationship between the temperature
and the speed of sound:

«(T)xTx9¢,

[0244] where ¢(T) is a temperature dependent sound speed through a material, T
is temperature, and ¢ is a sound speed slope that is based on the material. The sign of ¢ can
be negative or positive, but is negative in various materials of the mediums discussed herein
(e.g., glass, sapphire, and metal).

[0245] The distance between the ultrasound transducer and an acoustically
reflecting object, like the opposite glass-air interface on a smart phone, can also increases
with temperature due to thermal expansion. However, the elastic constant change which
results in lowering the speed of sound is typically about an order of magnitude larger than the
thermal expansion coefficient and should dominate the effect of increasing the delay of the

pulse. The speed of sound can be estimated by the time it takes for the ultrasound signal to
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travel from the transducer to the acoustically reflecting object and back again. The shorter
the time it takes, the faster the speed of sound and the warmer the material should be. In the
example of FIG. 18, spacing between wavefronts corresponds to wavelength. The
wavelength of the reflected ultrasound beam at high temperature 1800 and low temperature
1810 is A1 and A2, respectively, with A2 being greater than Al. From the speed of sound, the
material temperature can be determined based on the equation above, analytically and/or
numerically. The material temperature can be a temperature associated with the finger that
can be used to generate an indication of whether the finger is part of a live human.

[0246] Any of the biometric sensing devices discussed herein can implement
temperature detection. A biometric sensing device with temperature detection can include a
processor and transducers configured to transmit an acoustic signal through a receiving
surface to a finger. The processor can detect a temperature of the finger based on a sound
speed associated with the acoustic signal and generate an image of at least a portion of a
fingerprint of the finger based on a reflection of the acoustic signal from the finger. The
processor can generate an indication of whether the finger is part of a live human based on
the detected temperature. The processor can detect an ambient temperature based on a
second sound speed associated with the acoustic signal when the finger is not in contact with
the receiving surface. The processor can detect the temperature of the finger based on a
difference in sound speed associated with the acoustic signal between when the finger is in
contact with the receiving surface and when the receiving surface is uncontacted by the
finger.

[0247] FIG. 19 illustrates that the time of flight from excitation until the reflected
wavefront is shorter for higher temperatures. In particular, FIG. 19 shows that the time of
flight from excitation until the reflected wavefront is recorded is shorter at 34° C than at 20°
C, because the speed of a sound wave increases with an increase in temperature. Since the
finger is at body temperature and the sensor at room temperature, once touched, the
temperature of the glass or other intermediate layer would get warm and generally increase
the speed of sound in the glass. Therefore, biometric devices discussed herein can determine
the temperature of the finger based on sound speed. This can ascertain that it is not a
prosthetic finger that is touching the glass. When the finger is not touching the glass, the

ambient temperature can be determined by the device.
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[0248] FIG. 19 compares the time of travel of ultrasound at a higher temperature
of 34° C with the travel of ultrasound at a lower temperature of 20° C. As illustrated, the
speed of sound is 4020 m/s at the lower temperature and 4000 m/s at the higher temperature.
The time intervals are not drawn to scale to emphasize the difference in time of travel.

[0249] At time t=0, in graphic 1910, at the lower temperature, the pulse is

transmitted by the transducer towards the air/glass interface. At time t=1, in graphic 1920,
the pulse nears the air/glass interface. At time t=2, in graphic 1930, a reflection of the pulse
reaches the transducer. There is not activity at time t=4, in graphic 1940, since the reflected
pulse previously reached the transducer. Therefore, the time of flight from excitation to
recording of the reflected wavefront is approximately two time intervals, as illustrated in the
graph 1950, at the higher temperature.

[0250] At time t=0, in graphic 1960, at the higher temperature, the pulse is
transmitted by the transducer towards the air/glass interface. At time t=1, in graphic 1970,
the pulse approaches the air/glass interface, but is not yet near it. At time t=2, in graphic
1970, the reflection of the pulse approaches, but has not yet reached, the transducer. At time
t=3, in graphic 1970, the reflection has reached the transducer. For the higher temperature,
the time of flight from excitation to recording of the reflected wavefront is approximately
three time intervals, as illustrated in the graph 1950. Therefore, the time of flight is shorter at
the lower temperature. As time of flight varies with temperature, the time of flight can be
used to estimate relative temperatures, and once calibrated, can be used to estimate absolute
temperature.

[0251] FIG. 20 is a flowchart of method 2000 of generating biometric information
according to an embodiment of the disclosed technology. In block 2010, method 2000
transmits an ultrasound signal having a frequency in a range from SOMHz to S00MHz. In
block 2020, method 2000 generates biometric information based on a reflection of the
ultrasound system.

[0252] FIG. 21 is a flowchart of method 2100 of generating a biometric image. In
block 2110, method 2000 transmits, using one or more ultrasound transducers, an ultrasound
signal having a frequency in a range of 50 MZ to 500 MHZ. In block 2120, method 2100
receives a reflection of the ultrasound signal. In block 2130, method 2000 generates a

biometric image based on the reflection.

43-



WO 2019/032590 PCT/US2018/045619

[0253] FIG. 22 is a flowchart of a method 2200 of manufacturing an acoustic
biometric touch scanner according to an embodiment of the disclosed technology. In block
2210, method 2200 patterns bottom metal electrodes on top of a glass substrate in a first
direction and on a bottom plane. In block 2220, method 2200 deposits a piezoelectric film
over all but the left and right edge portions of the top side of the bottom metal electrodes. In
block 2230, method 2200 etches trenches or grooves in the deposited piezoelectric film in the
first direction and a second direction orthogonal to the first direction. In block 2240, method
2200 deposits top metal electrodes, in the second direction, conforming to the top of the
etched piezoelectric film, the top metal electrodes conforming to the left and right edge
portions of the film and contacting the bottom metal electrodes.

[0254] FIG. 23 is a flowchart of a method 2300 of detecting a temperature of a
finger according to an embodiment of the disclosed technology. In block 2310, method 2300
transmits, using one or more ultrasound transducers, an ultrasound signal having a frequency
in a range of 50 MHz to 500 MHz through a medium to a finger. In block 2320, method
2300 receives a reflection of the ultrasound signal. In block 2330, method 2300 detects a
temperature of the finger in response to the time of travel of the transmitted and reflected
signal.

[0255] FIG. 24 is a flowchart of a method 2400 of estimating a force at which a
finger contacts a surface according to an embodiment of the disclosed technology. In block
2410, method 2400 transmits an acoustic signal to a finger. In block 2420, method 2400
generates an image of at least a portion of a fingerprint of the finger based on a reflection of
the acoustic signal from the finger. In block 2430, method 2400 detects an area of the finger
in contact with a surface based on the reflection. In block 2440, method 2400 estimates a
force at which the finger contacts the surface based on the detected area of the finger in
contact with the surface.

[0256] FIG. 25 is a flowchart of a method 2500 of estimating period of a time
series of force measurements, the period corresponding to a pulse rate estimate, according to
an embodiment of the disclosed technology. In block 2510, method 2500 transmits a plurality
of acoustic signals through a receiving surface to a finger. In block 2520, method 2500
generates a time series of images at a first sampling rate, each image of at least a portion of a

fingerprint of the finger based on a reflection of the acoustic signal from the finger. In block
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2520, method 2500 detects a surface area of ridges of the finger in contact with the receiving
surface based on the reflection for each image of the time series of images. In block 2530,
method 2500 estimates a time series of forces at which the finger contacts the receiving
surface based on the detected surface area for each image of the time series of images. In
block 2540, method 2500 estimates a period of the time series of forces, the period
corresponding to a pulse rate estimate.

[0257] FIGS. 26-34 illustrate circuits and results of simulations of envelope
detection methods for ultrasound fingerprint scanning. The simulation assumes an element
width of 20 um, a line spacing (kerf) of 20 um, an element height of 10 mm, and an
ultrasound bandwidth of 43:8%. Excitation is a 5 cycle sinusoid at 150 MHz. Fourteen
active elements are used with an effective f# = 0:893, where f# is the f-number or numerical
aperture and is defined as the focal distance divided by the diameter of the active aperture.

[0258] FIG. 26 illustrates a simulation of the one-way insertion loss.

[0259] FIG. 27 illustrates a circuit for IQ demodulation of an RF signal into I and
Q channels.

[0260] FIG. 28 illustrates an example of the simulated demodulated in-phase and
quadrature signals.

[0261] FIG. 29 illustrates the response of the low pass filter used for IQ
demodulation for the process of FIG. 27.

[0262] FIG. 30 illustrates an IQ demodulated envelope for a signal demodulated
by the circuit of FIG. 27.

[0263] FIG. 31 illustrates 100MHz samples taken of the IQ demodulated
envelope of FIG. 30.

[0264] FIG. 32 illustrates a circuit for IQ sampling of an IQ demodulated signal.

[0265] FIG. 33 illustrates sampled in-phase and quadrature signals of an IQ
demodulated signal.

[0266] FIG. 34 illustrates graphs of the envelope of an IQ demodulated signal for
IQ sampling rates of 200 MHz, 150 MHz, 100 MHz and 50 MHz.
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Biometric Scanner Integrated with an Optical System

[0267] Aspects of this disclosure relate to a biometric scanner with an integrated
optical system. The biometric scanner can be at least partially transparent such that the
optical system can emit light through the biometric scanner to an object, such as a finger.
The biometric scanner and the optical system can be used together for authentication. The
biometric scanner can be a fingerprint scanner. The optical system can detect a liveness
parameter associated with the finger print scanned by the fingerprint scanner. A processor
can authenticate the finger based on an image of the finger generated by the fingerprint
scanner and the liveness parameter generated by the optical system.

[0268] An integrated optical system can advantageously measure attributes that
are not as easily and/or reliably measured by a fingerprint scanner, such as an ultrasound
finger print sensor. For instance, an optical system can measure an oxygen level (e.g., SbO2)
and/or respiration. Furthermore, at certain frequencies of light transmitted by an optical
system, measurements can be made deeper into a finger and/or illuminate different attributes
of a finger than various ultrasound systems.

[0269] A fingerprint scanner, such as an ultrasound fingerprint scanner, can be
optically transparent to enable multi-modality sensing using an optical system. For instance,
the optical system, such as a photo plethysmography device, can transmit and receive light
through the optically transparent fingerprint scanner. As an example, an ultrasound scanner
in accordance with any of the principles and advantages discussed herein can include a
transparent piezoelectric thin film, such as a thin film of zinc oxide, aluminum nitride,
poly-di-vinyl fluoride, or the like. In some instances, such an ultrasound sensor can include
metal electrodes that are transparent, such as indium tin oxide electrodes or the like. In
certain embodiments, a biometric sensing device includes an ultrasound fingerprint sensor
with a flexible piezoelectric film and an optical system arranged to transmit and/or receive
light that propagates through the ultrasound fingerprint sensor.

[0270] A biometric scanning system that includes fingerprint scanner that is at
least partially transparent integrated with an optical system configured to transmit and
receive light through the fingerprint scanner can authenticate a finger by detecting a

fingerprint and another biological property associated with the finger to enhance strength of
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authentication. Such a system can implement a multi-modality sensor (or actuator). As an
example, the optical system can generate a liveness parameter, such as a heart rate or blood
oxygenation level to aid in robustness of authentication. Multi-level authentication using a
fingerprint scanner and an integrated optical system provide robust approach that can make
authentication without a live finger difficult. Moreover, the integration of the fingerprint
scanner and the optical device in accordance with the principles and advantages discussed
herein can provide robust authentication with a relatively compact device.

[0271] A biometric scanning system that includes fingerprint scanner that is at
least partially transparent integrated with an optical system can be implemented in any
devices and/or system that use biometric authentication, such as a finger print authentication
system, a palm print authentication system, or the like.

[0272] While example embodiments discussed below may include ultrasound
fingerprint scanners integrated with optical systems, other suitable fingerprint scanners that
are at least partially transparent can be integrated with optical systems in accordance with the
principles and advantages discussed herein. For instance, an optical system can be integrated
with a variety of fingerprint scanners, such as capacitive fingerprint scanners. Moreover, a
fingerprint scanner can be transparent to any suitable energy modality that can be used to
detect a liveness parameter.

[0273] FIGS. 35-45 illustrate an example embodiment of a biometric sensing
device with an optical system 550 below an ultrasound transducer array 400 with transparent
electrodes 430’ and 440°. The ultrasound transducer array 400 is below glass 410 and a
receiving surface for a finger or other object to be examined. In some instances, such as in
mobile phones, the glass 410 can be an engineered glass. The engineered glass can be
damage and scratch resistant. An example of engineered glass is
CORNING® GORILLA® glass. While glass 410 is described with reference to these example
embodiments, any other suitable transparent material, such as transparent plastic, can
alternatively or additionally be used in certain applications. The electrodes 430° and 440’
can be metal electrodes used to address transducers of the ultrasound transducer array. Other
suitable metal electrodes for ultrasound transducers of the ultrasound transducer array 400

can alternatively be implemented.
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[0274] The optical system 550 and any other optical systems disclosed herein can
include any suitable number and/or type of light sources and/or any suitable optical detector.
For instance, the optical system 550 can include a reflective oximeter that includes a red
LED and an infrared LED plus a photoreceptor. As another example, the optical system 550
can include three or more LEDs. Alternatively or additionally, the optical system 550 can
include one or more multispectral sensors, such as a buried quad junction photodetector. The
optical system 550 can include one or more laser light sources in certain embodiments.
According to some embodiments, the optical system 550 can include a LED and a laser light
source.

[0275] FIG. 35 illustrates an ultrasound transducer array 400 with transparent top
and bottom metal electrodes. The ultrasound transducer array 400 can be implemented in
accordance with any suitable principles and advantages described above with respect to
FIGS. 2-10. The ultrasound transducer array 400 can be transparent to light. For instance,
the ultrasonic transducer array 400 can include a piezoelectric layer that is transparent, such
as zinc oxide, aluminum nitride, or poly-di-vinyl fluoride. The top electrodes 440 and
bottom electrodes 430° are at least partially transparent in the embodiment of FIGS. 35-45.
Transparency enables light to pass through the ultrasound transducer array 400 components
of the bottom metal electrodes 430°, the transducer material 420, and the top metal electrodes
440°. The bottom metal electrodes 430’ and the top metal electrodes 440’ can be
implemented from any suitable transparent metal. For instance, these metal electrodes can be
implemented by indium tin oxide.

[0276] FIG. 36 illustrates an exploded view of the transparent ultrasound
transducer array of FIG. 35 above an optical system 550 and below glass 410. Glass 410 is
also transparent to light. Accordingly, light transmitted from the optical system 550 is
transmitted through both the ultrasound transducer array 400 and glass 410, which has a top
receiving surface upon which an object to be detected or scanned can be placed. Light that is
reflected from the object to be detected or scanned can then pass through the glass 410 and
the ultrasound transducer array 400 and to optical system 550.

[0277] Optical system 550 includes a light source 560, an optical sensor 570, and
supporting electronics 580. The optical system 550 can be included in a camera and/or a

video camera in certain applications. In such applications, the ultrasound transducer array
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400 can be disposed between the surface configured to receive the finger and a camera and/or
a video camera. The light source 560 transmits light at one or more wavelengths or
frequency bands. In some instances, the light source 560 is arranged to transmit visible light.
The light source 560 can transmit infrared light in certain applications. The light source 560
can transmit laser light in some applications. The supporting electronics 580 can control the
wavelength, duration, and timing of light emitted by the light source 560. Transmitted light
from light source 560 is transmitted through the transparent ultrasound transducer array 400.
An optical sensor 570 receives light that had been transmitted by the light source 560. Light
received by the sensor may correspond to reflections of light transmitted by light source 560.

[0278] Supporting electronics 580 for the optical system 550 support the light
source 560 transmission with a light source driver, a light source control unit, and control
circuitry. The supporting electronics 580 support the optical sensor 570 with a trans-
impedance amplifier, a second stage amplifier, an anti-aliasing filter, an analog to digital
converter, and control circuitry. These supporting electronics 580 components are depicted
in FIG. 67, and described below in the description of FIG. 67,

[0279] The glass 410, ultrasound transducer array 400, and optical system 550 are
depicted in FIG. 36 with spatial separation so that the individual components are visible.
These components are integrated with each other in a biometric sensing device.

[0280] FIG. 37 illustrates the integration of the optical system 550, ultrasound
transducer array 400, and glass 410 of FIG. 36. Unlike FIG. 36, the components are shown
in close proximity to each other. The components are illustrated as adjoining and are not
spatially separated from each other.

[0281] FIG. 38 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 37 during transmission of light at a first wavelength Al from a
light source 560 of the optical system 550 through the transparent transducer array 400 and
glass 410 to a finger on the receiving surface of the glass 410. The finger has ridges and
valleys and internal structures such as veins 107. The transmitted light of the first
wavelength A1 may reach the receiving surface of the glass, enter finger, and be transmitted
to internal structures of the finger such as veins 107 that are relatively close to the surface of
the finger. Light may be reflected from, for example, the internal structures of finger, such

as veins 107 and from the surface of finger ridges.
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[0282] FIG. 39 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 37 during reception of reflected light at the first wavelength Al off
of the finger, back through the glass 410 and the transparent transducer array 400, to an
optical sensor in the optical system 550. The sensed reflected light can be associated with
recently transmitted light based on the wavelength of the received light or the duration of
time since light was transmitted by the light source, or any suitable combination thereof. The
received light can be evaluated based on the amount of reflected or absorbed light in the
tissue.

[0283] FIG. 40 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 37 during transmission of light at a second wavelength A2 from a
light source of the optical system 550 through the transparent transducer array 400 and glass
410 to a finger on the receiving surface of the glass 410. The transmitted light of the second
wavelength A2 may reach the receiving surface of the glass, enter finger, and be transmitted
to internal structures of the finger such as veins 107 that are relatively close to the surface of
the finger. Light may be reflected from, for example, the internal structures of finger, such
as veins 107, and from the surface of finger ridges.

[0284] FIG. 41 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 37 during reception of reflected light at the second wavelength A2
off of the finger, back through the glass 410 and the transparent transducer array 400, to an
optical sensor in the optical system 550. The sensed reflected light can be associated with
recently transmitted light based on the wavelength of the received light, the duration of time
since light was transmitted by the light source, the distance of the path taken by the
transmitted and then received reflected light, or any suitable combination thereof.

[0285] FIG. 42 illustrates the light transmission and reception, respectively, at the
first and second wavelengths, respectively, as illustrated in FIGS. 38-41. Comparisons in
received light at different wavelengths may be used to, for example, take a reflected pulse
oximetry reading of a finger on the receiving surface. Such comparisons can be performed
by any suitable processor in communication with the optical system 550. Bright red
oxygenated blood absorbs more light at infrared wavelengths than at red wavelengths. In

contrast, darker de-oxygenated blood absorbs more light at red wavelengths than infrared
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wavelengths. Reflective oximeters can quantify this difference in absorption by measuring
absorption at red (for example, 660nm) and infrared (for example, 940nm) wavelengths, and
converting a ratio of red light measurements to infrared light measurements to an estimate of
saturation of peripheral oxygen (Sp0O2). Reflective oximeters can perform functions of pulse
oximeters. In some instances, a pulse oximeter can be implemented in association with an
integrated finger print sensor, such as an integrated ultrasonic fingerprint sensor. The
embodiment of FIG. 42 captures measurements at two different wavelengths, such as for a
pulse oximetry reading. Other applications of this embodiment may transmit and receive
light at more than two frequencies (or frequency ranges) to characterize differences in
absorption spectra at these frequencies.

[0286] FIG. 43 is a perspective view of the example embodiment of FIG. 37 with
an optical system 550 below an ultrasound transducer array 400 with transparent metal
electrodes during a transmit phase without a finger on the receiving surface. Light emanates
from a light source of the optical system 550 through the transparent transducer array 400
and glass 410. There is no finger illustrated on the receiving surface of the glass 410.

[0287] FIG. 44 is a perspective view of the example embodiment of FIG. 37 with
an optical system 550 below an ultrasound transducer array 400 with transparent metal
electrodes during a transmit phase with a finger on the receiving surface. Light emanates
from a light source of the optical system 550 through the transparent transducer array 400
and glass 410 to a finger on the receiving surface of the glass 410. The transmitted light can
reach the receiving surface of the glass 140, enter the finger, and be transmitted to internal
structures of the finger such as veins that are relatively close to the surface of the finger.
Light may be reflected from, for example, the internal structures of finger, such as veins, and
from the surface of finger ridges.

[0288] FIG. 45 is a perspective view of the example embodiment of FIG. 37 with
an optical system 550 below an ultrasound transducer array 400 with transparent metal
electrodes during a receive phase with a finger on the receiving surface. Light can be
reflected off of the finger, back through the glass 410 and the transparent transducer array
400, to an optical sensor in the optical system 550. The sensed reflected light can be

associated with recently transmitted light based on the wavelength of the received light, the
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duration of time since light was transmitted by the light source, the distance of the path taken
by the transmitted and then received reflected light, or any suitable combination thereof.

[0289] FIGS. 46-55 illustrate an example embodiment with an optical system
below an ultrasound transducer array with opaque metal electrodes. The ultrasound
transducer array is below glass and a receiving surface for a finger or other object to be
examined. Transparency enables light to pass through the transducer material 420, even
though the bottom metal electrodes 430 and the top metal electrodes 440 are opaque.

[0290] FIG. 46 illustrates an ultrasound transducer array with opaque top and
bottom metal electrodes 440 and 430, respectively. The ultrasound transducer array 400 can
be implemented in accordance with any suitable principles and advantages described above
with respect to FIGS. 2-10. The top metal electrodes 440 and bottom metal electrodes 430
are opaque in the embodiment of FIGS. 35-45. Transparency enables light to pass through
the transducer material 420, but light does not pass through the opaque bottom metal
electrodes 430 or the top metal electrodes 440.

[0291] FIG. 47 illustrates an exploded view of the ultrasound transducer array
400 of FIG. 46 above an optical system 550 and below glass 410, with the glass 410,
ultrasound transducer array 400 and optical system 550. As shown in FIGS. 48-55, the glass
410, ultrasound transducer array 400, and optical system 550 can be in close proximity to
each other. These components can adjoin and not be spatially separated from each other.
Glass 410 is also transparent to light, so that light transmitted from the optical system 550 is
transmitted through both the ultrasound transducer array 400 and glass 410, which has a top
receiving surface upon which an object to be detected or scanned can be placed. Light that is
reflected from the object to be detected or scanned can then pass through the glass 410 and
the ultrasound transducer array 400, but light does not pass through the opaque bottom metal
electrodes 430 or the top metal electrodes 440 to the optical system 550.

[0292] Optical system 550 includes a light source 560, an optical sensor 570, and
supporting electronics 580. The light source 560 can transmit light at one or more
wavelengths or frequency band. The supporting electronics 580 can cause the light
source 560 to adjust one or more of wavelength, duration, or timing of transmitting light.
Light transmitted from light source 560 is transmitted through the portions of the transducer

array 400 that are transparent, in the rectangular (or square) sections between opaque bottom
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metal electrodes 430 and top metal electrodes 440. An optical sensor 570 is arranged to
receive light that had been previously transmitted. Light received by the optical sensor 570
can correspond to reflections of light transmitted by light source 560.

[0293] Supporting electronics 580 for the optical system 550 support the light
source 560 transmission with a light source driver, a light source control unit, and control
circuitry. The supporting electronics 580 can support the optical sensor 570 with a trans-
impedance amplifier, a second stage amplifier, an anti-aliasing filter, an analog to digital
converter, and control circuitry. These supporting electronics 580 components are depicted
in FIG. 67, and described below in the description of FIG. 67,

[0294] The glass 410, ultrasound transducer array 400, and optical system 550 are
depicted in FIG. 47 with spatial separation so that the individual components are visible.

[0295] FIG. 48 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 47 during transmission of light at a first wavelength Al from a
light source 560 of the optical system 550 through the portions of the transducer array 400
that are transparent, in sections between opaque bottom metal electrodes 430 and top metal
electrodes 440, and glass 410, to a finger on the receiving surface of the glass 410. The
transmitted light of the first wavelength A1 can reach the receiving surface of the glass, enter
the finger, and be transmitted to internal structures of the finger, such as veins 107, that are
relatively close to the surface of the finger. Light may be reflected from, for example, the
internal structures of finger and from the surface of finger ridges.

[0296] FIG. 49 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 48 during reception of reflected light at the first wavelength Al off
of the finger, back through the glass 410 and through the portions of the transducer array 400
that are transparent to an optical sensor 570 in the optical system. The sensed reflected light
can be associated with recently transmitted light based on the wavelength of the received
light, the duration of time since light was transmitted by the light source, the distance of the
path taken by the transmitted and then received reflected light, or any suitable combination
thereof.

[0297] FIG. 50 illustrates a cross sectional view of the integrated optical and

ultrasound system of FIG. 47 during transmission of light at a second wavelength A2 from a
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light source of the optical system 550 through the portions of the transducer array 400 that
are transparent, in the sections between opaque bottom metal electrodes 430 and top metal
electrodes 440, and glass 410 to a finger 105 on the receiving surface of the glass 410. The
transmitted light of the second wavelength A2 can reach the receiving surface of the glass,
enter the finger, and be transmitted to internal structures of the finger, such as veins 107 that
are relatively close to the surface of the finger. Light may be reflected from, for example, the
internal structures of finger and from the surface of finger ridges.

[0298] FIG. 51 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 48 during reception of reflected light at the second wavelength A2
off of the finger back through the glass 410 and through the portions of the transducer array
400 that are transparent to an optical sensor in the optical system 550. The sensed reflected
light can be associated with recently transmitted light based on the wavelength of the
received light, the duration of time since light was transmitted by the light source, and/or the
distance of the path taken by the transmitted and then received reflected light, or any suitable
combination thereof.

[0299] FIG. 52 illustrates the light transmission and reception at the first and
second wavelengths, as illustrated in FIGS. 48-51. Comparisons in received light at different
wavelengths may be used to, for example, take a reflected pulse oximetry reading of a finger
on the receiving surface, as described above with respect to FIG. 42,

[0300] FIG. 53 is a perspective view of the example embodiment of FIG. 47 with
an optical system 550 below an ultrasound transducer array 400 with opaque metal
electrodes during a transmit phase without a finger on the receiving surface. Light emanates
from a light source of the optical system 550 through the portions of the transducer array 400
that are transparent and the glass 410. There is no finger on the receiving surface of the glass
410 in FIG. 53.

[0301] FIG. 54 is a perspective view of the example embodiment of FIG. 47 with
an optical system 550 below an ultrasound transducer array 400 with opaque metal
electrodes during a transmit phase with a finger on the receiving surface. Light emanates
from a light source of the optical system 550 through the portions of the transducer array 400
that are transparent and the glass 410 to a finger 105 on the receiving surface of the glass

410. The transmitted light can reach the receiving surface of the glass 410, enter the finger,
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and be transmitted to internal structures of the finger, such as veins 107, that are relatively
close to the surface of the finger. Light may be reflected from, for example, the internal
structures of finger and from the surface of finger ridges to an optical system below an
ultrasound transducer array with opaque metal electrodes.

[0302] FIG. 55 is a perspective view of the example embodiment of FIG. 47 with
an optical system 550 below an ultrasound transducer array 400 with opaque metal
electrodes during a receive phase with a finger on the receiving surface during reception of
reflected light off of the finger back through the glass 410 and the portions of the transducer
array 400 that are transparent to an optical sensor of the optical system 550. The sensed
reflected light can be associated with recently transmitted light based on, for example, the
wavelength of the received light, the duration of time since light was transmitted by the light
source, and the distance of the path taken by the transmitted and then received reflected light.

[0303] FIGS. 56-65 illustrate an example embodiment with an optical system
embedded within a ultrasound transducer array with opaque metal electrodes. The
ultrasound transducer array 400 with an embedded optical system is below glass and a
receiving surface for a finger or other object to be examined. The bottom metal electrodes
430 and the top metal electrodes 440 are opaque as illustrated. In some other embodiments,
the bottom metal electrodes 430 and/or the top metal electrodes 440 are transparent or at
least partially transparent. The embedded optical system 550 includes embedded light
sources 560 and light sensors 570. The supporting electronics 580 (not shown) can be
embedded within the ultrasound transducer array, to the side of the ultrasound transducer
array 400, and/or below the ultrasound transducer array 400.

[0304] FIG. 56 illustrates an ultrasound transducer array 400 with opaque top
metal electrodes 430 and bottom metal electrodes 440 with embedded light sources 560 and
light sensors 570. The ultrasound transducer array 400 can be implemented in accordance
with any suitable principles and advantages described above with respect to FIGS. 2-10.
Light sources 560 and sensors 570 are embedded within the ultrasound transducer array, for
example, within the rectangular (or square) sections between opaque bottom metal electrodes
430 and top metal electrodes 440. Light from the light source 560 and light to the sensors
570 no longer needs to pass through the entire ultrasound transducer array 400, since the

optical system 550 including the light sources 560 and sensors 570 are embedded within the
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ultrasound transducer array 400. In an embodiment where the light source 560 and/or the
optical sensor 570 is at the top surface of the transducer material 420 and between the top
metal electrodes 440, light need not travel through the transducer material 420, bottom metal
electrodes 430, or top metal electrodes 440.

[0305] FIG. 57 illustrates an exploded view of the ultrasound transducer array
400 with embedded light sources 560 and light sensors 570 and the glass 410 of FIG. 56. As
shown in FIGS. 58-66, the glass 410 and ultrasound transducer array 400 with embedded
light sources 560 and sensors 570 are integrated with each other.

[0306] FIG. 58 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 57 during transmission of light at a first wavelength Al from a
light source 560 through the glass 410 to a finger on the receiving surface of the glass 410.
The transmitted light of the first wavelength Al can reach the receiving surface of the glass
410, enter the finger, and be transmitted to internal structures of the finger, such as veins 107,
that are relatively close to the surface of the finger. Light may be reflected from, for
example, the internal structures of finger and from the surface of finger ridges to the optical
sensor 570.

[0307] FIG. 59 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 57 during reception of reflected light at the first wavelength Al off
of the finger, back through the glass 410 to an optical sensor 570 in the optical system. The
sensed reflected light can be associated with recently transmitted light based on the
wavelength of the received light, the duration of time since light was transmitted by the light
source, and the distance of the path taken by the transmitted and then received reflected light,
for example.

[0308] FIG. 60 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 57 during transmission of light at a second wavelength A2 from a
light source 560 through the glass 410 to a finger on the receiving surface of the glass 410.

[0309] FIG. 61 illustrates a cross sectional view of the integrated optical and
ultrasound system of FIG. 57 during reception of reflected light at the second wavelength A2
off of the finger, back through the glass 410 to an optical sensor 570 in the optical system.

The sensed reflected light can be associated with recently transmitted light based on the
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wavelength of the received light, the duration of time since light was transmitted by the light
source, and the distance of the path taken by the transmitted and then received reflected light,
for example.

[0310] FIG. 62 illustrates the light transmission and reception at the first and
second wavelengths, as illustrated in FIGS. 58-61. Comparisons in received light at different
wavelengths may be used to, for example, take a reflected pulse oximetry reading of a finger
on the receiving surface, as described above with respect to FIG. 42,

[0311] FIG. 63 is a perspective view of the example embodiment of FIG. 57 with
an optical system embedded within the ultrasound transducer array 400 with opaque metal
electrodes during a transmit phase without a finger on the receiving surface. Light emanates
from light sources 560 of the optical system 550 through the glass 410. There is no finger on
the receiving surface 125 of the glass 410.

[0312] FIG. 64 is a perspective view of the example embodiment of FIG. 57 with
an optical system embedded within the ultrasound transducer array 400 with opaque metal
electrodes during a transmit phase with a finger on the receiving surface. Light emanates
from light sources 560 of the optical system 550 through the glass 410.

[0313] FIG. 65 is a perspective view of the example embodiment of FIG. 47 with
an optical system 550 embedded within the ultrasound transducer array 400 with opaque
metal electrodes during a receive phase with a finger on the receiving surface.

[0314] FIG. 66 illustrates a cross sectional view of an example embodiment with
light sources 560 and light sensors 570 lateral to and adjoining an ultrasound transducer
array 400. In the embodiment of FIG. 66, the light sources 560 can emit light in a direction
substantially parallel to the receiving surface. Light emitted by the light sources 560 is
transmitted through the transparent transducer material 420 to grooves 460 in the ultrasound
transducer array 400, through glass 410 to the receiving surface 125 of glass 410 with a
finger. The grooves 460 can turn the light emitted by the light sources 560 toward the
receiving surface. The transmitted light can reach the receiving surface of the glass 410,
enter finger 105, and be transmitted to internal structures of the finger, such as veins 107,
that are relatively close to the surface of the finger. Light may be reflected from, for
example, the internal structures of finger and from the surface of finger ridges. Such

reflected light may pass through the glass 410 to grooves 460 between the upper metal
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electrodes and to the light sensors 570 lateral to and adjoining the ultrasound transducer
array 400. The grooves 460 can turn the reflected light toward the optical sensors 570.

[0315] In addition to the light sources 560 and light sensors 570 lateral to and
adjoining the ultrasound transducer array 400, the optical system 550 includes supporting
electronics 580 (not shown), which may be to the side of the ultrasound transducer array 400
with the light sources 560 and light sensors 570 and/or below the ultrasound transducer array
400.

[0316] FIG. 67 illustrates an example acoustic biometric touch scanner, including
an ultrasound system and an optical system 550. The ultrasound system includes an
ultrasound transducer array 400, transmit electronics, and receive electronics. The optical
system 550 includes a light source 560, an optical sensor 570, and supporting electronics
580.

[0317] The illustrated transmit electronics include a transmit switching network
1005, a voltage pulse generator 1010, a transmit beamforming circuit 1015, a transmit
control circuit 1020. The illustrated receive electronics include a receive switching network
1025, a low noise amplifier 1030, an analog filter 1035, a time gain compensation circuit
1040, analog to digital converter 1045, a receive beamforming circuit 1050, an envelope
detection circuit 1055, a receive control circuit 1060, a processor 1065, and a memory 107.
The receive electronics and/or the transmit electronics can be implemented in accordance
with any suitable principles and advantages described above with respect to FIG. 10.

[0318] The illustrated optical system 550 includes a light source 560, an optical
sensor 570, and supporting electronics 580. The illustrated supporting electronics 580
supports the light source 560 with a light source driver 581, a light source current control
unit 582, and control circuitry 583. The illustrated supporting electronics 580 supports the
optical sensor 570 with control circuitry 583, a trans-impedance amplifier 584, a second
stage amplifier 585, an anti-aliasing filter 586, and an analog to digital converter 587. In an
embodiment, the optical system 550 corresponds to, and has corresponding components to, a
reflectance pulse oximeter.

[0319] Control circuitry 583 controls the timing, duration, wavelengths
(wavelength ranges), and power of emissions of light from the light sources in the illustrated

optical system 550. The control circuitry 583 can also control timing of sensing incident
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light that may be reflections of previously transmitted light. The control circuitry 583 is
shown as a single block in FIG. 67. However, the control circuitry 583 can function to
control transmission and reception may be divided, or may be combined with the processor
1065, receive control circuit 1060, and or transmit control circuit 1020 of the ultrasound
system. In an embodiment, the control circuitry 583 coordinates with the processor 1065,
transmit control circuit 1020 and receive control circuit 1060 to coordinate and control the
relative timing of ultrasound transducer array 400 transmissions and light source 560 light
emissions. For example, in an embodiment, the ultrasound and light source emissions may
be controlled to not overlap. In another embodiment, the ultrasound and light source
emissions may be controlled to at least partially overlap.

[0320] The light source 560 may include any suitable light source. Example light
sources include light emitting diodes, organic light emitting diodes, lasers, and the like. For
instance, the light source 560 can include one or more light emitting diodes configured to
emit light over a range of frequencies, and of durations and power levels to obtain biometric
measurements. Example biometric measurements include a pulse oximetry reading, blood
flow measurements, a pulse reading, temperature, glucose detection, blood glucose level,
dehydration level, blood alcohol level, and blood pressure. For example, LEDs that emanate
light in the visible and infrared portions of the spectrum may be used to obtain biometric
measurements. The light source 560 can emit a variety of different wavelengths in certain
applications and is not limited to specific wavelengths in such applications. For example a
mid-IR laser pulse can be used for glucose detection.

[0321] The light source 560 may include multiple light sources arranged in a line,
in rows and columns, in a hexagonal tessellation, or other suitable arrangements. An
individual light source 560 or multiple light sources may be included in optical system 550.
In an embodiment, a single light source 560 may be below the ultrasound transducer array
400, as shown in FIGS. 37 and 47. In an embodiment, individual light sources may be
embedded in the ultrasound transducer array 400, in the portions between the top metal
electrodes 430 and bottom metal electrodes 440, for example, as shown in FIG. 56. In an
embodiment, light sources may be to the sides of the ultrasound transducer array 400, for
example, as shown in FIG. 66. In an embodiment, optical fiber(s) or other suitable light

turning features can guide light inward.
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[0322] The light source current control unit 582 controls start time, end time,
wavelength and power of pulses of light to be emitted by the light source 560. The light
source driver 581 sends the pulses to the light source 560.

[0323] Emitted pulses are transmitted by the light source 560 that may be
reflected back to the optical sensor 570.

[0324] The optical sensor 570 can include any suitable optical sensing elements.
For instance, the optical sensor 570 can include one or more photodiodes configured to
receive light over a range of frequencies, and of durations and power levels to obtain
biometric measurements, such as a pulse oximetry reading and/or blood flow measurements.
For example, photodiodes that receive light in the visible and infrared portions of the
spectrum may be used to obtain biometric measurements. The optical sensor 570 can sense a
variety of different wavelengths in certain applications and is not limited to specific
wavelengths in such applications. In an embodiment, the optical sensor 570 can include a
multispectral imager capable of sensing light at multiple frequency bands. In an
embodiment, the optical sensor 570 can be included in a video camera capable of measuring
subtle changes in color in the skin stemming from the flow of blood to detect a pulse.

[0325] The optical sensor 570 may include multiple optical sensors arranged in a
line, in rows and columns, in a hexagonal tessellation, or other suitable arrangements. An
individual optical sensor 570 or multiple optical sensors may be included in optical system
550. In an embodiment, a single optical sensor 570 may be below the ultrasound transducer
array 400, for example, as shown in FIGS. 37 and 47. In an embodiment, individual optical
sensors 570 may be embedded in the ultrasound transducer array 400, in portions between
the top metal electrodes 430 and bottom metal electrodes 440, for example, as shown in FIG.
56. In an embodiment, optical sensors 570 may be to the sides of the ultrasound transducer
array 400, for example, as shown in FIG. 66.

[0326] In certain embodiments, the optical sensor 570 includes one or more
photodiodes that that convert incident photons to a current. The resultant current is
converted to a voltage by trans-impedance amplifier 584, and amplified by a second stage
amplifier 585. An anti-alias filter low 586 pass filters the amplified voltage from the second
stage amplifier to reduce aliasing. The output of the anti-aliasing filter is digitized with an

analog to digital converter 587. The analog to digital converter 587 for the optical system
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550 can operate at a lower frequency than the ultrasound system analog to digital converter
1045. For example, the optical system 550 analog to digital converter 1045 can operate in,
for example, the 2 kHz range, with approximately 22 bit digitization accuracy. Other
suitable frequency ranges and/or accuracies can be implemented for particular applications.
The analog to digital converter 587 can digitize the analog output of the anti-aliasing filter
586 for subsequent digital processing of the signal. In an embodiment, the analog to digital
conversion may occur at a different stage of the receive processing chain

[0327] FIG. 68 illustrates an example biometric touch scanner, including an
ultrasound system and an optical system. The ultrasound system includes an ultrasound
transducer array, transmit electronics, and receive electronics. The optical system includes a
light source, an optical sensor, and supporting electronics. The components of FIG. 68 can
be implemented as described above with respect to FIG. 10 and FIG. 67. The biometric
scanning device of FIG. 67 includes separate components for the ultrasound system and the
optical system. In contrast, the biometric scanning device of FIG. 68 includes a shared
processing unit for the ultrasound system and optical system. The processor 1065 of FIG. 68
can serve as a processor for the ultrasound system and control circuitry for the optical
system.

[0328] One aspect of the disclosed technology is a biometric fingerprint sensing
device. The device includes an optical emitter configured to transmit light having a
frequency in a range from 400 nm to 1000 nm. The device further includes an array of
ultrasonic transducers configured to transmit an ultrasound signal having a frequency in a
range from 50 megahertz (MHz) to 500 MHz. The ultrasonic transducers include a
piezoelectric film. The device further includes first metal electrodes. The device further
includes second metal electrodes orthogonal to the first metal electrodes. The first metal
electrodes and the second metal electrodes enable addressing of the ultrasonic transducers of
the array. The device further includes a surface configured to receive a finger. The device
further includes a processor configured to generate an image of at least a portion of a
fingerprint of the finger based on a reflection of the visible light and/or the ultrasound signal
from the finger. The device further includes an actuator configured to vary the temperature

of and/or the pressure on the finger in contact with the receiving surface.
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[0329] In an embodiment, the optical emitter transmits light through the
ultrasonic transducer, the first metal electrodes, and the second metal electrodes. In an
embodiment, the ultrasonic transducer is at least partially transparent In an embodiment, the
first and second metal electrodes are at least partially transparent.

[0330] In an embodiment, the array of ultrasonic transducers are between the
optical emitter and the receiving surface, and the ultrasonic transducers, first metal
electrodes, and second metal electrodes are at least partially transparent to the transmitted
light.

[0331] In an embodiment, the ultrasound transducers transmit the ultrasound
signal through the optical emitter.

[0332] In an embodiment, the optical emitter comprises an array of optical
emitters in squares on a plane, each square bounded by projections of the first metal
electrodes and second metal electrodes to the plane.

[0333] In an embodiment, the optical emitter adjoins the ultrasound transducer.

Interactive Biometric Scanner
[0334] Embodiments of this disclosure relate to a scanner, such as a finger print

scanner, with the ability to become an actuator. The actuator can deliver energy to an object,
such as a finger. This can establish a two-way communication between the scanner and a
user. Such two-way communication can involve real-time interactive authentication process.
Authentication with two-way communication can be performed on a timescale of
milliseconds for any suitable interactive biometric scanner disclosed herein. For instance,
any suitable ultrasonic interactive biometric scanner with ultrasonic sensing and/or actuation
disclosed herein can perform two-way authentication on a millisecond timescale. Some other
two-way communication techniques disclosed herein can be performed in several seconds.
Two-way communication can provide robust authentication. The two-way communication
can be referred to as interactivity.

[0335] Two-way communication can enable multi-factor authentication that
provides real-time interaction aimed at defeating a scammer who might have secretly and/or
illegally copied or otherwise obtained data that represents a user’s fingerprint scan and/or

other biological information (e.g., pulse and temperature from a previous authentication
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session) from authenticating. Interactions with a finger or other object for authenticating
during authentication that are not predictable in advance (e.g., that are random) should be
able to prevent scammers from authenticating with prior data. As one example, while having
a fingerprint and pulse scanned, a user being authenticated could be prompted to stand while
keeping a finger on the scanner. The scanner could then detect a change in pulse associated
with standing and the change in pulse could be used to authenticate the user. As another
example, haptic energy could be felt by a user and could prompt the user to take action, such
as removing a finger from the scanner or changing a force applied to by the finger to the
scanner. Such action could be detected by a sensor, such as an ultrasound sensor, by a
variety of methods, such as by detecting widening of the ridges (e.g., force detection) and/or
capillaries of the finger.

[0336] Fingerprint scanners, such as an ultrasound fingerprint scanner, can
implement a sensor and also an actuator. As an actuator, the scanner can deliver energy,
such as ultrasound in a form that can be felt by the user. This can establish a two-way
communication between the scanner and the user. The scanner can detect a response to the
delivered energy for use in authentication. As an example, ultrasound energy can be
delivered through a focus burst that can be detected by the finger as a pulse of heat, a push, a
neuro-modulation such as a tingling sensation in the finger, the like, or any suitable
combination thereof. Other energy modalities can alternatively or additionally be used to
deliver a signal that can be sensed by the finger. Accordingly, the idea of converting a
scanner into a two-way communication device can apply to a variety of forms of scanners.
In some instances where the sensor also functions as an actuator, the sensor can detect the
response to the delivered energy. For instance, an ultrasound fingerprint sensor can also
detect how a variety of liveness parameters (e.g., tissue stiffness and/or temperature) change
in response to energy delivered by the ultrasound fingerprint sensor.

[0337] The sensor and actuator can be implemented below a surface configured to
receive a finger for authentication. The sensor and actuator can be positioned below one or
more layers of glass and/or engineered glass. Interactive biometric authentication can be
performed while a finger is positioned on a surface of a device that is authenticating the

finger.
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[0338] Certain actuators can deliver energy that is perceptible to a person being
authenticated. As one example, an ultrasound fingerprint sensor can provide haptic energy to
a finger that a person can perceive to prompt a response from the person (e.g., standing up).
Some other actuators can delivery energy that is imperceptible to a person being identified.
For instance, an ultrasound fingerprint sensor can generate heat to a degree that a person does
not perceive but that can be detected as a response used to authenticate the finger.

[0339] Two-way communication can be implemented by one integrated device
with different aliveness measurements from the same location as an ultrasound sensor where
the finger is being scanned.

[0340] Two-way communication can be implemented using different aliveness
measurements and interactivity can be performed at the same time that a fingerprint and at
the same location. This can ensure that the different aliveness parameters are associated with
the same user.

[0341] Two way communication can be implemented using different devices to
authenticate a person. For example, a person being authenticated can be prompted by one
device to interact with a different device. In an embodiment where the two devices are a
phone and a tablet, a person can be prompted by the phone to press his finger on the tablet.

[0342] With two-way communication, safety and/or security of the scanner can
be enhanced. With an interactive authentication session or process, a fake authentication
with a scammer using a past sign-in can be prevented. A signal sent by the scanner during
authentication can result in the user responding with further action for multi-factor
authentication. The signal can be sent at a time that is not easily predictable in advance. The
actuator can prompt a variety of responses. Some responses can be involuntary. For
instance, a finger can be heated in response to energy being applied to the actuator. Certain
responses can involve voluntary user action. For example, the response can be to have
another finger scanning as agreed upon by prior agreement, entering a set of numbers, or any
other possible actions or many actions all agreed upon earlier when the system was being set
up. Other types of excitation could be creating Braille characters under the finger that can be
a code eliciting a coded response form the user. These authentication prompts can be
generated at random without prior agreement and can be recognized and recorded by a

processor, memory, and associated software. Such a processor, memory, or associated
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software can also embody one or more suitable features of the technology disclosed herein.
Detecting any of these types of responses can create a more secure method of authentication
relative to just detecting a fingerprint.

[0343] Fingerprints do not typically change. Accordingly, if a fingerprint is
spoofed, it cannot be easily changed like a password. With two-way communication, aspects
of a live finger or live user can be used as an advantage in providing robust authentication.
Certain actuation can create involuntary biological responses that can be detected and used in
multi-factor authentication that can be difficult to spoof. In some instances, responses to
actuation can engage a user’s brain such that the user performs a certain action that can be
detected and used in multi-factor authentication. Such responses can be particularly
challenging to spoof.

[0344] The principles and advantages of the two-way communication discussed
herein can be implemented in any suitable device, system, or method where authentication is
used to access secure data or information. Example applications include secure
authentication for electronic devices, guns, and keys for doors in cars or homes. Some other
applications include smart cards (e.g., a credit card that includes an integrated chip). Any
suitable principles and advantages discussed herein can be implemented in a smart card. A
smart card can include a chip that includes a fingerprint scanner, such as an ultrasonic
fingerprint sensor. In some instances, a smart card can include a piezoelectric film (e.g., a
zinc oxide film) over most or all of a major surface of the card for ultrasonic biometric
sensing. Some additional applications include the steering wheel of a car that checks a
driver’s biometric information (such as heart rate) to determine whether the driver appears to
be angry, anxious, intoxicated, the like, or any suitable combination thereof.

[0345] Therefore, the “aliveness” measurements enabled by the disclosed
technology allow for interactivity.  This allows real-time interactions for robust
authentication aimed at defeating attempts to gain unauthorized access by a scammer who
obtained a digital representation of, for example a user’s fingerprint scan or, retinal scan,
pulse, temperature, electrocardiogram or other identifiers for a user. Such security systems
can be used to control access to a web site database, building, or use of a weapon, for
example. If random interactions are required during the authentication process, a copy of an

earlier authentication session would not be sufficient to gain access.
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[0346] The disclosed technology includes systems that can use one more of the
following three types of authentication factors: knowledge factors, possession factors, and
inherence factors. Knowledge factors include passwords and personal identification numbers
(PIN) that are (or should be) known only to an individual user. Possession factors include
keys, fobs, smartphones, or a physical cryptographic key like YubiKey. Inherence factors or
biometrics include fingerprint, iris, or facial scans, gait, heartbeats, or other biometric
indicators. Systems that rely on just one of these three types of factors may be more
vulnerable than systems that use two or more of these factors. For example, passwords can
be stolen, fobs can be cloned, and biometrics imitated digitally.

[0347] Two-factor authentication can involve authentication from two of the three
types of authentication factors. For example, a two factor authentication system may involve
authentication based on a user entering a knowledge factor, such as a password, and having a
possession factor, such as a cell phone, Yubikey, or Duo app. In this example, an attacker
with a user’s password can be defeated if he does not have the user’s cell phone or fob.
Similarly, an attacker with the user’s cell phone, but without his password, would not be able
to authenticate.

[0348] Three-factor authentication can involve authentication from all three
factors: knowledge, possession, and inherence. Surface-only fingerprints have been used for
decades to identify crime suspects. Such fingerprints can be lifted from surfaces, as depicted
in Mission Impossible and James Bond movies, or digitally copied to fool authentication
systems. Three dimensional fingerprints that capture internal structural features as well as
fingerprint surfaces are not as easily lifted from surfaces or digitally copied. An extra level
of security is introduced by using inherence or biometric features that change in response to
stimuli, as an attacker would not necessarily know in advance which stimuli will be applied
during the authentication process.

[0349] One concern with introducing fingerprint or iris scan authentication is that
an attacker in, for example, a war zone might remove a body part in order to defeat an
authentication system. This grisly possibility underscores the importance of testing whether
the scanned finger is intact and attached to a live user, as opposed to an amputated finger, a

finger of a dead person, a prosthetic finger, or a digital representation of a finger.
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[0350] The disclosed technology includes methods to measure liveness with
actuators that activate neurons via radiation, pressure or heat, causing a change in an inherent
feature or biometric. The disclosed technology further includes methods to measure liveness
by prompting a user to take an action. This interaction with the user’s brain help determine
that the finger is a live finger attached to a user, as there is a neurological connection to the
brain of the user, to help verify the inherence factor.

[0351] For example, a user being scanned by an embodiment of the disclosed
technology can have her pulse scanned while the fingerprint is being authenticated, and for
two factor authentication the user can be asked to stand while holding on to the scanner. The
device would measure a change in heartbeat and/or another parameter that would change a
result of standing. Haptic energy could be felt by a user and be a prompt for the user to take
an action, such as removing her finger, pushing down on the scanner, which would be
registered as a force applied by the finger to the scanner, or typing a letter or word on a
screen. The haptic energy can be actuated by a MEMS device and controlled by a controller,
such as an ASIC. Involuntary or voluntary finger movement in response to the haptic energy
can be detected by a fingerprint sensor.

[0352] In certain applications, a user being scanned by an embodiment of the
disclosed technology can have her blood oxygen level taken after being prompted to take
several deep breaths, which should increase her blood oxygen level. Alternatively, she can be
prompted to hold her breath, which should reduce her blood oxygen level. A change in
blood oxygen level can be determined based on a comparison of blood oxygen readings
before and after a prompt. In an embodiment, the breathing patterns of a user being scanned
can be correlated with heart rate, such as an instantaneous heart rate. In an embodiment,
changes in the breathing patterns of a user being scanned are analyzed in response to
prompts, and correlated with instantaneous heart rates before and after the prompt.

[0353] Digital representations of a previous session of an “alive” and authorized
user, including her fingerprint, retinal scan, pulse or other measurements, could be used to
gain access in some instances in predictable authentication sessions. By randomly or
otherwise unpredictably varying, for example, the haptic energy pattern and timing from
session to session, the digital representations of prior sessions should not be sufficient to gain

unauthorized access.
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[0354] Some users are reluctant to use their fingerprint to unlock a portable
computing device, such as a smart phone, since unlike a password, a fingerprint is not easily
changeable. Stolen passwords can easily be replaced, but once someone has stolen the
digital likeness of their fingerprint, the fingerprint is not easily changed. The disclosed
technology incorporates the uniqueness of a fingerprint from a negative (for those who worry
their ‘likeness’ could be stolen), into a positive with ways to mitigate the issue of someone
copying the fingerprint by adding ‘aliveness’ measurements as well as a random or
unpredictable authentication operation that involve a user’s unique fingerprint or other
characteristics of the finger.

[0355] One solution to authenticating that the user is the user, and not a scammer
sending the bank the Os and 1s that represent the user's password or an advanced biometric
representation, is to add second factor authentication (2FA) to verify the user. Some current
2FA uses both a password and a second factor for authentication. Examples of a second
factor include, for example, a number texted to the user’s mobile phone, a code emailed to
the user, or correct answers to questions that were previously provided by the user. Some
second factor authorizations make use of a second device.

[0356] However, existing 2FA methods can be hacked, including random
numbers texted to a second device that are then entered by the user, after inputting their
password. Furthermore, existing 2FA or multi-factor authentication methods can take time
or be difficult for a user, or require a second device, resulting in low usage by users of multi-
factor authentication methods.

[0357] The disclosed technology includes interactive approaches in which the
device can affect a fingerprint, akin to a bright light causing an involuntary muscle
contraction in the pupil that is being scanned or a facial recognition system recognizing a
closing of an eye following an authentication command to close an eye. The disclosed
technology includes an actuator that interacts with the user, causing a detectable response.
The interaction can include heating, cooling, vibrating, shining a light, emitting a sound, or
any other suitable stimulus that impacts a user. The actuator can be implemented by a
fingerprint sensor. In some instances, the actuator can include hardware of a computing
device, such as a mobile phone, that is separate from the fingerprint sensor and performs

other functionality for the computing device (e.g., vibrating the device). The response can
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be involuntary or voluntary. Involuntary responses, such as a change in heartbeat or pulse
rate may not even be apparent to the user. Other involuntary responses may relate to changes
in fingerprint ridges or internal fingerprint structures. Voluntary responses include a directed
finger movement, finger pressure, or entering information into a user interface by touch,
typing or speech.

[0358] As the stimuli can be unpredictable (e.g., random and/or exhibit statistical
randomness), can be in multiple steps, and can elicit predictable voluntary or involuntary
responses, the disclosed technology enables robust authentication. The stimuli or method
sequence can be randomly chosen by, for example, a randomized algorithm and/or using a
random number generator. For example, haptic stimuli can be unpredictably varied with
respect to interval between vibrations, the number of vibrations, and the duration of
vibrations, location of stimuli, or pattern of stimuli. Similarly, different heating stimuli are
possible. The user can also be prompted to rapidly rub his finger on the palm of his other
hand and then put it back on the fingerprint sensor. The higher temperature could then be
measured. This type of interaction would be very difficult to predict. The user can be
prompted to reorient the device, move in a particular direction, or squeeze a finger. Each of
these actions result in predictable outcomes that can be sensed and analyzed, by, for
example, quantifying finger ridge spacing or movement of a point on the finger from frame
to frame of an acquired set of ultrasound images of the finger.

[0359] In an embodiment, a user can be authenticated using two collocated
devices, such as a computer in a bank branch and the user’s mobile phone, both of which
include biometric touch scanners in accordance with any of the principles and advantages
disclosed herein. The user is then authenticated by confirming that the devices are reading
fingerprints of the same user with corresponding measure(s), such as temperature of the user,
pulse rate, and/or pulse oximetry reading, to authenticate the user.

[0360] This approach can be expanded to two users in the same place, in a system
analogous to a bank requiring co-signing wires above a certain dollar threshold. Both parties
can sign on using an application, indicating one is the account holder and the other a co-
signer. Both parties get their fingerprint verified as being their own as well as one or more of
their biometric parameters, such as one or more of their pulse, temperature, and oxygen level.

The parties switch devices when prompted by the bank or other online site, and fingerprint
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and one or more biometric parameters are detected for each user after switching. The users
are authenticated if the fingerprint and biometric levels match.

[0361] An added level of security may be possible by introducing a digital
watermark and encryption, in which the biometric data and interactions are combined to form
a digital watermark and encrypted within the data stream. For example, such a digital
watermark and encryption can be introduced in the data streams of the systems of FIG. 67
and/or FIG. 68. A watermark and encryption can enable the detection of a cut-and-paste
action by helping one notice a disruption or pause or break in the data stream. For example,
if a bank causes a haptic energy pulse prompt for a user to recognize that they should remove
their finger, then the scammer would have to almost instantly send the Os and 1s equivalent
to removing a finger and then also send the requisite Os and 1s in response to a prompt of
standing that would change the pulse — or the Os and 1s representing the user’s fingerprint
being pushed down — to be authenticated. A watermark and encryption would be designed
to be able to detect splices or interruptions in the flow of data, as the scammer tried to keep
up with interactive prompts.

[0362] Embodiments of the disclosed technology related to improved devices,
systems, and methods for authentication, including authentication to determine aliveness.
Such embodiments relate to determining whether a fingertip on a receiving surface of a
sensing device is an actual live finger instead of a prosthetic device, non-live finger, or other
object that is attempting to authenticate in place of a live finger.

[0363] The disclosed technology can address problems related to scammers
spoofing remote devices with so-called ‘replay’ attacks. For example a scammer may try to
trick an authentication method by replaying the digital signature used during authentication
sessions from the newer biometrics scans. Moreover, certain biometric scans may not stop
scammers using a Trojan horse to add a false template (i.e., a template that would be matched
with a fingerprint or face algorithm upon authentication) to circumvent the authentication
process. With two-way communication between a scanner and a user, it can be significantly
more difficult to trick a scanner with a digital signature or a false template or other attempt to
trick the scanner.

[0364] During transmission a scammer could also attack the transmission

between the phone and the bank and tamper with the template stored at a bank or cloud site.
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Computing devices that include bio-metric scans in addition to a fingerprint scan, such as
facial recognition or iris scanning, still can be fooled with false templates or replay attacks.

[0365] Therefore, there is a need for simple-to-execute systems of interactivity,
with multiple scans happening during an authentication session as a way to overcome these
authentication problems. The disclosed technology combines biometric measurements and
factors with interactions between different biometric devices for authentication.

[0366] Just as Mission Impossible agents and James Bond replicated fingerprints
to fool authenticators, it is possible to break into existing systems that lack interactivity with
replay attacks, the disclosed technology introduces two way communications, including
sensing and effecting, for random, unpredictable interactive sessions for authentication. For
example, the disclosed technology can measure a common factor, such as pulse, with a
fingerprint device and another separate biometric device. Each measures the pulse during
their main authentication process, which is combined with, for example, fingerprint
recognition, iris recognition, facial recognition, or retina recognition.

[0367] Example embodiments include a fingerprint sensor, an actuator, and a
processor configured to authenticate a finger based on an image of the finger generated by
the fingerprint sensor and a detected response to the energy delivered by the actuator. The
fingerprint sensor can implement the actuator in certain embodiments. Various embodiments
will now be described with reference to the drawings.

[0368] FIG. 69 illustrates an example embodiment of a biometric touch scanner
with two way communication, including a light source 560 actuator below an ultrasound
transducer array 400, which is below glass 410 with a receiving surface upon which a finger
can be placed. In an embodiment, the light source 560 is a component of an optical system
550 as described above with respect to FIG. 68.

[0369] FIG. 70 illustrates the embodiment of FIG. 69, in which the light source
560 actuator transmits light through the ultrasound transducer array 400 and glass 410 to a
finger 105 on the receiving surface of the glass 410. The light source 560 emits light at a
wavelength, for a duration, and at a power level sufficient to heat at least a portion of the
finger 105 on the receiving surface from temperature T to temperature T+AT, where T may
be close to room temperature and/or finger temperature, and AT is sufficient to be detectable

by the biometric source scanner. The change in temperature AT can be discernable by a
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person, but not so large as to burn the person’s finger. For example, AT may vary from a
tenth of a degree to several degrees on the Fahrenheit scale. The change in temperature AT
can be detected by the ultrasound transducer array 400 in certain applications. The change in
temperature AT can be detected by a light sensor of an optical system that includes the light
source 560 in some instances.

[0370] From the temperature difference AT, a specific heat of the tissue of the
finger 105 can be detected. The change in temperature or specific heat can be different for a
live finger and from other objects that could be used in place of a live finger, such as a fake
finger or non-live finger. A processor can authenticate the finger 105 based on whether the
temperature difference AT is consistent with an expected temperature difference associated
with live tissue. The processor can also use an image of the finger 105 generated using the
ultrasound transducer array 400 to authenticate the finger 105.

[0371] An ultrasound transducer array can be used as an actuator and a sensor.
FIGS. 71 and 72 illustrate embodiments in which an ultrasound transducer array is used as a
sensor and an actuator. In these embodiments, the ultrasound transducer array can deliver
energy to an object and also detect a response to the energy delivered to the object. While
the ultrasound transducer array can detect a change in temperature in response to ultrasonic
heating in FIGS. 71 and 72, an ultrasonic transducer array can detect a variety of other
responses to applied ultrasound energy such as responses to pressure. Moreover, the
ultrasound transducer arrays of FIGS. 71 and 72 can also be used in authenticating a
fingerprint.

[0372] FIG. 71 illustrates an example embodiment of a biometric touch scanner
with two way communication, including a point focus ultrasound heater 710 that focuses
ultrasound from the ultrasound transducer array 400 through glass 410 to a point (e.g., a
relatively small region, dot, or pixel) of a finger on the receiving surface of the glass 410,
such that the point focused ultrasound energy incrementally heats the finger. The point focus
ultrasound heater 710 can input excitation to opposite electrodes that are 180° out of phase
and transmit the focused ultrasound energy on each set of electrodes. A change in
temperature of the finger in the area being heated can be detected using the ultrasound

transducer array 400 can be used to authenticate the finger.
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[0373] FIG. 72 illustrates an example embodiment of a biometric touch scanner
with two way communication, including a line focus ultrasound heater 720 that focuses
ultrasound from the transducer array 400 through glass 410 to a line (linear region) of a
finger on the receiving surface of the glass 410, such that the line focused ultrasound energy
incrementally heats the finger. The line focus ultrasound heater 720 inputs excitations on
one side of the array. A change in temperature of the finger in the linear region being heated
can be detected using the ultrasound transducer array 400 can be used to authenticate the
finger.

[0374] Other actuators can be integrated with a fingerprint sensor, such as an
ultrasonic fingerprint sensor. For example, a resistance-based temperature sensor can apply
resistance-based heating to a finger and sense the change in temperature. FIGS. 73 to 75
illustrate an example embodiment of an interactive biometric touch scanner with a fingerprint
sensor and integrated with an actuator.

[0375] FIG. 73 illustrates an example embodiment of a biometric touch scanner
with two way communication, including a resistance based heater 730 capable of sending
current through the electrodes (top and bottom metal electrodes) of the ultrasound transducer
array 400 through glass 410 to a finger on the receiving surface of the glass to create a
heating sensation at the user’s fingertip.

[0376] FIG. 74 illustrates heating a finger 105 with the biometric touch scanner
of FIG. 73., The resistance based heater 730 can heat the finger 730 to raise a temperature of
some or all of the finger 105 from temperature T to temperature T+AT. In some instances, T
may be relatively close to room temperature and AT is sufficient to be discernable by a
person, but not so large as to burn the person’s finger. The resistance can alternatively or
additionally be implemented using electrodes that are separate from the transducer device
electrodes.

[0377] FIG. 75 illustrates operation of the embodiment of FIGS. 73 and 74. In
the left portion of FIG. 75, no current is flowing and the finger on the receiving surface of the
finger on the receiving surface is at a temperature T. The temperature sensor can detect
temperature T in this state. In the right portion of FIG. 75, current is flowing through the
electrodes, generating resistance-based heating, emitting heat through the glass to a finger on

the glass, and raising the heat of the finger on the receiving surface to T + AT. The
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temperature sensor can detect temperature T + AT in this state. A processor can use this
change in temperature to authentic the finger 105. A processor can also use an image of the
finger 105 generated using the transducer array 400 in the authentication.

[0378] Interactive biometric authentication can be performed in a wireless
communication device, such as a mobile phone. Wireless communication devices include
one or more antennas to wirelessly transmit and/or receive signals. Mobile phones typically
include a display, such as liquid crystal display (LCD) or an organic light emitting diode
(OLED) display. Fingerprint sensors disclosed herein can be positioned below the display of
a mobile phone. A mobile phone can also include an engineered glass having surface
configured to receive a finger and/or below the surface configured to receive the finger.
Fingerprint sensors disclosed herein can be positioned below the engineered glass in a
mobile phone. The mobile phones shown in FIGS. 76-81 each include one or more antennas,
a display, and a fingerprint sensor. Any of these mobile phones can include a fingerprint
sensor integrated with an optical system in accordance with any suitable principles and
advantages disclosed herein.

[0379] FIGS. 76-81 illustrate representative operations of two way
communication scenarios associated with voluntary user response in response to energy
delivered by an actuator. In certain instances, authentication that involves voluntary action
can engage a brain of the user and provide robust authentication that can be even more
difficult to fool than involuntary responses in certain applications. A first example scenario
is illustrated in FIGS. 76-79. A second example scenario is illustrated in FIGS. 76, 77, 80
and 81.

[0380] FIG. 76 illustrates the user interface of an example portable
communications device including a biometric touch scanner and a display for measurements
or indications of heart rate, pulse oxidation levels, blood flow, temperature, two way
authentication, and fingerprint detection. In a first operation of the two way communication
scenario of FIGS. 76-81, the device prompts the user to scan a finger.

[0381] FIG. 77 illustrates an intermediate operation of the two way
communication scenarios of FIGS. 76-81, in which the user scans the finger. The biometric
touch scanner extracts biometric information and displays biometric information. For

example, in FIG. 77 the biometric information includes the fingerprint, a heart rate of 100
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bpm, a pulse oxidation measurement of 98%, a blood flow estimate of 5 cm/s, and a
temperature of 37°C. Any suitable biometric information can be presented to the user such
as any combination of the illustrated biological information and/or other suitable biological
information. A placement indictor, such as a green oval, provides feedback if the fingertip is
placed properly on the sensor and the biometric information is acquired. A template image
of the scanned fingerprint may be displayed within the green oval. This template image
signals the user that her finger is properly placed and that a fingerprint was acquired, without
necessarily displaying the fingerprint itself.

[0382] FIG. 78 illustrates an intermediate operation of the two way
communication scenario of FIGS. 76-79. After scanning the biometric information, the
device generates a sensation at the user’s fingertip with an actuator, by heating, radiation,
pressure, neuro-stimulation or any other suitable technique. The user is then prompted to
provide an input corresponding to the sensation that is felt. The sensation may correspond to
a pulse count, the location at which the sensation is generated, the direction of sensation, the
shape of the sensation provided to the finger, the like, or any suitable combination thereof.
In FIG. 78, a sensation corresponding to shape A is drawn on the user’s fingertip. The
display prompts the user to enter the shape corresponding to the sensation felt by the user, as
an interactive form of two way authentication. The actuation can be determined such that the
two way authentication entry is not predictable in advance.

[0383] FIG. 79 illustrates another operation of the two way communication
scenario of FIGS. 76-79. In response to the prompt of FIG. 78, the user enters the shape
sensed at the fingertip, in this example an A. If the user enters a shape that matches the
actuated shape that was applied to the finger, the user is authenticated.

[0384] FIG. 80 illustrates an intermediate operation of the two way
communication scenario of FIGS. 76, 77, 80 and 81. After scanning the biometric measures,
the device generates a sensation at the user’s fingertip with an actuator, by heating, radiation,
pressure, neuro-stimulation or any other suitable technique. The user is then prompted to
input what sensation is felt. The sensation may correspond to a pulse count, the location or
corner at which the sensation is generated, the direction of the ultrasound beam (such as top
to bottom), or the shape that is drawn on the finger. In FIG. 80, a sensation corresponding to

three pulses is applied to the user’s fingertip. The display prompts the user to enter the
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number of sensed pulses. The actuation can be determined such that the two way
authentication entry is not predictable in advance.

[0385] FIG. 81 illustrates an operation of the two way communication scenario of
FIGS. 76, 77, 80 and 81. In response to the prompt of FIG. 80, the user enters an indication
of the number of pulses felt by the user at his fingertip. If the user enters the correct number
of pulses (i.e., three, in this example), the user is authenticated.

[0386] These two scenarios are representative of two way, three way, or higher
levels of multiway authentication. By combining identifying biometric aspects of the user, a
fingerprint, and a detected response to actuation, stronger forms of authentication are
possible than authentication with system in which biometric measures are not used.

[0387] FIG. 82 illustrates two way communication scenarios to determine
whether a finger exhibits properties of being attached to a live person. A live finger can
provide biometric measurements such as heart rate, blood flow, temperature, peripheral
blood oxygen content, etc. A certain number of these biological measurements can be used
to authenticate a finger. For instance, it is unlikely that a fake finger can have at least three
of the aforementioned biological measurements that mimic a live finger. While it may be
possible simulate one or more of these measures with either an artificial finger, digital
simulation, or a non-live finger, using a combination of measures for authentication can
significantly increase the chances of false identification.

[0388] FIG. 82 illustrates the system’s ability to determine whether or not a
finger is alive. Live finger display 7650 includes biometric measurements of heart rate, pulse
oximetry (Sp0O2), blood flow, and temperature, all of which are within normal ranges. Live
finger display 7650 also includes a touch pressure and the user’s fingerprint. In comparison,
the fake finger display 7660 does not register the biometric features. Attempts to fool a
system by using a non-live finger would not be successful because the heart rate and other
biometric features are unlikely to be within normal limits, even if the fingerprint appears to
be accurate. Artificial fingers that include an expected temperature and valid appearing
fingerprint may or may not be able to simulate all of the biometric features. Moreover, they
may have particular difficulty responding to prompts regarding, for example a sensed shape

or number of pulses, as described in the scenarios of FIGS. 76-81. Responding to prompts
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that are generated in a manner that exhibits statistical randomness can be particularly
difficult for artificial fingers. Such a prompt can be generated randomly by an algorithm.

[0389] FIG. 83 illustrates an example biometric sensing device 8300, with a
surface 8305 configured to receive a finger, a fingerprint sensor 8310, and an optical system
550. The fingerprint sensor 8310 generates data indicative of an image of at least a portion
of a fingerprint of the finger in contact with the surface. The optical system 550, integrated
with the fingerprint sensor 8310, is configured to transmit light to the surface through the
fingerprint sensor. The biometric sensing device 8300 can implement any suitable
combination of features of the biometric sensors with integrated optical systems discussed
herein. The biometric sensing device 8300 can implement one or more features of interactive
biometric scanners discussed herein.

[0390] FIG. 84 illustrates an example biometric sensing device 8400, with a
surface 8305 configured to receive a finger, ultrasound transducers 405, an optical system
550 and one or more processors 8410. The ultrasonic transducers 405 are configured to
transmit an ultrasound signal to the surface. The optical system 550 is integrated with the
ultrasonic transducers 405. The optical system 550 is configured to transmit light to the
surface and receive light reflected from the finger in contact with the surface. One or more
processors 8410 are configured to generate an image of at least a portion of a fingerprint
based on a reflection of the ultrasound signal from the finger. The one or more processors
8410 are configured to generate a liveness parameter based on the received light. The
biometric sensing device 8400 can implement any suitable combination of features of the
ultrasound transducers with integrated optical systems discussed herein. The biometric
sensing device 8400 can implement one or more features of interactive biometric scanners
discussed herein.

[0391] FIG. 85 is a flowchart of a method 8500 of authenticating a user. In block
8510, method 8500 transmits, by a fingerprint sensor, a signal to the finger. In block 8520,
method 8500 generates an image of at least a portion of the finger based on a received signal
associated with the signal transmitted to the finger. In block 8530, method 8500 transmits
light through the fingerprint sensor to the finger. In block 8540, method 8500 generates a
liveness parameter based on a reflection of the light from the finger. In block 8550, method

8500 authenticates a user based on the image and the liveness parameter. The method 8500
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can be performed using a system with one or more features of the biometric sensors with
integrated optical systems discussed herein. Moreover, any suitable features of the
interactive two-way communication discussed herein can be performed with the
method 8500.

[0392] FIG. 86 illustrates an example interactive biometric sensing system 8600,
with a sensor 8610, an actuator 8620 and a processor 8630. Sensor 8610 is configured to
generate a biometric image associated with an object. The biometric image can be an image
of at least a portion of a finger. Such an image can be of a surface of a finger or an internal
structure of the finger. Alternatively, the biometric image can be of at least a portion of a
face or an irts. Actuator 8620 is configured to deliver energy to the object. Processor 8630
is configured to authenticate the object based on the biometric image and a response to the
energy delivered by the actuator.

[0393] FIG. 87 illustrates an example interactive biometric sensing device 8700,
with a surface 8305 configured to receive an object, and a sensor 8710. Surface 8305 is
configured to receive an object. Sensor 8710 is configured to generate biometric information
associated with the object while the object is on the surface, delivery energy to the object,
and detect a response to the delivered energy. Accordingly, the sensor 8710 functions as
both a sensor and an actuator.

[0394] FIG. 88 is a flowchart of a method 8800 of authenticating a user. In block
8810, method 8800 transmits, by a fingerprint sensor, a signal to a surface configured to
receive a finger. In block 8820, method 8800 generates an image of at least a portion of the
finger based on a received signal associated with the signal transmitted to the finger. In
block 8830, method 8800 delivers energy to the finger. In block 8840, method 8800
generates a liveness parameter based on a detected response to the energy delivered to the
finger. In block 8850, method 8800 authenticates a user based on the image and the liveness
parameter. Any suitable features of the interactive two-way communication discussed herein
can be performed with the method 8800.

[0395] FIGS. 89 and 90 illustrate example embodiments with a fingerprint sensor
that is at least partially transparent and that passes light for an optical system. The
fingerprint sensor can include an ultrasound transducer array that is at least partially

transparent. The ultrasound transducer array may be configured as an optically transparent
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fingerprint sensor. The ultrasound transducer array may be formed entirely, substantially
entirely, or only partially from transparent materials.

[0396] Arrangements in which an optical system and an ultrasonic fingerprint
scanner are disposed together (e.g., as in the arrangements of FIGS. 81-91) may beneficially
prevent spoofing of the authentication process. In particular, such an arrangement may be
relatively immune from a high quality dummy fingerprint, as such as dummy fingerprint
would not register as a live finger according to readings from the optical system, which may
be associated with greater depths of the finger or object being imaged. In such embodiments,
the system may be able to identify spoof attempts, even if a fraudster were to place a live
finger on some other spot on the device.

[0397] FIG. 89 illustrates an example embodiment of a biometric sensing device
8900 in which light source 560 for an optical system (such as optical system 550) is disposed
below an ultrasound transducer array 400, while an optical sensor 570 for the optical system
is disposed above the ultrasound transducer array 400. The light source 560 may be an
infrared and/or a visible light source, such as an LED or an OLED. The light source 560 can
be arranged to transmit light at two or more different wavelengths. The ultrasound
transducer array 400 may be configured as a fingerprint sensor and may be at least partially
transparent to the light from the light source 560. The optical sensor 570 may be a
photodetector sensitive to infrared and/or visible light and may also be at least partially
acoustically transparent (e.g., so as to enable operation of the fingerprint sensor 400) and at
least partially optically transparent (e.g., to as to enable light from light source 560 to pass
through sensor 570 on its way from the light source 560 to the finger 105). The
photodetector 570 can include a surface to receive the finger 105 in the device 8900.

[0398] As illustrated, the device 8900 of FIG. 89 can include a transparent
substrate 8910 between the light detector 570 and the ultrasound transducer array 400. The
substrate 8910 may be formed from glass 410 or any other suitable transparent material (e.g.,
any material having suitable optical and acoustic properties to enable operation of the
ultrasound transducer array 400 and the optical system including the light source 560).

[0399] FIG. 90 illustrates an example embodiment of a biometric sensing device

9000 in which an optical system 550, which can include a light source 560 and an optical
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sensor 570, is disposed below the ultrasound transducer array 400. In the example of FIG.
90, the optical system 550 need not be acoustically transparent.

[0400] FIG. 91 illustrates an example embodiment of a biometric sensing device
9100 in which optical system 550 is integrated with and disposed above the ultrasound
transducer array 400. In the example of FIG. 90, the optical system 550 may be at least
partially acoustically transparent, to enable the ultrasound transducer array 400 to image or
scan the finger 105 through the optical system 550. In the example of FIG. 91, the ultrasound
transducer array 400 need not be optically transparent.

[0401] FIG. 92 illustrates an example embodiment of a biometric sensing device
9200 including ultrasound transducer array 400 and optical systems 550a and 550b. One
optical system 550b is disposed laterally from the transducer array 400 within a device
substrate 410. The transducer array 400 is disposed between the other optical system 550a
and a surface of the biometric sensing device 9200 configured to receive a finger. The optical
system 550b in FIG. 92, which is disposed away from the fingerprint sensor, can scan finger
105 and detect veins within the finger 105 and/or one or more other biometric parameters.
The pattern of veins may be used for authenticating and/or identifying the user. The optical
system 550b may include components such as an infrared (IR) light source, an LED, and one
or more photoreceptors.

[0402] FIGS. 93 and 94 illustrate example embodiments including ultrasound
transducer array 400 and optical systems 550a and 550b and that includes at least some
components located on an external device. Embodiments such as those illustrated in FIGS.
93 and 94 may provide for an additional or alternative means of authentication or liveness
verification, without a user’s fingerprint being shared and without the user having to expose
their fingerprint to another potentially untrusted device. As examples, the external device
may identify the user and/or confirm liveness using machine learning-derives identification
parameters or using vein or artery patterns in the user’s finger or other body part.
Additionally, the components on device 9200 and external device 590 (as in FIG. 93) or 595
(as in FIG. 94) may work together to image a pattern of veins within the finger 105, as part of
authenticating the finger 105 and associated user.

[0403] In the example of FIG. 93, the optical system 550b includes a light source

560 and the external device includes an optical sensor 590. The optical sensor 590 may

-80-



WO 2019/032590 PCT/US2018/045619

image or scan the finger 105 using visible and/or infrared light emitted by the light source
560.

[0404] In the example of FIG. 94, the optical system 550b may include a light
source 560 and may also include an optical sensor 570. The external device may include an
external optical system 595 including a light source and/or an optical sensor. With the
arrangement of FIG. 94, the finger 105 can be scanned individually by optical sensor 570 and
light source 560, scanned individually by external optical system 595, or scanned using a
combination of these systems. As a first example, the external optical system 595 may emit
light that is received by optical sensor 570 to image the finger 105. As a second example, the
light source 560 may emit light that is received by the external optical system 595 to image
the finger 105.

[0405] The examples of FIG. 93 and 94 may include an absorptive pulse oximeter
or reflective oximeter. In particular, the external device may receive, with sensor 590, visible
and/or IR light, emitted by light source 560, and may measure one or more biometric
parameters, such as pulse rate and/or blood oxygen content (e.g., SbO2), of the finger 105. In
some other embodiments, the external device may emit visible and/or IR light and an optical
sensor 570 in the disclosed device may receive the light. In still other embodiments, the
external device and/or the disclosed device may operate independently as reflective

oximeters.

Smart Cards
[0406] As shown in FIG. 95, a smart card 9500 may be provided that includes an

optically-transparent ultrasonic fingerprint scanner (such as the ultrasound transducer array
400 described herein) and with an integrated optical system (such as the optical system 550
disclosed herein) that is disposed below the fingerprint scanner. The smart card 9500 can
implement any suitable features of interactive biometric authentication disclosed herein by
itself and/or in combination with an external device (e.g., a card reader).

[0407] The smart card 9500 may be any suitable card, such as a card used for
payment purposes and/or for other purposes. As examples, the smart card 9500 may be a
credit card, a debit card, a membership card, a rewards card, an identification card, a security

card, a clearance card, a security card, an access card, a medical card, an insurance card, etc.
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Smart card 9500 includes a card body 9502. The card body 9502 can have a size suitable to
fit in a wallet. The smart card 9500 can have a thickness in a range from 400 um to 1000
um. For example, the smart card 9500 can have a thickness of about 760 um. The smart
card 9500 can be approximately 85.60 mm by 53.98 mm. The smart card 9500 can have
rounded corners in certain instances. Additional details and examples of smart cards
including ultrasound fingerprint sensors are also described in PCT Patent Application No.
PCT/US2018/029309, which is incorporated by reference herein in its entirety.

[0408] The ultrasonic fingerprint scanner in the smart card 9500 may be used to
authenticate users presenting the smart card 9500 for authentication. The fingerprint scanner
400 may serve to make it less likely that a card could be used by an unauthorized person. As
an example, a user may desire to purchase goods using a smart card 9500 and a payment
system may be configured to authorize the purchase only upon contemporaneous detection of
the user’s fingerprint using the fingerprint scanner 400.

[0409] In some embodiments, the optical system 550 may also be used in
authenticating users presenting the smart card 9500 for authentication. As described in
further detail herein, optical systems such as optical system 550 may be used to confirm
identity and/or liveness independently or in collaboration with a fingerprint sensor such as
ultrasound transducer array 400. The optical system 550 may sense a pulse within finger 105
(thus confirming liveness), may sense an oxygen level of blood in the finger 105 (e.g., using
principals similar to those of a reflective oximeter, and potentially confirming liveness), may
image a pattern of veins in the finger 105 (thus confirming identity and/or preventing at least
some forms of potential deception), etc. These are merely illustrative examples and other
examples described herein of how optical systems may work together with ultrasound
systems in authenticating a user and preventing fraud may also be applied to applications in
smart cards such as the example of FIG. 95.

[0410] In certain embodiments, smart card 9500 can include circuitry 9510. The
circuitry 9510 can perform one or more of the following functions: assists in the detection of
the user’s fingerprint, assists with the detection of authentication and/or liveness parameters
using the optical system 550, stores the user’s fingerprint and/or authentication or liveness
information used with the optical system 550 (in a secure manner), or assists in the operation

of the smart card 9500 and/or the fingerprint scanners, the optical system 550, the like, or
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any suitable combination thereof. The circuitry 9510 may include a power source such as a
photovoltaic cell, a battery, a capacitor, an RF harvesting circuit, etc. In certain instances,
the circuitry 9510 can include one or more of a smartcard chip, a processor, a memory, a
power regulator circuit, or the like.

[0411] In various embodiments, the smart card 9500 may include one or more
contacts 9512 that connect with an external device 9516 over one or more electrical paths
9514. As an example, contacts 9512 may engage with a card reader 9516 when smart card
9500 1is inserted into or otherwise in communication with the card reader 9516. In such
embodiments, signals may be routed between the card reader 9516 and the fingerprint
scanner 400 and/or the circuitry 9510. These signals can include power signals for powering
the fingerprint scanner 400 and/or the circuitry 9510 and can include fingerprint scans (e.g.,
where the user’s fingerprint is stored remotely), verification results (e.g., where the user’s
fingerprint is stored locally on the smart card 9500), the like, or any suitable combination
thereof. In some embodiments, some or all of the transmission and readout circuitry for
fingerprint scanner 400 may be omitted from the card 9500 and provided within external
circuitry of the card reader 9516. This can reduce the cost and complexity of the smart card
9500.

[0412] In some other embodiments, the smart card 9500 may include wireless
communication circuitry (including an antenna) in the circuitry 9510 and may convey data
associated with scans of the user’s fingerprint and/or fingerprint verification results
wirelessly to external circuitry such as card reader 9516. As examples, the circuits 9510 may
transmit signals using near-field frequencies or other radio frequency signals.

[0413] As illustrated in FIG. 95, the ultrasound scanner 400 and the optical
system 550 can be embedded within a card body 9502 of the smart card 9500. In some
embodiments, the ultrasound scanner 400 and the optical system 550 can be embedded flush
with a surface that receives the user’s finger 105 as shown in FIG. 95. In some other
embodiments, the ultrasound scanner 400 and the optical system 550 can be flush with a
surface opposite to a surface that receives the user’s finger 105 and ultrasonic waves 9506
may be transmitted by scanner 400 through the card body 9502. In other wvarious
embodiments, the ultrasound scanner 400 and the optical system 550 can be embedded

within the volume of smart card 9500 (e.g., not flush with any surface of the smart card
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9500) and can be completely or nearly completely surrounded by the material forming the
card body 9502. If desired, the optical system 550 may also be disposed apart from the
ultrasound scanner 400, such as in the examples of FIGS. 92-95. In still other embodiments,
the ultrasonic fingerprint scanner 400 and/or some or all of the optical system 550 can be
provided on a surface of the smart card 9500 (e.g., on an opposite side or the same side as the
side that receives the user’s finger 105).

[0414] The ultrasound transducer array 400 may be formed from a piezoelectric
material such as a piezoelectric polymer polyvinylidene fluoride (PVDF), a zinc oxide (ZnO)
thin film, or other desired materials. The ultrasound transducer array 400 of the smart card
9500 can be at least partly optically transparent such that light from the optical system can
propagate though the transducer array to the finger 105 and light reflected from the finger
105 can propagate through the ultrasound transducer array 400 to the optical system. A ZnO
thin film and/or associated metal electrodes can be optically transparent. A PVDF
piezoelectric layer can be optically transparent. For instance, a sufficiently thin (e.g., less
than 9 microns thick) PVDF layer can be optically transparent. In some embodiments, the
card body 9502 may be flexible. In some other embodiments the card body 9502 may be
rigid. The ultrasound transducer array 400 can be flexible. For instance, a PVDF based
ultrasound transducer array 400 can be flexible.

[0415] Accordingly, a flexible ultrasonic fingerprint scanner that is at least partly
optically transparent is provided with integrated optics. In this case, the ultrasonic
fingerprint scanner can be made sufficiently transparent for light from a light source to
propagate therethrough and for reflected light to propagate though to a photoreceptor. This
fingerprint scanner with integrated optics can be included in a smart card.

[0416] As shown in FIG. 96, a smart card 9600 can have one or more light
sources such as LEDs 9602 disposed above the ultrasonic fingerprint scanner 400. Such an
arrangement can facilitate emitting relatively large amounts of light into the finger 105, as
light from the LEDs 9602 need not pass through the ultrasound transducer array 400. The
illustrated ultrasound transducer array 400 can be transparent or only be partially optically
transparent and thus may absorb at least some light passing through it. Such large amounts
of light may be beneficial when detecting vein patterns in the finger 105 and/or or when

measuring pulse or blood oxygen levels in the finger 105.
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[0417] In another embodiment, a card similar to the illustrated smart card 9600
can be implemented without the illustrated optical system 550 disposed below the ultrasonic
fingerprint scanner 400. In such an embodiment, the ultrasonic fingerprint scanner 400 can

be non-optically transparent or optically transparent.

Mobile Devices
[0418] As shown in FIG. 97, a mobile device 9700 may be provided that includes

an optically-transparent ultrasonic fingerprint scanner (such as the ultrasound transducer
array 400 described herein) and with an optical system (such as the optical system 550
disclosed herein) that is disposed below the fingerprint scanner. The mobile device 9700
may be a mobile phone such as a smart phone, a tablet device, a portable device, a handheld
device, etc. The mobile device 9700 may also include a display 9702, which may be a
touchscreen display, and one or more antennas such as antenna 9704. The antenna 9704 can
transmit and/or receive radio frequency signals. The mobile device 9704 can implement any
suitable features of interactive biometric authentication disclosed herein.

[0419] FIG. 97 illustrates that ultrasound transducer array 400 and optical system
550 may be disposed on a front side of the mobile device 9700. The array 400 and optical
system 550 may alternatively or additionally be disposed on a rear side or lateral side face of
the mobile device 9700. While FIG. 97 illustrates the array 400 and optical system 550 as
being below the display 9702, this is merely illustrative. In general, array 400 and optical
system 550 may be disposed to any side of the display 9702 or can be disposed within the
display 9702 (e.g., behind the display 9702). Optical system 550 is shown as being smaller
than the array 400 in FIG. 97 merely for illustrative purposes. In general, optical system 550

may be smaller, larger, or the same size as the ultrasound transducer array 400.

Multiple Device Authentication
[0420] FIG. 98 illustrates multiple device authentication using a user’s device

9800 and a confirming device 9810. The user’s device 9800 and the confirming device 9810
can be mobile phones, for example. The user’s device 9800 includes an integrated
fingerprint and light scanner 9802 and a light scanner 9804. The integrated fingerprint and

light scanner 9802 can include an ultrasound fingerprint sensor and a light scanner in
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accordance with any suitable principles and advantages disclosed herein. For example, the
ultrasound fingerprint sensor can be at least partially transparent and the light scanner can
transmit and receive light through the ultrasound fingerprint sensor. The light scanner 9804
can detect one or more biometric parameters, such as a PPG waveform, a heart rate, a
respiration rate, a vein pattern, the like, or any combination thereof. The light scanner 9804
can include a reflexive oximeter. The confirming device 9810 includes an integrated
fingerprint and light scanner 9812 and a light scanner 9814.

[0421] In some instances, readings of reflective pulse oximeters may be adversely
affected by differences in ambient light and/or pressure of tissue on the sensor. Accordingly,
it may be beneficial to configure the light scanner 9804 of the user’s device 9800 and
configure the light scanner 9814 of the confirming device 9810 to reduce and/or minimize
differences in ambient light during scanning and/or to reduce and/or minimize any difference
in pressures between scanned tissue and the sensors. As an example, the light scanners 9804
and 9814 may be located in similar positions and/or with similar orientations on their
respective devices, such that a user holding the devices generally presses a scanned finger
onto each of the light scanners 9804 and 9814 with the same finger, at a similar level of
pressure, with a similar orientation, the like, or any combination thereof. This can reduce
and/or minimize differences in scans obtained by the two light scanners.

[0422] A user can be authenticated using his or her fingerprint using the
fingerprint sensor of the integrated fingerprint and light scanner 9802. A confirmation of the
match can be sent to indicate that the user’s fingerprint has been authenticated. This
confirmation can be sent to a bank or other interested party. The user, in the same location as
the fingerprint sensor, has PPG waveforms read and analyzed. Data, such as a pattern
associated with the PPG waveform and/or one or more other biometric parameters can be
sent to the interested party. The user, with a second finger on a confirming device, such as
another phone or computer, can have a biometric parameter sensed using a light scanner
9814. The light scanner 9814 can have substantially the same or similar equipment and
software to determine a biometric parameter (e.g., take a PPG waveform reading).
Associated data is sent to the interested party (e.g., a bank) to confirm a match with data

from the user’s phone.
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[0423] The interested party through our device’s software and machine learning
techniques can detect features that relate to age and state of health that correspond to the user
over past interactions. For example, parts of a PPG waveform reading can be different, as
there is variability hour to hour. This variability can help prevent a replay attack. Since the
user has two fingers on both devices, any hour to hour differences in the PPG waves are
shown to be the same at the time on both devices.

[0424] Accordingly, a biometric parameter or pattern (e.g., a PPG scan) can be
used for identification and/or authentication purposes. Substantially the same or similar
equipment and software on two different devices can be used in the authentication. The
ultrasound fingerprint scan can be done only on one of the devices at the same time and
location as the light scan on the other device. The other device does not detect the
fingerprint, so the user’s fingerprint will not be exposed to the other device or copied.

[0425] Machine learning can be used to develop an algorithm to add identifying
characteristics available for a second step authentication. Those characteristics can show up
on both phones and they could be stored external to the authentication devices, such as at a
bank or cloud website for confirmations. The characteristics could relate to, for example, a
heart condition or age or more specific readings of heart rate than just the summary pulse
number. A scammer using his or her own finger for a PPG scan along with a replay attack
of a recorded ultrasound fingerprint authentication of the user they are hacking, assuming
they could break into a phone to get the ultrasound fingerprint algorithm, would have to have
similar characteristics (e.g., be about the same age and heart condition and breathing
condition) as the authentic user to be authenticated with this technology.

[0426] Another algorithm could capture some of the relevant PPG waves that are
variable hour to hour, so that there would also be an authentication element that picks up the
various of the PPG reading, so that each time the variability would make the reading slightly
different, though the variability would be recorded as the same for the user’s finger on the
user device 9800 and the user’s finger on the confirming device 9810.

[0427] Using a second device for authentication allows for second step
authentication by a second device without exposing the user’s fingerprint to the second
device. This can be useful for a credit card company or merchant authenticating a

translation. A driver of a ridesharing service or a hotel manager may already have a known
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location, and their device can be used for authenticating a user without reading the user’s
fingerprint. With this technology, the authenticating party, such as a bank, could then know
that the user has traveled from Palo Alto to San Diego and their location has been verified by
a global positioning system (GPS) on both the smart phones of either a Uber driver or the
person at a San Diego hotel front desk. The same live signs from the reflective oximeter
appear on the user’s phone where his or her fingerprint is authenticated at the same time as

the life sign is being read. This can provide robust authentication.

Dynamic Biometrics and Machine Learning
[0428] Although some embodiments are discussed with reference to a liveness

parameter, any suitable biometric sensing device disclosed herein can be used to detect
dynamic biometrics. Dynamic biometrics can represent a pattern of one or more biometric
parameters over time. Detecting dynamic biometrics can involve one or more of imaging,
measuring, or analyzing real-time physiological responses of living tissue to external and/or
internal stimuli. By using dynamic biometrics, a biometric authentication system can be
more resistant to presentation attacks. Moreover, dynamic biometrics can be more
distinctive than static readings, such as an average pulse or blood oxygen level. In fact,
dynamic biometric can be sufficiently distinct to verify a person in combination with a
fingerprint. One or more processors (e.g., one or more of the processors 1065, 8410, or
8630) can track a one or more biometric parameters generated using any suitable biometric
sensing device disclosed herein over time. As an example, biorhythms related to a reflective
oximeter can be used in authentication.

[0429] The dynamic biometrics can be detecting during a fingerprint
authentication processor. One or more processors can apply machine learning to identify
traits of a person responding to prompts from an actuator of any suitable interactive
biometric sensing device disclosed herein. Any suitable interactive device or interactive
system disclosed herein that is able to actuate (for example, apply haptic energy) can enable
measurement of individual characteristics as to how a person responds to our device during
an authentication session. The processor(s) can detect patterns when a person responds to a
prompt, such as being prompted to stand up while being authenticated by both an ultrasound

sensor and our optical system that is generating a photoplethysmogram (PPG).

-88-



WO 2019/032590 PCT/US2018/045619

[0430] Dynamic biometrics can be used to generate improved, personalized
biometric readings. Machine learning can be used to find patterns in various biometric
parameters, such as PPG scans, respiration rate, heart rate, the like, or any combination
thereof. Such patterns can be used in biometric authentication. For instance, PPG waves can
change hour to hour, based on the activity of a person. If a mismatch from what is expected
by machine learning and/or artificial intelligence is detected by PPG readings, this can cause
authentication to fail or lead to an authentication system taking additional readings to
authenticate a person.

[0431] Machine learning and/or other techniques can capture a reasonably
distinct signature of a person from one or more biometric parameters (e.g., a PPG) during
authentication (e.g., while generating an image of at least a portion of a finger). The
reasonably distinct signature can be verified using two different sensing devices, such as
sensing devices on different mobile phones. As an example, a first mobile phone can read a
biometric parameter using a reflective oximeter of an optical system below an ultrasound
fingerprint sensor. On a second device, the person can use a reflective oximeter of the
second device to match the biometric parameter without risking exposure of sensitive data,
such as a fingerprint. Having the substantially the same reflective oximeter, substantially
same frequency, and substantially the same software can aid in verifying the biometric
parameter for robust authentication.

[0432] A biometric pattern is not permanent and can change hour to hour based
on a person’s activity, yet still provide distinctive aspects that can appear day to day.
Accordingly, a way to duplicate some life pattern, that is not unique but still reasonably
distinctive (e.g., about 1 in several thousand) can be implemented on two devices
concurrently. Since the readings should be slightly different, the user is not giving away his
or her unique fingerprint or facial identification while undergoing an additional measurement

for authentication.

Additional Embodiments
[0433] Embodiments of the disclosed technology can use an ultrasound

transducer array in accordance with any suitable principles and advantages discussed herein

as part of an interaction with a user being authenticated by a fingerprint scanner and/or a
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camera scanner equipped with facial recognition and motion-sensing software at the same
time. Having some action(s) by the user triggered and then detected by the two devices can
provide increased security. Incorporating several different interactive efforts with two
biometric devices create multiple possibilities that would be hard for a scammer to fake
and/or anticipate with a ‘replay’ attack. The disclosed technology can employ two or more
modalities in such interactions that authenticate the user, while they are also registering that
an action has been taken in response to a trigger by one of the authentication devices.

[0434] For example, if the user were triggered by the ultrasound transducer array
400 to make a specific motion, such as tilting his or her face upwards, in response to haptic
energy applied to the tip of the finger, or alternatively tilting the face down, in response to
haptic energy applied to the bottom of the fingerprint, such a motion could be detected by a
portable computing device equipped with a three dimensional motion sensor, that, for
example combines a camera and associated infrared beam, at the same time that a facial
identification authentication is completed.

[0435] In this case, a user’s finger, whose fingerprint is being authenticated by
the ultrasound system, can detect a signal of haptic energy from the fingerprint device to
prompt the user to react. Next, the user’s face, authenticated by a separate device such as a
phone camera, is detected to have moved. For example, part of the authentication scheme
can prompt the user to close an eye or wink. Both the facial authentication and facial
movement information are then passed to a system to register and confirm the actions as part
of the authentication process. In this case, one would have created cross-talk and work being
done, coordinated and confirmed between the two different biometric devices.

[0436] An advantage of registering movement by a user’s face, instead of his
arm, has the advantage that the user’s face can be confirmed to be from the same person as
the confirmed fingerprint.

[0437] In an embodiment, the order can be reversed: A camera/flash/illuminator
could also initiate an action, such as a small red light, prompting the user to temporarily
remove their fingerprint that is being authenticated from the screen. At the same time, the
red light might also signal that the user briefly move their head from side-to-side. In this

case, the camera/flash/illuminator can trigger an action that is read as a response by both
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devices. The camera/flash/illuminator registers the head movement and the fingerprint
reader registers the removal of the finger.

[0438] With interactivity, multiple scans can occur concurrently during an
authentication session. In such scans, several different bio-metric measurements can be
combined, with a common measurement/factor and with interactions between different bio-
metric devices. A system can include different biometric sensors and a fingerprint
sensor/device equipped with multi-mode biometric scanning.

[0439] An interactive biometric system can measure a common factor, such as
pulse, with a fingerprint device and another separate biometric device, with each measuring
the same common factor during their main authentication process while they each are
measuring two other factors, such as the fingerprint and face.

[0440] The disclosed technology enables confirmation of aliveness of a fingertip
or other appendage from another biometric scanning device on the same phone, computer, or
other device. Examples of detecting an aliveness parameter include scanning a pulse from
minute color changes in the face, from the movement of blood via heart pulses, from the
phone’s camera as well as from our fingerprint device, using the similar principal of
reflective oximeter. Both of these pulse scans can happen while the user’s facial
identification is confirmed by the phone’s camera and the fingerprint scanner is confirming
the user’s fingerprint. This can create a common denominator of a measurement shared and
confirmed by itself and the camera authenticating the face or iris.

[0441] If both the camera and our fingerprint scanner are measuring the pulse,
then the pulse would increase if a user stood up, and that would be measured by both the
camera and the fingerprint scanner — so such an interactive action would be measured by two
different biometric sensors on the phone. Furthermore, a camera device with a 3D motion
sensor could detect such a motion change from the user standing up while the camera is also
reading a change in the pulse.

[0442] In order to confirm that the fingerprint scanner heart beat is similar to
measurement by the camera’s facial identification scanner, the heart rate or timing between
beats can be compared to determine that they are the same, even though the beats occur at

different times in the finger and in the face due to different distances from the heart.
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[0443] Combining two or more different biometric scanning devices with
multiple variables or measurements (for example, heart rates measured by different sensor
modalities) at the same time that the two multi-mode biometric scanning devices are
authenticating that the user is the same person with a recognized face and fingerprint, it is
harder for a scammer to fool both sensors, as a fake face would have to register the same
pulse as that of a fake fingerprint.

[0444] Other sensor modalities can be included, such as measuring respiration
rates by camera, which can be similar to using an optical system 550 for reflective oximetry.
For example, plethysmograms captured by the optical system can be analyzed using image
processing and pattern recognition techniques to determine changes in respiration rates.

[0445] In some embodiments, multi-factor authentication can be performed on
one integrated ultrasound/reflectance pulse oximeter device and some multi-factor
authentication can be prompted by the larger device (such as a smart phone). As an example,
a smart phone can vibrate as a prompt.

[0446] A device, such as a mobile phone, can program at what stage an aliveness
reading is involved in authentication and/or at what stage an interactive authentication
session is implemented. Users can desire that their mobile phones to turn on reliably and
quickly, and therefore a basic ultrasound fingerprint scan can unlock the phone. Such a
measurement can reduce the chances of a false rejection. Built into a mobile phone’s settings
or in an application installed on the phone, a user could configure a setting so that
authentication can also include another biometric reading (e.g., pulse, temperature and/or
SPO2 reading) for access to certain files and/or a user could add an interactive authentication
with random prompts coming from the phone computing unit or an application specific
integrated circuit. A user, or a third party wanting to authenticate the user, could program
the phone, as to when the device would employ interactive authentication to add security
access and identity protection for external connections, such as signing on to the office
remotely or the cloud or for shopping or bank sites. Accordingly, a biometric authentication
system can operate in different modes with different levels of authentication. Such a system
can be configurable such that accessing certain files and/or certain functionalities of a device
can involve higher levels of authentication, such as any suitable features of the interactive

biometric sensing discussed herein.
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[0447] To implement interactive authentication in accordance with the principles
and advantages discussed herein, an application on a mobile phone or computer can accept
input from a third party to initiate an actuator prompting a user. Accordingly, a third party
can direct random and/or unpredictable interactive biometric prompts and/or biometric
measurements.

[0448] An interactive biometric sensing system can include a sensor configured
to generate a biometric image associated with an object, a prompting device configured to
prompt an action associated with the object, and a processor configured to authenticate the
object based on the biometric image and a detected biometric response to the prompt. For
instance, the sensor can be a fingerprint sensor. The prompting device can prompt the user to
take action, such as by providing text and/or audio to prompt the user to take action (e.g., to
stand up, to jump, etc.) that should result in a detection biometric response. Then the
biometric response can be detected and the processor can authenticate the used using both the
biometric image and the detected response.

[0449] One aspect of the disclosed technology is an acoustic fingerprint sensing
device. The device includes an array of ultrasonic transducers configured to transmit an
ultrasound signal having a frequency in a range from 50 megahertz (MHz) to 500 MHz. The
ultrasonic transducers include a piezoelectric film. The device further includes first metal
electrodes. The device further includes second metal electrodes that can be orthogonal to the
first metal electrodes. The first metal electrodes and the second metal electrodes enable
addressing of the ultrasonic transducers of the array. The device further includes a surface
configured to receive a finger. The device further includes a processor configured to
generate an image of at least a portion of a fingerprint of the finger in contact with the
surface based on a reflection of the ultrasound signal from the finger. The device further
includes an actuator configured to vary the temperature of and/or the pressure on the finger
in contact with the surface.

[0450] In an embodiment, the actuator includes the ultrasonic transducers.

[0451] In an embodiment the actuator varies the pressure in a series of pulses
focused on a configurable region of the receiving surface. In an embodiment, the actuator
focuses heat on a configurable region of the receiving surface to increase the temperature at

the region by at least 0.1°C.
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[0452] In an embodiment, the frequency of the ultrasound signal is in a range
from 125 MHz to 250 MHz. In an embodiment, the frequency of the ultrasound signal isin a
range from 50 MHz to 100 MHz. In an embodiment, the piezoelectric film has a thickness in
a range from 3 micrometers (um) to 75 um. In an embodiment, the piezoelectric film has a
thickness in a range from 10 micrometers (um) to 20 pm.

[0453] In an embodiment, the device further includes a receiver circuit configured
to process an electronic receive signal generated by the array of ultrasonic transducers in
response to the reflection to provide a processed signal to the processor.

[0454] In an embodiment, the image has a resolution of at least 500 pixels per
inch.

[0455] In an embodiment, the first metal electrodes are in physical contact with a
plate that includes the surface.

[0456] In an embodiment, the piezoelectric film comprises at least one of zinc
oxide, aluminum nitride, or lead zirconium titanate. In an embodiment, the surface is a
surface of a plate that comprises glass and a matching layer, and the matching layer has a
thickness corresponding to a quarter of a wavelength of the ultrasound signal in material of
the matching layer.

[0457] In an embodiment, the processor is configured to estimate a force at which
the finger contacts the receiving surface based on an area of the finger in contact with the
receiving surface. In an embodiment, the processor is configured to detect a temperature of
the finger based on a sound speed associated with the reflection. In an embodiment, the
processor is configured to detect a parameter associated with a liveness of the finger based
on the reflection, and to provide an indication of whether the finger is part of a live human
based on the liveness parameter.

[0458] Another aspect is a method of authenticating a fingerprint. The method
includes: addressing ultrasound transducers of an array of ultrasound transducers using first
metal electrodes and second metal electrodes, the second metal electrodes orthogonal to the
first metal electrodes. The method further includes transmitting, by the array of ultrasonic
transducers, a first ultrasound signal in a frequency range from 50 megahertz (MHz) to
500 MHz towards a receiving surface. The method further includes receiving, using the one

or more ultrasonic transducers, a reflection of the first ultrasound signal. The method further
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includes generating a first image of at least a portion of a finger on the receiving surface
based on the reflection of the first ultrasound signal. The method further includes varying,
by an actuator, the temperature of and/or the pressure on the finger in contact with the
receiving surface. The method further includes transmitting, by the array of ultrasound
transducers, a second ultrasound signal having a frequency in a range from 50 megahertz
(MHz) to 500 MHz. The method further includes generating a second image of at least a
second portion of the fingerprint of the finger based on a reflection of the second ultrasound
signal. The method further includes authenticating the fingerprint in response to a
comparison of the first image and the second image, corresponding to the change in
temperature of and/or the pressure on the finger in contact with the receiving surface.

[0459] In an embodiment, the method further includes varying, by the actuator,
the pressure in a series of pulses focused on a configurable region of the receiving surface.
In embodiment, the method further includes heating, by the actuator, a configurable region of
the receiving surface to increase the temperature at the region. In some instances, the
temperature can be increased by at least 0.1°C.

[0460] In an embodiment, the method further includes processing an electronic
receive signal generated by the array of ultrasonic transducers in response to the reflection of
the first ultrasound signal.

[0461] In an embodiment, the first metal electrodes are in physical contact with a
plate that includes the receiving surface.

[0462] In an embodiment, the method further includes estimating a force at which
the finger contacts the receiving surface based on an area of the finger in contact with the
receiving surface. In an embodiment, the method further includes detecting a temperature of
the finger based on a sound speed associated with the reflection. In an embodiment, the
method further includes detecting a parameter associated with a liveness of the finger based
on the reflection. In an embodiment, the method further includes providing an indication of
whether the finger is part of a live human based on the liveness parameter.

[0463] Another aspect is a biometric sensing and actuating device for fingerprint
identification. The device includes an array of ultrasonic transducers configured to transmit
an ultrasound signal having a frequency in a range from 50 megahertz (MHz) to 500 MHz.

The device further includes first metal electrodes. The device further includes second metal
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electrodes that can be orthogonal to the first metal electrodes. The first metal electrodes and
the second metal electrodes enable addressing of the ultrasonic transducers of the array. The
device further includes a surface configured to receive a finger. The device further includes
a processor configured to generate an image of at least a portion of a fingerprint of the finger
based on a reflection of the ultrasound signal from the finger. The device further includes an
actuator that varies the temperature of and/or the pressure on the finger in contact with the
receiving surface. In an embodiment, the actuator comprises the ultrasonic transducer. In an
embodiment, the actuator varies the pressure in a series of pulses focused on a region of the
receiving surface. In an embodiment, the actuator focuses heat on a region of the receiving
surface. This can increase the temperature at the region by a detectable amount, such as at
least 0.1°C.

[0464] Another aspect is a method for authenticating a fingerprint using a
biometric sensing and actuating device. The method includes addressing ultrasound
transducers of an array of ultrasound transducers using first metal electrodes and second
metal electrodes, the second metal electrodes that can be orthogonal to the first metal
electrodes. The method further includes transmitting, by the array of ultrasonic transducers,
a first ultrasound signal having a frequency in a range from 50 megahertz (MHz) to
500 MHz. The method further includes generating a first image of at least a portion of a first
fingerprint of a first finger based on a reflection of the first ultrasound signal. The method
further includes heating a region of a receiving surface to increase a temperature of the
region by least 0.1°C. The method further includes transmitting, by the array of ultrasound
transducers, a second ultrasound signal having a frequency in a range from 50 megahertz
(MHz) to 500 MHz. The method further includes detecting the increase in temperature based
on a reflection of the second ultrasound signal. The method further includes authenticating
the first fingerprint based on the first image and the detected increase in temperature.

[0465] Another aspect is a method for authenticating a fingerprint using a
biometric sensing and actuating device. The method includes addressing ultrasound
transducers of an array of ultrasound transducers using first metal electrodes and second
metal electrodes, the second metal electrodes that can be orthogonal to the first metal
electrodes. The method further includes transmitting, by the array of ultrasonic transducers, a

first ultrasound signal having a frequency in a range from 50 megahertz (MHz) to 500 MHz.
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The method further includes generating a first image of at least a portion of a first fingerprint
of a first finger based on a reflection of the first ultrasound signal. The method further
includes varying the pressure of a region of a receiving surface on a finger in contact with the
receiving surface by xx N/m? (or yy psi). The method further includes transmitting, by the
array of ultrasound transducers, a second ultrasound signal having a frequency in a range
from 50 megahertz (MHz) to 500 MHz. The method further includes generating a second
image of at least a second portion of a second fingerprint of a second finger based on a
reflection of the second ultrasound signal. The method further includes authenticating the
first fingerprint in response to a comparison of the first image and the second image,
corresponding to the change in pressure of the region of the receiving surface. The
discernable pressure change can be set by the mechanical noise floor in the transducer, the
transducer sensitivity, the noise figure of the electronics, or any combination thereof.

[0466] Another aspect is a biometric sensing device for fingerprint identification
using both optical and ultrasonic signals. The device includes a light source configured to
transmit light. The light can have a frequency in a range from 400 nm to 1000 nm, for
example. The device includes an array of ultrasonic transducers configured to transmit an
ultrasound signal having a frequency in a range from 50 megahertz (MHz) to 500 MHz. The
device further includes first metal electrodes. The device further includes second metal
electrodes that can be orthogonal to the first metal electrodes. The first metal electrodes and
the second metal electrodes enable addressing of the ultrasonic transducers of the array. The
device further includes a surface configured to receive a finger. The device further includes a
processor configured to authenticate the finger based on a reflection of the light and/or the
ultrasound image from the finger.

[0467] In an embodiment, the light source transmits light through the ultrasonic
transducer, the first metal electrodes, and the second metal electrodes, wherein the ultrasonic
transducer is at least partially transparent, wherein the first metal electrodes are at least
partially transparent, and wherein the second metal electrodes are at least partially
transparent. In this embodiment, the array of ultrasonic transducers are between the optical
emitter and the receiving surface, and the ultrasonic transducers, first metal electrodes, and

second metal electrodes are at least partially transparent to the transmitted light.
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[0468] In an embodiment, the ultrasound transducers transmit the ultrasound
signal through the light source. In this embodiment, the ultrasound signal passes through the
light source. This embodiment may include an array of light sources in squares on a plane,
each square bounded by projections of the first metal electrodes and second metal electrodes
in the plane.

[0469] In an embodiment, the light source adjoins the ultrasound transducer. In
this embodiment, the light source and the ultrasound transducer are side by side but in close

proximity to each other.

Applications and Conclusion
[0470] Some of the embodiments described above have provided examples in

connection with ultrasound-based fingerprint sensors. However, the principles and
advantages of the embodiments can be used for any other suitable devices, systems,
apparatuses, and/or methods that could benefit from such principles and advantages.
Although described in the context of fingerprints, one or more features described herein can
also be utilized in detecting any other suitable part of a human or animal.

[0471] The various features and processes described herein may be implemented
independently of one another, or may be combined in various ways. All possible
combinations and sub combinations are intended to fall within the scope of this disclosure.
In addition, certain methods or process blocks may be omitted in some implementations.
The methods and processes disclosed herein are also not limited to any particular sequence,
and the blocks or states relating thereto can be performed in any other sequences that are
appropriate. For example, described blocks or states may be performed in an order other
than that specifically disclosed, or multiple blocks or states may be combined in a single
block or state. The example blocks or states may be performed in serial, in parallel, or in
some other manner as appropriate. Blocks or states may be added to or removed from the
disclosed example embodiments as suitable. The example systems and components
described herein may be configured differently than described. For example, elements may
be added to, removed from, or rearranged compared to the disclosed example embodiments.
Various embodiments can apply different techniques for fabricating different types of

electronic devices.
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[0472] Aspects of this disclosure can be implemented in various devices. For
example, the acoustic biometric sensing devices discussed herein can be implemented in a
mobile phone such as a smart phone, a tablet computer, a steering wheel, a gun, a door, a
door handle, a wall, an elevator, or any other suitable application that could benefit from any
of the principles and advantages discussed herein.

[0473] While certain embodiments have been described, these embodiments have
been presented by way of example only, and are not intended to limit the scope of the
disclosure. Indeed, the novel devices, systems, apparatus, methods, and systems described
herein may be embodied in a variety of other forms; furthermore, various omissions,
substitutions and changes in the form of the methods and systems described herein may be
made without departing from the spirit of the disclosure. For example, while blocks are
presented in a given arrangement, alternative embodiments may perform similar
functionalities with different components and/or circuit topologies, and some blocks may be
deleted, moved, added, subdivided, combined, and/or modified. Each of these blocks may be
implemented in a variety of different ways. Any suitable combination of the elements and
acts of the various embodiments described above can be combined to provide further

embodiments.
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WHAT IS CLAIMED IS:

1. An interactive biometric authentication system comprising:

a sensor configured to generate biometric image data associated with an
object, the sensor being further configured to deliver energy to the object; and

a processor in communication with the sensor, the processor configured to
authenticate the object based on the biometric image data and an indication of a

response to the energy delivered to the object by the sensor.

2. The interactive biometric authentication system of Claim 1, wherein the

sensor comprises ultrasound transducers.

3. The interactive biometric sensing authentication of Claim 2, wherein the
ultrasound transducers are configured to apply pressure to the object, and the response is to

the pressure applied to the object.

4. The interactive biometric sensing authentication of Claim 2, wherein the
ultrasound transducers are configured to cause a change in a temperature, and the response is

detected using the ultrasound transducers.

5. The interactive biometric authentication system of Claim 1, wherein the
sensor is configured to detect the response and provide the indication of the response to the

processor.

6. The interactive biometric authentication system of Claim 1, wherein the
sensor is configured to deliver the energy to the object as a prompt in a manner that exhibits

statistical randomness.

7. The interactive biometric authentication system of Claim 1, wherein the
interactive biometric authentication system is configured to detect a real-time response to the

energy delivered to the object.
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8. The interactive biometric authentication system of Claim 1, further
comprising a surface configured to receive the object, wherein the sensor is configured to

deliver energy to the object while the object is positioned on the surface.

9. The interactive biometric authentication system of Claim 8, further
comprising engineered glass disposed between the sensor and the surface, wherein the sensor

is configured to deliver the energy to the object through the engineered glass.

10.  The interactive biometric authentication system of Claim 1, wherein the

response is involuntary.

11.  The interactive biometric authentication system of Claim 1, wherein the

response is voluntary.

12. The interactive biometric authentication system of Claim 1, further

comprising a user interface configured to receive the response.

13. The interactive biometric authentication system of Claim 1, wherein the
processor is configured to authenticate the object on a millisecond timescale after the energy

is delivered to the object.

14. A method of interactively authenticating a person, the method comprising:
transmitting, by a fingerprint sensor, a signal to a finger of the person
positioned on a surface;
generating an image of at least a portion of the finger based on a received
signal associated with the signal transmitted to the finger;
delivering energy to the finger while the finger is positioned on the surface;
detecting a response to the energy delivered to the finger; and

authenticating the person based on the image and the detecting.

15. The method of Claim 14, wherein the fingerprint sensor comprises ultrasound

transducers, and the delivering is performed using the ultrasound transducers.
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16. The method of Claim 14, wherein the detecting comprises detecting the

response via a user interface.

17. The method of Claim 14, wherein the method is performed by a mobile
phone.

18. A mobile phone with interactive biometric authentication, the mobile phone
comprising:

an antenna configured to a transmit a wireless communication signal;

a surface configured to receive a finger;

a sensor configured to generate biometric image data associated with the
finger being positioned on the surface, the sensor being further configured to deliver
energy to the finger positioned on the surface; and

a processor in communication with the sensor, the processor configured to
authenticate the finger based on the biometric image data and an indication of a

response to the energy delivered to the finger by the sensor.

19.  The mobile phone of Claim 18, wherein the sensor comprises ultrasound

transducers.

20. The mobile phone of Claim 18, further comprising engineered glass disposed

between the sensor and the surface.
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