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(7) ABSTRACT

A staged partitioned communication bus for interconnecting
the ports of a multi-port bridge for a local area network. The
communication bus is partitioned into a plurality of data bus
segments. Each data bus segment is coupled to one or more
ports of the multi-port bridge and includes a same number of
signal lines. A multiplexer is coupled to each data bus
segment and to a memory device. A bus controller is coupled
to each port and to the multiplexer. Each port requests access
to the memory device from the bus controller for storing
packets in the memory device and for retrieving packets
therefrom. In response, the bus controller conditions the
multiplexer to provide a signal path between the memory
device to and the data bus segment which includes the
requesting port. The memory device temporarily stores
packets undergoing communication between the ports.
Accordingly, a source port for a packet transfers the packet
to the memory device via the multiplexer and, then, a
destination port for the packet retrieves the packet from the
memory device via the multiplexer. If the source port and the
destination port are on a same data bus segment and the
destination port is not currently busy, the destination port
receives the packet directly from the source port as the
source port stores the packet in the memory device. A
look-up bus can be included, which is operable indepen-
dently of the staged partitioned bus, for correlating destina-
tion addresses for packets to identifications of destination
ports.

26 Claims, 22 Drawing Sheets
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STAGED PARTITIONED COMMUNICATION
BUS FOR A MULTI-PORT BRIDGE FOR A
LOCAL AREA NETWORK

This application is a continuation-in-part of U.S. patent
application Ser. No. 09/050,750, filed on Mar. 30, 1998,
which claims the benefit of U.S. Provisional Application No.
60/059,171, filed Sep. 17, 1997.

FIELD OF THE INVENTION

The invention relates to a multi-port bridge for a local area
network. More particularly, the invention relates to a staged
partitioned communication bus for interconnecting the ports
of a multi-port bridge for a local area network.

BACKGROUND OF THE INVENTION

Nodes of a local area network (LAN) are typically inter-
connected by a shared transmission medium. The amount of
data traffic that the shared transmission medium can
accommodate, however, is limited. For example, only one
node at a time can successfully transmit data to another node
over the shared transmission medium. If two or more nodes
simultaneously attempt to transmit data, a data collision
occurs, which tends to corrupt the data being transmitted.
Thus, nodes that share a transmission medium are consid-
ered to be in a same collision domain.

A multi-port bridge allows simultaneous communication
between nodes of the LAN by segmenting the LAN into
multiple collision domains (also referred to as network
segments or LAN segments), each segment having a corre-
sponding transmission medium.

FIG. 1 illustrates a conventional local area network
including a multi-port bridge 10. The multi-port bridge 10
has eight ports A—H, though the number of ports can vary.
Each port A-H is connected to a segment 11-18 of the LAN.
Each segment 11-18 typically includes one or more nodes
19-34, such as a workstation a personal computer, a data
terminal, a file server, a printer, a facsimile, a scanner or
other conventional digital device. Each of the nodes 19-34
has an associated node address (also referred to as a medium
access control (MAC) address) which uniquely identifies the
node. The nodes 19-34 are configured to send data, one to
another, in the form of discrete data packets.

When the LLAN operates according to Ethernet standards,
such as the Institute of Electrical and Electronics Engineers
(IEEE) 802.3 standard, data is communicated in the form of
discrete packets. FIG. 2 illustrates a conventional IEEE
802.3 data packet 40. The data packet 40 includes an eight
byte long pre-amble 41 which is generally utilized for
synchronizing a receiver to the data packet 40. The pre-
amble 41 includes seven bytes of pre-amble and one byte of
start-of-frame. Following the pre-amble 41, the data packet
40 includes a six-byte-long destination address 42, which is
the node address of a node which is an intended recipient for
the data packet 40. Next, the data packet 40 includes a
six-byte-long source address 43, which is the node address
of a node which originated the data packet 40. Following the
source address 43 is a two-byte length field 44. Following
the length field 44 is a data field 45. The data field 45 can be
up to 1500 bytes long. Finally, the data packet 40 includes
a two-byte frame check field 46 which allows a recipient of
the data packet 40 to determine whether an error has
occurred during transmission of the data packet 40.

When a node (source node) sends data to another node
(destination node) located on its same segment of the LAN
(intra-segment communication), the data is communicated
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2

directly between the nodes without intervention by the
multi-port bridge 10 and is known as an intra-segment
packet. Therefore, when the multi-port bridge 10 receives an
intra-segment packet, the multi-port bridge 10 does not
bridge the packet (the packet is filtered). When a node
(source node) sends a data packet to another node
(destination node) located on a different segment (inter-
segment communication), the multi-port bridge 10 appro-
priately forwards the data packet to the destination node.

Problems can arise, however, when the capabilities of the
multi-port bridge 10 are exceeded by network demand.
When data packets 40 are received by the multi-port bridge
10 at a rate that is higher than the rate at which the multi-port
bridge 10 can appropriately forward each packet 40, the
multi-port bridge 10 becomes a source of network conges-
tion. This problem is exacerbated as network users place
increasing demands On the network.

Therefore, what is needed is improved technique for
increasing the data packet handling capacity in a multi-port
bridge for a local area network.

SUMMARY OF THE INVENTION

The invention is a staged partitioned communication bus
for interconnecting the ports of a multi-port bridge for a
local area network. The communication bus is partitioned
into a plurality of data bus segments. Each data bus segment
is coupled to one or more ports of the multi-port bridge and
includes a same number (n) of signal lines. A staging
multiplexer is coupled to each data bus segment and to a
memory device. A bus controller is coupled to each port and
to the multiplexer. Each port requests access to the memory
device from the bus controller for storing data packets in the
memory device and for retrieving data packets therefrom. In
response to such requests, the bus controller conditions the
multiplexer to provide a signal path between the memory
device and the data bus segment which includes the request-
ing port.

The memory device is utilized for temporarily storing
data packets undergoing communication between the ports.
Accordingly, a source port for a data packet transfers the
data packet to the memory device via the multiplexer and,
then, a destination port for the data packet retrieves the data
packet from the memory device via the multiplexer. If the
source port and the destination port are on a same data bus
segment and the destination port is not currently busy, the
destination port preferably receives the data packet directly
from the source port simultaneously as the source port stores
the data packet in the memory device.

A look-up bus included in the multi-port bridge, which is
operable independently of the staged partitioned bus, is
preferably coupled to each port of the multi-port bridge and
to a look-up table. The look-up table correlates destination
addresses for data packets to identifications of destination
ports. When a packet is received by a port of the multi-port
bridge, the destination port for the packet is identified by
communicating a destination address for the data packet to
the look-up table via the look-up bus. The destination port
for the packet is notified of its status as a destination port for
the packet via the look-up bus.

Because each bus segment is coupled to fewer than all of
the ports, the signal lines of each bus segment can be
physically shorter in length and less heavily loaded than if
coupled to all of the ports. Accordingly, the transparently
partitioned bus can transfer data in accordance with a
significantly higher frequency clock signal than would oth-
erwise be the case.
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In accordance with an embodiment of the present
invention, an apparatus having a staged partitioned bus for
transferring data includes: a first bus segment having a first
plurality of (n) signal lines; a second bus segment having a
second plurality of (n) signal lines; multiplexer means
coupled to the first bus segment and to the second bus
segment; and memory means coupled to the multiplexer
means for temporarily storing data undergoing communica-
tion between the first bus segment and the second bus
segment

In accordance with another embodiment of the present
invention, a multi-port bridge having a staged partitioned
bus for transferring data between ports of the multi-port
bridge includes: a first data bus segment having a first
plurality of (n) signal lines; a first port coupled to the first
data bus segment; a second data bus segment having a
second plurality of (n) signal lines; a second port coupled to
the second data bus segment; a multiplexer having a first
input coupled to the first data bus segment, a second input
coupled to the second data bus segment and an output; and
a memory device coupled to the output of the multiplexer
whereby data is selectively communicated between the first
port and the memory device and between the second port
and the memory device according to a condition of the
multiplexer.

In accordance with yet another embodiment of the present
invention, a multi-port bridge having a staged partitioned
bus for transferring data between ports of the multi-port
bridge includes: a first data bus segment having a first
plurality of (n) signal lines; a first plurality of ports coupled
to the first data bus segment; a second data bus segment
having a second plurality of (n) signal lines; a second
plurality ports coupled to the second data bus segment; a
multiplexer coupled to the first data bus segment and to the
second data bus segment; a memory device coupled to the
multiplexer wherein data is selectively communicable
between the first data bus segment and the memory device
and between the second data bus segment and the memory
device according to a condition of the multiplexer, a look-up
bus coupled to each of the first plurality of ports and to each
of the second plurality of ports; and a look-up table coupled
to the look-up bus to store node addresses in association with
a port identifications.

In accordance with a further embodiment of the present
invention, a method of transferring data between ports of a
multi-port bridge includes steps of: receiving a first data
packet into a source port for the first data packet; condition-
ing a multiplexer to provide a signal path from the source
port to a memory device; transferring the first data packet
from the source port to the memory device; conditioning the
multiplexer to provide a signal path from the memory device
to a destination port for the first data packet; and transferring
the first data packet from the memory device to the desti-
nation port.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a conventional local area network
(LAN) including a multi-port bridge.

FIG. 2 illustrates a conventional IEEE 802.3 data packet.

FIG. 3 illustrates a block schematic diagram of a first
embodiment of a multi-port bridge according to the present
invention.

FIG. 4 illustrates a port of the multi-port bridge illustrated
in FIG. 3.

FIG. 5 illustrates a “triplet” according to the present
invention, including a first field containing an identification
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of a source port, a second field containing an identification
of a destination port and a third field containing a memory
address.

FIG. 6A illustrates a serial receive data path in the
multi-port bridge illustrated in FIG. 3 for receiving data
packets from a LAN segment and for loading the received
data packets into the packet buffers.

FIG. 6B illustrates a serial transmit data path in the
multi-port bridge illustrated in FIG. 3 for retrieving data
packets from the packet buffers and transmitting the
retrieved data packets to an appropriate LAN segment.

FIG. 7 illustrates serial subdivision of a data path stage
according to the present invention.

FIG. 8 illustrates parallel subdivision of a data path stage
according to the present invention.

FIG. 9 illustrates a block schematic diagram of a multi-
port bridge according to the present invention having a data
packet transfer bus and a look-up bus.

FIG. 10 illustrates a timing diagram for packets received
by the multi-port bridge illustrated in FIG. 9.

FIG. 11 illustrates a block schematic diagram of a port of
the multi-port bridge illustrated in FIG. 9.

FIG. 12 illustrates a diagram of a receive buffer illustrated
in FIG. 11.

FIG. 13 illustrates a diagram of a receive packet vector
buffer illustrated in FIG. 11.

FIG. 14 illustrates a receive packet vector according to the
present invention.

FIG. 15 illustrates a transparently partitioned bus accord-
ing to the present invention.

FIG. 16 illustrates a timing diagram for transferring data
via the transparently partitioned bus illustrated in FIG. 185.

FIG. 17 illustrates a multi-port bridge according to the
present invention having a staged partitioned bus.

FIG. 18 illustrates a multi-port bridge having a staged
partitioned data bus and a look-up bus.

FIG. 19 illustrates a block schematic diagram of a port in
accordance with the present invention for improving cut-
through of broadcast and multi-cast packets.

FIG. 20 illustrates a diagram of a transmit buffer illus-
trated in FIG. 20.

FIG. 21 illustrates a detailed block diagram of a memory
controller in accordance with the present invention for
de-coupling table look-up operations from learning opera-
tions.

FIG. 22 illustrates a statistical learning controller in
accordance with the present invention.

DETAILED DESCRIPTION OF A PREFERRED
EMBODIMENT

In the preferred embodiment, the present invention is
utilized for appropriately directing data packets through a
multi-port bridge for an Ethernet LAN. It will be apparent,
however, that other devices in an Ethernet LAN, such as a
switch or a router, or devices in a network operating accord-
ing to another networking standard, can utilize the advan-
tages of the present invention.

Triplet Architecture

FIG. 3 illustrates a block schematic diagram of a multi-
port bridge 100 in accordance with the present invention. A
high speed communication bus 102 provides an intercon-
nection for each of the functional blocks 104-124 of the
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multi-port bridge 100. The communication bus 102 prefer-
ably includes five command lines and thirty-two data lines,
though it will be apparent that other bus configurations can
be utilized. Twenty-four 10 Mbps ports 104—108 and two
100 Mbps ports 110-112 are each coupled to the commu-
nication bus 102 and can be coupled to a respective LAN
segment, each LAN segment having one or more nodes.
Each of the twenty-four 10 Mbps ports 104—108 transmit
and receive data packets at a rate of 10 Mbps, half-duplex,
whereas, the two 100 Mbps ports 110-112 transmit and
receive data packets at a rate of 100 Mbps, full-duplex. It
will be apparent, however, that other numbers of ports and
other port configurations can be utilized.

A bus control module 114 controls access to the commu-
nication bus 102 by collecting requests from the ports
104-112 and from the other modules. Based upon the
requests, the bus control module 114 grants access to the
communication bus 102 according to an appropriate priority.
The bus control module 114 also controls access to a
memory device 150 by an external processor (MPU)(not
shown). An MPU port and mailbox module 116 provides an
interface between the multi-port bridge 100 and the external
processor for performing various functions, including load-
ing data into registers of the multi-port bridge 100, fetching
data from registers of the multi-port bridge 100 and trans-
ferring data packets between the external processor and the
ports 104-112 of the multi-port bridge 100.

A memory control module 118 provides an interface
between the memory device 150 and the communication bus
102 and also provides an interface between the memory
device 150 and a look-up control module 120. The memory
device 150 includes mailboxes 152 for exchanging infor-
mation between the external processor and the multi-port
bridge 100. In addition, the memory device includes look-up
tables 154. The look-up tables 154 include entries which
indicate which port of the multi-port bridge 100 is associated
with each node of the LAN. The look-up tables 154 are
utilized for appropriately directing data packets received by
the multi-port bridge 100 among the ports 104-112.

The look-up control module 120 receives addresses of
nodes and associated port identifications from the commu-
nication bus 102. These addresses and identifications are
stored in the look-up tables 154. The look-up control module
120 facilitates utilizing the look-up tables 154 for directing
packets among the ports 104—112 based upon the destination
address of each packet. The memory device 150 also
includes packet buffers 156 for temporarily storing data
packets that are being directed through the multi-port bridge
100. The memory device 150 is preferably an SDRAM
device, though other types of memory devices can be
utilized, such as DRAM, SRAM, RAM or EDO. In the case
of dynamic memory, the memory control module 118
refreshes the memory device 150 as required.

An E-stat module 122 collects data packet routing statis-
tics and provides them to the external processor for per-
forming analysis and network management functions. A
timing module 124 provides timing signals to the ports
104-112 and to the other modules 114-122 of the multi-port
bridge 100. Preferably, a primary clock signal cycles at 40
MHz. Other clock signals at 10 MHz and 25 MHz are
derived from the primary clock signal.

Preferably, the modules 114—124 are each implemented as
a finite state machine, though the modules 114-124 can
alternately be implemented as one or more processors oper-
ating according to stored software programs. Finite state
machines are preferred as they can generally perform the

10

15

20

25

30

35

40

50

55

60

65

6

necessary operations faster, thus, resulting in a higher packet
handling bandwidth for the multi-port bridge 100.

FIG. 4 illustrates a block schematic diagram of one of the
ports 104-112 of the multi-port bridge 100. A port controller
200, including a bus interface 202, a triplet Finite state
machine 203, and registers 204, provides control for the port
and an interface between the port and the communication
bus 102. The port controller 200 monitors the communica-
tion bus 102 for commands and data directed to the port and
also provides commands to the communication bus 102 at
times when the port has control of the communication bus
102. The registers 204 contain data for initializing the port
upon start-up and for collecting status information for the
port. The port also includes a triplet FIFO buffer 206 coupled
between the communication bus 102 and the port controller
200. The triplet buffer 206 stores memory pointers
(“triplets”—illustrated in FIG. 5 and explained in more
detail herein) for data packets being queued in the packet
buffers 156 (FIG. 3) of the memory device 150 (FIG. 3).
Preferably, the triplet buffer 206 holds 128 triplets, each
triplet preferably being four bytes long.

The port also includes a medium access control (MAC)
transceiver 208 which accesses a LAN segment associated
with the port for transmitting and receiving data packets to
and from the LAN segment. Coupled to the transceiver 208
are a receive finite state machine 212, for controlling the
transceiver 208 during packet reception, and a transmit finite
state machine 214, for controlling the transceiver 208 during
packet transmission. The receive finite state machine 212
and the transmit finite state machine 214 are each coupled to
the bus control module 114 (FIG. 3) for requesting access to
the communication bus 102 therefrom.

Packets received from the associated LAN segment by the
transceiver 208 are directed to the communication bus 102
through a receive FIFO buffer 216, while packets to be
transmitted over the LAN segment 210 are directed from the
communication bus 102 to the transceiver 208 through a
transmit FIFO buffer 218. Preferably, the receive buffer 216
holds 128 bytes while the transmit buffer 218 holds 256
bytes. Note that an IEEE 802.3 data packet can include up
to 1500 bytes of data in addition to the source address, the
destination address and the frame check field. Thus, in the
preferred embodiment of the multi-port bridge 100, neither
the receive buffer 216, nor the transmit buffer 218 is capable
of storing an entire IEEE 802.3 data packet of the maximum
size. An address latch 218 is also included in the port for
latching addresses from the communication bus 102 and
providing them to the transceiver 208.

Serial Packet Bridging

Referring to FIGS. 3-5, assume a data packet, such as an
IEEE 802.3 data packet, originating from a node (source
node) in a segment of the LAN is received by a correspond-
ing one of the ports 104-112 (source port) of the multi-port
bridge 100. The receive buffer 216 in the source port
receives the data packet as the packet is being received by
the transceiver 208 in the source port from the LAN segment
associated with the source port. After the first twelve bytes,
corresponding to the source address and the destination
address for the packet, are received, the receive finite state
machine 212 requests a look-up operation (cycle) from the
bus control module 114 by raising an interrupt request line
coupled to the bus control module 114. The bus control
module 114 monitors such requests and grants each request
according to an appropriate priority. Upon granting the
request the bus control module 114 notifies the source port
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by placing a bit pattern identifying a bus grant on the
command lines of the communication bus 102 and a bit
pattern uniquely identifying the source port on the data lines
of the communication bus 102.

The first four bytes of the destination address for the
packet are then placed from the receive buffer 216 of the
source port onto the data lines of the communication bus
102, while a corresponding bit pattern is placed on the
command lines of the communication bus 102 by the bus
interface 202 of the source port. The look-up control module
120 (FIG. 3) receives the first four bytes of the destination
address. Then, the source port places the last two bytes of the
destination address for the packet and the first two bytes of
the source address for the packet on the data lines of the
communication bus 102 and places a corresponding bit
pattern on the command lines of the communication bus
102. The look-up control module 120 receives these four
bytes. Finally, the source port places the last four bytes of the
source address for the packet on the data lines of the
communication bus 102 and places a corresponding bit
pattern on the command lines. The look-up control module
120 also receives these four bytes. Thus, the destination
address and source address arc transferred over the commu-
nication bus 102 in segments that are each four bytes long
as this corresponds to the width (32 bits) of the data lines of
the communication bus 102. It will be apparent however,
that the communication bus 102 can have a different number
of data lines in which case, a different number of bytes can
be transferred at a time.

Once the look-up control module 120 has received the
destination address and the source address for the packet, the
look-up control module 120 so notifies the memory control
module 118 (FIG. 3). The memory control module 118 then
updates the look-up tables 154 (FIG. 3) by ensuring that the
source address for the packet is stored in the look-up tables
154 in association with the identification of the source port
for the packet. This ensures that the look-up tables 154
accurately reflect any changes that may have occurred in the
LAN (referred to as a learning operation or cycle). The
information stored during the learning operation is utilized
for directing subsequent packets.

Once the learning operation is complete, the memory
control 118 module utilizes the look-up tables 154 to deter-
mine which port (destination port) is associated with the
destination address for the packet (referred to a look-up
operation). As a result of performing the look-up operation,
the memory control module 118 forms a bit pattern referred
to as a “triplet”. FIG. § illustrates the triplet which includes
three fields: a first field 250 containing the identification of
the source port, a second field 252 containing the identifi-
cation of the destination port, and a third field 254 contain-
ing a starting address assigned to the incoming packet in the
packet buffers 156 of the memory device 150. The first field
250 and the second field 252 are each preferably one byte
long, while the third field 254 is preferably two bytes long.
It will be apparent, however, that the ordering of the fields
of the triplet and the size of each field can be altered. If the
source port and the destination port identified by the triplet
are the same, this indicates that the source and destination
nodes are on the same segment of the LAN (intra-segment
communication) and, therefore, the packet does not need to
be bridged. In such case, no further action is taken relative
to the packet (the packet is filtered).

Otherwise, the memory control module 118 places the
triplet on the data lines of the communication bus 102 and
places a bit pattern indicating that an “initial triplet” is ready
on the command lines. Each port monitors the communica-
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tion bus 102. It the port identified as the destination port in
the triplet is not currently busy transmitting or receiving
another packet, the destination port configures itself to
receive the packet directly from the source port (cut-
through). Alternately, if the triplet buffer 206 in the port
identified as the destination port in the triplet is nearly full,
the bus controller 202 of the destination port applies a jam
request signal to the command lines of the communication
bus 102. The source port receives the jam request and, in
response, discards the incoming packet and also sends a jam
signal over its associated LLAN segment. The jam signal
causes the node (source node) which is the source of the
packet to discontinue sending the packet and attempt to
resend the packet after a waiting period.

As 1illustrated in FIG. 5, the triplets are preferably of a
uniform size. Therefore, the exact number of triplets that can
be accommodated by a triplet buffer 206 of a port can be
determined from the amount of space available in the triplet
buffer 206 of the port. Accordingly, unlike prior
arrangements, extra space does need to be provided in the
port to accommodate a data packet having an unknown
length. According to the present inventions however, the jam
request is preferably generated by a destination port for a
packet when the triplet buffer 206 in the port has space
available to store several triplets (e.g. ten triplets). This
provides the destination port an ability to store triplets for
packets which are in the process of being loaded into the
packet buffers 156. The triplet buffer 206 in each port is
preferably sized relative to the associated packet buffers 156
in the memory device 150 such that there is little or no
possibility that the packet buffers 156 will become full
before any triplet buffer 206 becomes full.

Once the triplet has been placed on the communication
bus 102, the source port initiates a series of memory write
cycles for loading the packet from the receive buffer 216 of
the source port into the packet buffers 156 in the memory
device 150 starting at the memory address identified by the
third field of the triplet. Preferably, the packet buffers 156
include a space allocated to each port for storing packets
received by the port. Alternately the space is allocated to
each port for storing packets to be transmitted by the port;
it should be noted however, that only one and not both types
of allocated space need be provided. Packets are written into
the space allocated to the port in the packet buffers 156 in a
circular fashion each new packet will overwrite portions of
the oldest packet in the allocated space.

The packet is preferably loaded into the packet buffers
156 a predetermined offset from the assigned address. This
provides a location for storing a header for the packet once
the packet has been completely loaded into the packet
buffers 156. For example, the header can include an iden-
tification number assigned to the packet, the triplet for the
packet and a receive status for the packet. The receive status
indicates whether or not the entire packet has been success-
fully received and loaded into the packet buffers 156.

Multiple memory write cycles are generally needed to
transfer the entire packet into the packet buffers 156 as the
remaining portions of the packet will generally include more
than thirty-two bits (the number of data lines in the com-
munication bus 102). Writing of the packet into the packet
buffers 156 preferably occurs as the remainder of the packet
is still being received into the receive buffer 216 of the
source port. For this reason, the receive buffer 216 for each
port need not be capable of storing an entire data packet. In
addition, if the destination port is configured for cut-through,
the destination port will receive the packet into its transmit
buffer 218 directly from the communication bus 102 simul-



US 6,363,067 B1

9

taneously with the write cycles for loading of the packet into
the packet buffers 156. During such a cut-through operation,
the packet is received into a transmit buffer 218 of the
destination port for immediate transmission to the LAN
segment associated with the destination port.

Once the entire packet has been loaded into the packet
buffers 156, the memory control module 118 again places
the triplet on the data lines of the communication bus 102
and places a bit pattern on the command lines identifying
this as the “final triplet.” It should be noted that the initial
triplet and the final triplet are preferably identical, while the
bit patterns placed on the command lines of the communi-
cation bus 102 for identifying each of the initial and final
triplet are distinct. The destination port will then store the
final triplet in the triplet buffer 206 (FIG. 4) located within
the destination port. Thus, the packet is queued for trans-
mission by the destination port.

When the destination port is no longer busy, the destina-
tion port retrieves the packet from the packet buffers 156.
This is accomplished by the destination port requesting
access to the communication bus 102 from the bus control
module 114. When the request is granted, the bus control
module 114 places a bit pattern indicating a bus grant on the
command lines of the communication bus 102 and a bit
pattern identifying the port on the data lines. Once the
destination port gains control of the communication bus 102,
the destination port then initiates a series of read operations
over the communication bus 102 by placing the starting
address in the packet buffers 156 of the packet (from the
third field of the triplet for the packet) on the data lines of
the communication bus 102 and places a bit pattern identi-
fying a memory read operation on the command lines. In
response, the memory control module 118 accesses the
packet in the packet buffers 156. Preferably, the destination
port checks the receive status for the packet. If the receive
status indicates that the packet was not received
successfully, the memory read operation is preferably halted
and no further action is taken relative to the packet.

In addition, in the event that a cut-through operation was
initiated but was unsuccessful, the packet will need to be
retransmitted by the destination port. For example, the
cut-through operation may have been unsuccessful if a data
collision occurred during its transmission over the LAN
segment associated with the destination port. In such case,
the packet is retrieved from the packet buffers 156 as
described above.

While the destination port is receiving the packet into its
transmit buffer 218 from the packet buffers 156 or directly
from the source port (as during cut-through), the destination
port begins transmitting the packet to the LAN segment
associated with the destination port under control of the
transmit finite state machine 214. For this reason, the
transmit buffer 218 for each port need not be capable of
storing an entire data packet. The packet is then received
from the LAN segment associated with the destination port
by the destination node for the packet.

Bandwidth Criteria

In accordance with the present invention as illustrated in
FIGS. 3-5, each incoming data packet is processed in two
principal sequential steps: (1) table look-up and learning
operations; and (2) transfer of the data packet from the
source port to the destination port(s). Each of these principal
sequential steps includes several smaller steps.

For example, when cut-through is not performed, the
second principal step includes transferring the data packet
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from the source port for the packet to the packet buffers 156
(FIG. 3) and, then, transferring the data packet from the
packet buffers 156 to the destination port for the packet. FIG.
6A illustrates a serial receive data path in the multi-port
bridge 100 for receiving data packets from a LAN segment
and loading the received data packets into the packet buffers
156. A data packet received from a LAN segment is received
by the receive buffer 216 (FIG. 4) at a stage 302. Then,
access to the communication bus 102 (FIG. 3) for transfer-
ring the packet is obtained at a stage 304. Next, the data
packet is transferred across the communication bus 102 at a
stage 306. Then, the packet buffers 156 (FIG. 3) are accessed
at a stage 308. Finally, the data packet is loaded into the
packet buffers 156 at a stage 310. As can be observed from
FIG. 6A, the receive data path includes a number of stages
arranged in a serial path. Each packet received is processed
in accordance with the receive data path, one packet after
another. Progression through each stage is in accordance
with the bus clock signal. Accordingly, an equal amount of
time is generally taken to progress a data packet through
each stage of the receive data path. Longer packets will
generally take longer to it progress than shorter packets. It
will be apparent, however, that portions of a data packet can
be in different stages of the receive data path at the same
time. For example, portions of a data packet can be loaded
into the packet buffers 156 (FIG. 3) while subsequent
portions of a still be received by the source port.

FIG. 6B illustrates a serial transmit data path in the
multi-port bridge 100 for retrieving data packets from the
packet buffers 156 and transmitting the retrieved data pack-
ets to an appropriate LAN segment. A data packet stored in
the packet buffers 156 (FIG. 3) is accessed at a stage 320 for
retrieving the data packet. Then, the memory controller 118
(FIG. 3) obtains access to the communication bus 102 (FIG.
3) in a stage 322. Next, the packet is retrieved from the
packet buffers 156 and transferred across the bus 102 at a
stage 324. Then, the data packet is loaded into the transmit
buffer 218 (FIG. 4) of the destination port and prepared for
communication to a LAN segment associated with the
destination port at a stage 326. Finally, the data packet is
transmitted to the LAN segment by the destination port at
the stage 328. Note that for a cut-through packet, the packet
is passed directly from the stage 306 illustrated in FIG. 6A
(bus crossing) to the stage 326 illustrated in FIG. 6B
(transmit buffer staging). As can be observed from FIG. 6B,
the transmit data path includes a number of stages arranged
in a serial path. Each packet to be transmitted is processed
by the transmit data path, one packet after another. Progres-
sion through each stage is in accordance with the bus clock
signal. Accordingly, an equal amount of time is generally
taken to progress a data packet through each stage of the
transmit data path, though longer packets generally progress
more slowly than shorter packets. It will be apparent,
however, that portions of a data packet can be in different
stages of the transmit data path at the same time. For
example, portions of a data packet can be transmitted by a
destination port for the packet while subsequent portions are
still being retrieved from the packet buffers 156 (FIG. 3).

The amount of bandwidth required by the multi-port
bridge 100 so as to successfully perform the second princi-
pal step of transferring the data packets between the ports
104-112 under worst-case conditions can be calculated as a
sum of the receive and transmit capacity for all the ports
104-112:

Data Bandwidth=2(receive and transmit capacity for each port)

Thus, for a multi-port bridge 100 having two 100 Mbps
full-duplex ports and twenty-four 10 Mbps half-duplex
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ports, the required bandwidth for transferring the data pack-
ets can be calculated as:

Data Bandwidth=2(2)(100 Mbps)+24(10 Mbps)=640 Mbps

The bandwidth required by the multi-port bridge 100 for
overhead operations, such as table look-up and learning, and
other operations, such as placing packets on the communi-
cation bus 102 a second time in the event of a collision, is
estimated by the inventor to be as high as fifty percent (50%)
of the required data bandwidth calculated above. Thus, the
maximum required bandwidth, including overhead, can be
estimated as:

Max. Bandwidth (incl. overhead)=640 Mbps*150%=960 Mbps

The maximum bandwidth of the multi-port bridge 100 is
also equal to the width of the data path (e.g. the communi-
cation bus 102) multiplied by the clock rate:

Max. Bandwidth (incl. overhead)=bus width*clock rate

Thus, for a communication bus that is 32 bits wide
(excluding the command lines), the required clock rate can
be calculated as:

clock rate=960 Mbps+32 bits=30 MHz

Accordingly, in the embodiment of the multi-port bridge
100 illustrated in FIG. 3 and having two 100 Mbps full-
duplex ports and twenty-four 10 Mbps half-duplex ports, the
bus clock rate should be 30 MHz or higher. Assume,
however, that a multi-port bridge is desired having one 1
Giga-bit per second (1 Gbps) full-duplex port and eight 100
Mbps full-duplex ports. In which case, the maximum band-
width for data transfer and overhead can be estimated as:

Max. Bandwidth=150% [2(1 Gbps)+2(8)(100 Mbps)]=5.4 Gbps

Assuming a 32-bit-wide communication bus 102 (FIG. 3)
the required clock rate can be estimated as:

clock rate=5.4 Gbps+32 bits=170 MHz

However, each portion of a packet bridged by the multi-
port bridge 100 illustrated in FIG. 3 must pass from one data
path stage to another data path stage before the next packet
can be similarly processed. For example, a first packet must
have crossed the communication bus 102 (FIG. 3) in stage
306 (FIG. 6A) before a next packet can cross the commu-
nication bus 102. The clock rate, however, can only be
increased to level commensurate with the slowest stage in
the data path. Accordingly, the clock rate cannot be
increased such that an insufficient amount of time is allowed
time for any stage in the receive or transmit data paths
illustrated in FIGS. 6A and 6B to perform its associated
function. Thus, the maximum clock rate can be given as:

Max. Clock Rate 1/slowest stage delay

Accordingly, the bus clock rate and, hence, the maximum
rate at which data packets can be bridged by the multi-port
bridge 100 illustrated in FIG. 3, is limited by the slowest one
of the stages illustrated in FIGS. 6A and 6B. In accordance
with the present invention, a technique is provided for
increasing the speed at which data packets are processed by
a multi-port bridge by serial or parallel subdivision of a
selected stage in the receive or transmit data path so as to
increase the rate at which data packets are processed by the
selected stage.
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FIG. 7 illustrates serial subdivision of a data path stage
according to the present invention. As illustrated in FIG. 7,
the bus staging stage 304 is subdivided into two serial stages
304A and 304B. Because fewer steps are expected to be
required for each serially subdivided stage 304A and 304B,
each subdivided stage is expected to be able to process data
packets at a higher rate than the original, undivided, stage
304. A trade-off, however, is that the latency of the data path
is expected to generally increase. Thus, although this tech-
nique results in an increased bandwidth for the multi-port
bridge 100 because packets can be passed from one stage to
another at a higher rate, each packet is expected to generally
take longer to pass through the multi-port bridge 100 since
there are now more stages through which each packet must
pass. Although the bus staging stage 304 is illustrated in
FIG. 7 as the stage selected for serial subdivision, it will be
apparent that any processing stage in the multi-port bridge
100 can be selected. In the preferred embodiment, the stage
selected for serial subdivision is the slowest stage.

This trade-off in which latency and bandwidth are both
increased is desirable because local area networks are gen-
erally latency tolerant. That is, a recipient of data commu-
nicated via the local area network can tolerate slight delays
in receiving the data. The local area network is expected to
operate more efficiently, however, by avoiding delays due to
congestion and lost packets caused by a multi-port bridge
having insufficient bandwidth.

FIG. 8 illustrates parallel subdivision of a data path stage
according to the present invention. As illustrated in FIG. 8,
the bus crossing stage 306 is subdivided into four parallel
stages 306A, 306B, 306C and 306D. Because fewer steps
are expected to be required for each parallelly subdivided
stage 306A, 306B, 306C and 306D, each subdivided stage is
expected to be able to process packets at a higher rate than
the original stage. A trade-off, however, is that the complex-
ity of the hardware required to implement the parallel stages
and the integrated circuit chip area occupied by the parallel
stages are generally increased. Although the bus crossing
stage 306 is illustrated in FIG. 8 as the stage selected for
parallel subdivision, it will be apparent that any processing
stage in the multi-port bridge 100 can be selected. In the
preferred embodiment, the stage selected for parallel sub-
division is the slowest stage.

De-Coupling of Table Operations from Data
Transfer Operations

Returning to the example of a multi-port bridge having
one 1 Gbps full-duplex port and eight 100 Mbps full-duplex
ports, a time criterion for the look-up and learning operation
can be calculated. Assume that it is desired to have zero
packet loss during a worst-case scenario where each port is
simultaneously receiving (and transmitting) data at its maxi-
mum rate. Further, because a series of data packets of the
minimum length will require a maximum number of look-up
and learning operations per unit of time, assume that each
data packet is of the minimum length of 64 bytes. The time
required to receive a 64-byte packet at 100 Mbps, including
the inter-packet gap of 960 ns, can be calculated:

Receive Time @ 100 Mbps=(64 bytes)(8 bits/byte)(10 ns/bit)+960
ns=6,720 ns

Similarly, the time required to receive a 64-byte packet at 1
Gbps. including, the inter-packet gap of 96 ns, can be
calculated:

Receive Time @ 1 Gbps=(64 bytes)(8 bits/byte)(1 ns/bit)+96 ns
672 ns



US 6,363,067 B1

13

Thus, within a single time period of 6,720 ns, the multi-port
bridge having one 1 Gbps full-duplex port and eight 100
Mbps full-duplex ports can receive up to eight packets at 100
Mbps and ten packets at 1 Gbps. Accordingly, such a
multi-port bridge must be capable of performing eighteen
look up and learning operations within a 6720 ns period. On
average, each look-up and learning operation must take less
than 372 ns:

Max. Ave. Look-Up Time=6720 ns+18 packets=372 ns/packet

Thus, it is desired to increase the data handling, band-
width of a multi-port bridge and to minimize the amount of
time required to perform look-up and learning operations.
FIG. 9 illustrates a block schematic diagram of a multi-port
bridge 400 according to the present invention having a data
packet transfer bus 402 and a look-up bus 404. The multi-
port bridge 400 illustrated in FIG. 9 differs from the multi-
port bridge 100 illustrated in FIG. 3 in that the communi-
cation bus 102 illustrated in FIG. 3 is replaced with two
independent buses, the data bus 402 and the look-up bus
404. In addition, the memory device 150 illustrated in FIG.
3 is replaced with a memory device 406 coupled to the data
bus 402 and a memory device 408 coupled to the look-up
bus 404. The memory device 406 includes mailboxes 410
and packet buffers 412 while the memory device 408 pro-
vides storage for look-up tables. The multi-port bridge 400
interconnects a number of LAN segments, where each LAN
segment is coupled to a corresponding one of the ports
416420 of the multi-port bridge 400. Each port 416—420 is
coupled to both the data bus 402 and to the look-up bus 404.

The data bus 402 is utilized primarily for transferring data
packets between the ports 416—420 and the packet buffers
412 and for transferring data packets among the ports
416—420. A bus control module 414 is coupled to the data
bus 402 for controlling access to the data bus 402 by
collecting requests from the ports 416—420 and from the
other modules coupled to the data bus 402. Based upon the
requests, the bus control module 414 grants access to the
data bus 402 according to an appropriate priority. A memory
controller 422 provides an interface between the memory
device 406 and the data bus 402. The packet buffers 412 are
utilized for temporarily storing data packets undergoing
transfer between the ports 416-420. An MPU port and
mailbox module 424, in conjunction with the mailboxes 410,
provides an interface between the multi-port bridge 400 and
an external processor (not shown) for performing various
functions. These functions include loading data into regis-
ters of the multi-port bridge 400, fetching data from registers
of the multi-port bridge 400 and transferring data packets
between the external processor and the ports 416—420 of the
multi-port bridge 400.

The look-up bus 404 is utilized for performing look-up
and learning operations and additional overhead operations,
as necessary. The look-up tables of the memory device 408
include entries which indicate which port of the multi-port
bridge 400 is associated with each node of the LAN. A bus
controller 426 collects requests for look-up and learning
operations from the ports 416—420 and, in response to those
requests, grants access to the look-up bus 404 in an appro-
priate priority. The bus controller 426 also facilitates storing
addresses of nodes and associated port identifications in the
look-up tables and facilitates utilizing the look-up tables for
directing packets among the ports 416—420 based upon the
destination address of each packet. A memory controller 428
provides an interface between the memory device 408 and
the look-up bus 404.

A timing module 430 provides timing signals to the ports
416—420 and to the other modules of the multi-port bridge
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400. An E-stat module 432 collects data packet routing,
statistics and provides them to the external processor for
performing analysis and network management functions.

Preferably, the modules 414, 422-432 are cach imple-
mented as a finite state machine, though the modules 414,
422432 can alternately be implemented as one or more
processors operating according to stored software programs.
Finite state machines are preferred as the can generally
perform the necessary operations faster, thus, resulting in a
higher packet handling bandwidth for the multi-port bridge
400. In the preferred embodiment, the ports 416—420 include
one 1 Gbps full-duplex port and eight 100 Mbps full-duplex
ports. It will be apparent, however, that other numbers of
ports and other port configurations can be utilized.

The arrangement illustrated in FIG. 9 allows data packet
transfer operations to be performed via the data bus 402 at
the same that look-up and learning operations are performed
via the look-up bus 404. By performing these operations in
parallel, as opposed to serially (as in FIG. 3 where a single
bus is time-division multiplexed for both data packet trans-
fer operations and for look-up and learning operations), the
packet handling capacity of the multi-port bridge 400 is
enhanced. For example, by incorporating this improvement
along with others discussed herein, the portion of the band-
width of the data transfer path consumed by overhead
operations can be dramatically reduced.

FIG. 10 illustrates a timing diagram for packets received
by the multi-port bridge 400 illustrated in FIG. 9. Reference
is also made to FIG. 9 for the following discussion of FIG.
10. During a time period T1, a first packet (packet #1) is
traversing the data bus 402 between a source port for the
packet #1 and a destination port (cut-through) or between
the source port and the packet buffers 412. During the same
time period T1, a look-up and learning operation for a
second packet (packet #2) can be performed via the look-up
bus 404. In addition, a third packet (packet #3) can be
received from a LAN segment into a source port for the
packet #3 during the time period T1. Note that additional
packets can be simultaneously received by other ports of the
multi-port bridge 400.

When transfer of the packet #1 via the data bus 402 is
completed, the packet #2 can then be transferred via the data
bus 402. This occurs during a time period T2. Also during
the time period T2, a look-up and learning operation for the
packet #3 is performed via the look-up bus 404. A fourth
packet (packet #4) can also be received into a source port for
the packet #4 during the time period T2.

Similarly, during a next time period T3, the packet #3 can
be transferred via the data bus 402, while a look-up and
learning operation for the packet #4 is performed via the
look-up bus 404 and while yet another packet (packet #5) is
being received into a source port for the packet #5. This
process continues as additional packets are received, look-
up and learning operations are performed and packet data is
transferred.

As will be apparent from the above discussion, the
multi-port bridge 400 illustrated in FIG. 9 achieves greater
packet handling capacity in comparison with the multi-port
bridge 100 illustrated in FIG. 3 through increased parallel-
ism in the processing of each packet. This is because data
transfer and table look-up operations can be performed
simultaneously via the data bus 402 and the look-up bus 404.

Receive Packet Vector FIFO in the Ports

FIG. 11 illustrates a block schematic diagram of one of the
ports 416420 of the multi-port bridge 400 illustrated in
FIG. 9. A port controller 450, including a bus interface 452,
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a triplet finite state machine 454, a receive vector finite state
machine 456 and registers 458, provides control for the port
and an interface between the port and the buses 402, 404.
The port also includes a triplet FIFO buffer 460, coupled
between the look-up bus 404 and the port controller 450, and
a receive packet vector buffer 462 coupled between the
look-up bus 404 and the port controller 450.

The port controller 450 monitors the data bus 402 and the
look-up bus 404 for commands and data directed to the port
and also provides commands and data to the buses 402, 404
as appropriate. Under control of the triplet finite state
machine 454, the triplet buffer 460 stores a queue of memory
pointers (“triplets”—illustrated in FIG. 5) for data packets
being stored in the packet buffers 412 (FIG. 9) of the
memory device 406 (FIG. 9). Under control of the receive
vector finite state machine 456, the receive vector buffer 462
stores information (“receive vectors”—illustrated in FIG. 14
and explained in more detail herein) relating to the routing
of packets received by the port. The term “vector” as used
herein means a data structure in which information relating
to the routing of a single packet through the multi-port
bridge 400 (FIG. 9) is stored. Thus, unless otherwise
indicated, the term “vector” includes a data structure having
an, as yet, empty field for storing an identification of the
destination port for the packet and also includes a data
structure having a field which presently contains the iden-
tification of the destination port for the packet. The registers
458 contain data for initializing the port upon start-up and
for collecting status information for the port.

The port also includes a medium access control (MAC)
transceiver 464 which accesses a LAN segment associated
with the port for transmitting data packets to, and receiving
data packets from, the LAN segment. Coupled to the trans-
ceiver 464 arc a receive finite state machine 466, for
controlling the transceiver 464 during packet reception, and
a transmit finite state machine 468, for controlling the
transceiver 464 during packet transmission. The receive
finite state machine 466 and the transmit finite state machine
468 are each coupled to the bus control module 414 (FIG. 9)
for requesting access to the data bus 402 therefrom.

Packets received from the associated LAN segment by the
transceiver 464 are directed to the packet data bus 402
through a receive FIFO buffer 470, while packets to be
transmitted over the associated LAN segment are directed
from the data bus 402 to the transceiver 464 through a
transmit FIFO buffer 472. An address latch 474 is also
included in the port for latching addresses from the data bus
402 and providing them to the transceiver 464.

FIG. 12 illustrates a diagram of the receive buffer 470
illustrated in FIG. 11. As shown in FIG. 12, a packet (i) is
stored in successive locations of the receive buffer 470
starting at an address in the buffer 470 identified by a packet
(i) pointer. A packet (i+1), received subsequently to the
packet (i), is stored the receive buffer 470 following the
packet (i). The packet (i+1) is stored in successive locations
of the buffer 470 starting at an address identified by a packet
(i+1) pointer. Similarly, a packet (i+2) and a packet (i+3) are
stored in successive locations of the receive buffer 470
starting at locations identified by a packet (i+2) pointer and
a packet (i+3) pointer, respectively.

As also shown in FIG. 12, a fetching pointer identifies a
current location in the receive buffer 470 from which the
packet (i) is currently being read and placed on the data bus
402 (FIGS. 9 and 11). Thus, once a packet is conditioned for
transfer via the data bus 402 to the packet buffers 412 (FIG.
9) or directly to the destination port, the fetching pointer
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points at the starting address for the packet, and is then
incremented as the packet is read from the buffer 470 and
placed on the data bus 402. In addition, a loading pointer
identifies a current location in the receive buffer 470 into
which the packet (i+3), currently being received from the
LAN segment associated with the port, is written. The
loading pointer is incremented as the incoming packet is
stored in successive locations of the receive buffer 470.

Unlike the receive buffer 216 illustrated in FIG. 4, the
receive buffer 470 illustrated in FIGS. 11-12 can store more
than one packet, preferably two to four packets of the
minimum size specified by the IEEE 802.3 standard. It will
be apparent, however, that the size of the receive buffer 470
can be altered while achieving the advantages of the present
invention.

FIG. 13 illustrates a diagram of the receive packet vector
buffer 462 illustrated in FIG. 11. The vector buffer 462 stores
one receive packet vector (FIG. 14) for each packet stored
in the receive buffer 470. Thus, a packet vector (i) stored in
the vector buffer 462 corresponds to the packet (i) illustrated
in FIG. 12. Similarly the vector buffer 462 stores a packet
vector (i+1), a packet vector (i+2) and a packet vector (i+3),
corresponding to the packet (i+1), the packet (i+2) and the
packet (i+3) illustrated in FIG. 3, respectively.

FIG. 14 illustrates a receive packet vector according to the
present invention. The packet vector includes a first field 502
in which a vector valid flag is stored. The logic level of the
vector valid flag indicates whether the remaining fields of
the packet vector are valid. Next, the packet vector includes
a field 504 in a which information relating to look-up table
operations for the packet are stored. For example, informa-
tion in the field 504 can indicate whether a learning opera-
tion needs to be performed for the packet and can also
indicate whether a look-up operation for the packet is
complete. The packet vector includes a field 506 for storing
a triplet for the packet, including the source port, destination
port and starting address in the packet buffers 412 assigned
to the packet. In addition, the field 506 can store the length
of the packet and a receive status for the packet. A field 508
of the packet vector stores a receive packet pointer for the
packet. As mentioned, the receive packet pointer identifies a
starting location in the receive buffer 470 for the packet.
Finally, the packet vector optionally includes a field 510 for
storing additional information about the packet. For
example, the field 510 can store a virtual-LAN (v-LAN) tag
for the packet or an indication of a priority assigned to the
packet.

As discussed herein, the arrangement of the port illus-
trated in FIG. 11, including the receive buffer 470, which can
preferably store two or more packets, and including the
receive packet vector buffer 462, achieves an advantage over
the arrangement of the port illustrated in FIG. 4, in that
operations for multiple data packets received by the port can
be performed simultaneously (in parallel), thus, increasing
the packet handling capacity of the multi-port bridge.

Parallel Operations for Packet Bridging

For the following discussion, reference is made to FIGS.
9-14. As a packet is received by a source port for the packet,
such as is illustrated in FIG. 11 the packet is loaded into the
receive packet buffer 470 (FIGS. 11-12) under control of the
receive finite state machine 466 (FIG. 11). The packet is
loaded in the packet buffer 470 starting at a next location in
the buffer 470 following a previous packet. This is shown in
FIG. 12 where the packet (i+3) is being written to the receive
buffer 470 following the packet (i+2) in accordance with the
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loading pointer. The starting address in the receive buffer
470 is identified by a packet pointer assigned to the packet.
As the packet is received and stored in successive locations
of the receive buffer 470, the loading pointer is incremented.
Once the loading process for a packet commences, a packet
vector is assigned to the packet and initialized under control
of the receive vector finite state machine 456 (FIG. 11). The
packet vector is initialized by conditioning the field 502
(FIG. 14) of the packet vector to indicate that the packet
vector is valid, conditioning the field 504 to indicate that a
look-up operation needs to be performed and by storing the
packet pointer in the field 508 (FIG. 14).

Then, once the source address and destination address for
the packet have been received from the segment of the LAN
associated with the source port for the packet, look-up and
learning operations are performed for the packet. The port
requests access to the look-up bus 404 for this purpose. Once
access to the look-up bus 404 is granted, look-up and
learning operations are performed for the packet. During the
learning operation, the look-up tables are updated in the
memory device 408 (FIG. 9). During the look-up operation,
the destination port for the packet is identified. In addition,
a starting address in the packet buffers 412 (FIG. 9) is
assigned to the packet. Accordingly, a triplet (FIG. 5) for the
packet is formed. The triplet is then placed on the look-up
bus 404 (FIGS. 9, 11). The port that is receiving the packet
then stores the triplet in the field 506 (FIG. 14) of the packet
vector for the packet. In addition, the field 504 is conditioned
to reflect that the look-up and learning operations are
complete.

The look-up and learning operations for the packet can be
performed while the packet is still being received into the
receive buffer 470 (FIG. 11), however, the look-up and
learning operations can also be postponed until after the
packet is entirely loaded in the receive buffer 470 in the
event that access to the look-up bus 404 is not immediately
granted. For example, if not already completed, look-up and
learning can be performed for the packet (i+1) or the packet
(i+2) while the packet (i+3) is being loaded into the receive
buffer 470. As illustrated in FIG. 12, these packets are
completely loaded into the receive buffer 470.

Once the look-up and learning operations for a packet are
complete, as indicated in the field 504 (FIG. 14) of the
packet vector for the packet, and assuming the packet has
been queued for transfer from the receive buffer 470 (FIGS.
11, 12) for the longest time (or has the highest priority, as
indicated in the field 510 for the packet), then the receive
finite state machine 466 (FIG. 11) requests access to the data
bus 402 (FIGS. 9, 11). Once access is granted, the packet is
transferred from the receive buffer 470 to the packet buffers
412 (FIG. 9). If not currently busy transmitting another
packet, the destination port for the packet receives the packet
from the data bus 402 into its transmit buffer 472 (FIG. 11)
while the packet is being loaded into the packet buffers 412
(cut-through). Otherwise, the destination port retrieves the
packet from the packet buffers 412 once it is no longer busy.

In addition, while look-up and learning operations are
being performed for a packet, a data transfer operation can
be simultaneously performed for a prior packet. For
example, while a look-up operation is being performed for
the packet (i+3), a packet vector previously completed for
the packet (i) can be utilized to transfer the packet (i) to the
packet buffer 412 (FIG. 9) and, if the destination port is
available, directly to the destination port for the packet (i)
(cut-through).

The arrangement of the port illustrated in FIG. 11, includ-
ing the receive buffer 470, which can preferably store two or
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more packets, and the receive packet vector buffer 462, is
preferably utilized in a multi-port bridge 400 having a data
bus 402 and a look-up bus 404 which operate independently.
It will be apparent, however, that a port having a receive
buffer 470 which can store two or more packets and having
a receive packet vector buffer 402, can be utilized in a
multi-port bridge having a single, time-division multiplexed
bus, such as the bus 102 (FIGS. 34).

The receive buffer 470 should be large enough to store
two or more relatively small packets, such as packets of the
minimum size specified by the IEEE 802.3 standard, as these
small packets require the most overhead operations, such as
for look-up and learning, in comparison to the amount of
data transferred by the packet (i.e. these packets have a high
ratio of overhead to payload). Because the arrangement of
the port illustrated in FIG. 11 improves packet handling
capacity of the multi-port bridge 400 (FIG. 9) by eliminating
overhead operations from the data transfer path through the
multi-port bridge 400, the performance of the multi-port
bridge 400 is improved dramatically, though the size of the
receive buffer 470 need not be increased dramatically. This
minimizes the amount of silicon space required to imple-
ment the port illustrated in FIG. 11 as a portion of an
integrated circuit. It will be apparent, however, that the size
of the receive buffer 470 can be altered while still achieving
the principle advantages of the present invention. For
example, the receive buffer 470 can be sized to hold two or
more relatively large packets, such as a packet of the
maximum size specified by the IEEE 802.3 standard.

Transparent Bus Partition

FIG. 15 illustrates a transparently partitioned bus accord-
ing to the present invention. FIG. 15 differs from FIG. 9 in
that the data bus 402 of FIG. 9 is partitioned into four bus
segments 402a, 402b, 402¢ and 4024 in FIG. 15. Each bus
segment 402a, 402b, 402¢ and 4024 includes a same number
(n) of signal lines; preferably, thirty-two data lines in addi-
tion to command lines. One or more ports is coupled to each
bus segment 402a, 402b, 402¢ and 402d. For example, Port
#1 and Port #2 are coupled to the bus segment 402a; Port #3
and Port #4 are coupled to the bus segment 402b; Port #5 and
Port #6 are coupled to the bus segment 402¢ and Port #7 and
Port #8 are coupled to the bus segment 402d. In addition, a
packet buffer memory 412 (illustrated in FIG. 9) can be
coupled to one of the bus segments 4024, 402b, 402¢ or
402d of FIG. 15 for temporarily storing data packets being
bridged from one port to another. The packet buffer memory
412 (FIG. 9) can replace one or more of the ports coupled
to its bus segment or can be coupled to the bus segment in
addition to the corresponding ports.

Because each bus segment 402a, 402b, 402¢ and 4024 is
coupled to fewer than all of the ports, the signal lines of each
bus segment 402a, 402b, 402¢ and 402d can be physically
shorter in length than if the signal lines were coupled to all
of the ports, as is the case for the data bus 402 illustrated in
FIG. 9. Because the signal lines are shorter in length, each
has lower resistance and capacitance and, thus, R-C time
constants associated with the signal lines of each bus seg-
ment 4024, 402b, 402¢ and 402d are lower than would be the
case for a non-partitioned bus. For example, because the
resistance and capacitance associated with a signal line each
increases approximately linearly with length, assuming the
bus segment 4024 is one-fourth of the length of the data bus
402 (FIG. 9), then the R-C time constants for the signal lines
of the bus segment 4024 are approximately one-sixteenth the
value of the R-C time constants for the signal lines of the
data bus 402 (FIG. 9). In addition, the signal lines of the bus
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segments 402a, 4025, 402¢ and 402d are less heavily loaded
because there are fewer ports coupled to each bus segment.
These lower R-C time constants and lighter loading allow
the partitioned bus illustrated in FIG. 15 to transfer data in
accordance with a significantly higher frequency clock sig-
nal than the data bus 402 (FIG. 9).

A transparent bus controller 550 is coupled each bus
segment 402a, 402b, 402¢ and 402d via pluralities of (n)
sense lines 552a, 552b, 552¢ and 552d, respectively. Each
group of (n) sense lines 552a, 552b, 552¢ and 5524 includes
one sense line coupled to each signal line of the correspond-
ing bus segment. The sense lines 552a, 552b, 552¢ and 552d
provide an indication to the transparent bus controller 550 of
the logic level of each signal line of each bus segment 4024,
402b, 402¢ and 402d.

In addition, groups of (n) transistors 554a, 554b, 554¢ and
5544, one transistor for each signal line of each bus segment
402a, 402b, 402¢ and 402d, respectively, are coupled
between the respective signal line and ground. For illustra-
tion purposes, only a single transistor is shown coupled
between each bus segment 402a, 402b, 402¢ and 402d and
ground, though it will be understood that a plurality of (n)
transistors are coupled between each bus segment and
ground, one transistor coupled to each signal line. The gate
of each of the transistor of each group 5544, 554b, 554¢ and
554d is coupled to be independently controlled by the
transparent bus controller 550 such that any signal line, or
any combination of signal lines, of the bus segments 4024,
402b, 402¢ and 4024 can be selectively shunted to ground.

Further, a transistor 5564, a transistor 556b, a transistor
556¢ and a transistor 5564, are each coupled between a logic
high voltage (V) and anodes of groups of (n) diodes 5584,
558b, 558¢c and 5584, respectively. Thus each of the four
transistors 556a, 556b, 556¢ and 556d, one for cach bus
segment 402a, 402b, 402¢ and 4024, respectively, is coupled
to the anodes of (n) diodes. For illustration purposes, a single
diode is shown for each bus segment though it will be
understood that a plurality of (n) diodes, one for each signal
line are coupled to each of the transistors 556a, 556b, 556¢
and 556d. A cathode of each diode of each of the groups
558a, 558b, 558¢ and 5584 is coupled to a respective one of
the signal lines of each bus segment 402a, 402b, 402¢ and
402d. The gate of each of the four transistors 556a, 556b,
556¢ and 556d is coupled to be controlled by the transparent
bus controller 550 such that all the signal lines of each bus
segment 402a, 402b, 402¢ and 402d, can be simultaneously
shunted to V.

FIG. 16 illustrates a timing diagram for transferring data
via the partitioned bus illustrated in FIG. 15. A single bus
cycle for transferring data from one port to another port (or
to a packet buffer) includes three time periods TA, TB and
TC. Because each bus segment 402a, 402b, 402¢ and 4024
(FIG. 15) preferably includes 32 data lines, 32 bits of data
can be transferred during each bus cycle.

During the time period TA, the transparent bus controller
550 (FIG. 15) pre-charges each signal line of each bus
segment 4024, 402b, 402c and 4024 (FIG. 15) to a logic high
voltage level (V) by activating the four transistors 5564,
556b, 556¢ and 556d (FIG. 15), respectively. Current flows
from the voltage supply V.. to each signal line through the
transistors 556a, 556b, 556¢ and 5564 and the respective
groups of diodes 558a, 558b, 558¢ and 558d. Because the
pre-charging operation includes all the signal lines of each
bus segment 4024, 402b, 402¢ and 402d, no combinational
logic operations are required to be performed during the
time period TA with respect to individual signal lines. In the
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preferred embodiment, the transistors 556a, 556b, 556¢ and
556d are formed of sufficient size to rapidly pre-charge all
the signal lines. As such, pre-charging of all the signal lines
can be accomplished in a relatively short time period. Upon
completion of pre-charging, the transistors 556a, 556b, 556¢
and 556d are deactivated.

The ports request access to the partitioned bus from the
transparent bus controller 550 which grants access to the
partitioned bus according to an appropriate priority. During
the time period TB, a port having previously been granted
access to the partitioned bus applies the data to be commu-
nicated to its associated bus segment by applying an appro-
priate logic level to each signal line of its associated bus
segment. The transparent bus controller 550 then senses the
data applied by the port via the sense lines 5524, 552b, 552¢
or 552d coupled to the appropriate bus segment. In the
preferred embodiment, sensing of the signal lines is per-
formed by the transparent bus controller 550 simultaneously
as the port having access to the transparent bus places data
on its associated bus segment. Then, the transparent bus
controller 550 replicates this data to each other bus segment
by discharging appropriate ones of the signal lines of each
other bus segment via appropriate ones of the transistors
554a, 554c, 554c and 554d. This is accomplished by the
transparent bus control logic 550 monitoring the sense lines
of bus segment coupled to the port having control of the
transparent bus, and once the voltage level of a signal line
falls below a predetermined threshold, the corresponding
signal lines of the other bus segments are immediately
discharged. This technique results in the data being repli-
cated to the other bus segments in a relatively short period
of time.

For example, assume Port #4 (FIG. 15) is granted access
to the partitioned bus. During the time period TB, Port #4
applies the data to be communicated, such as a 32-bit portion
of an IEEE 802.3 data packet, to its associated bus segment
4025 (FIG. 15). The transparent bus control logic 550 (FIG.
15) simultaneously monitors the bus segment 402b via the
sense lines 552b (FIG. 15). Once the bus control logic 550
determines the logic levels of the signal lines of the bus
segment 402b, the bus control logic 550 replicates these
logic levels on the bus segments 402a, 402¢ and 4024, by
activating appropriate ones of the transistors 554a, 554¢ and
554d, thereby discharging the appropriate signal lines to a
logic low voltage. No action is taken relative to signal lines
of the bus segments 4024, 402¢ and 402d which are a logic
high voltage as these signal lines simply remain charged by
the pre-charging operation performed during the time period
TA.

During the time period TC, the identical data is available
from any of the bus segments 402a, 402b, 402¢ and 402d.
Accordingly, the recipient of the data receives the data
during the time period TC. Upon conclusion of the bus cycle
at the end of the time period TC, a subsequent bus cycle
commences, starting with the time period TA.

Accordingly, the bus is “transparently” partitioned such
that the bus segments 402a, 402b, 402c and 402d, in
conjunction with the transparent bus controller 550, form a
single logical bus by which the ports communicate data. A
principle advantage of this aspect of the present invention is
that the entire bus cycle, including the time periods TA, TB
and TC, can be made shorter than a bus cycle for a
non-partitioned bus. Although four bus segments 4024,
402b, 402¢ and 402d, each having two ports, are illustrated
in FIG. 15, it will be apparent that the number of bus
segments, and the number of ports coupled to each bus
segment, can be altered. In addition, a look-up bus 404 (FIG.



US 6,363,067 B1

21

9) can be coupled to each of the ports illustrated in FIG. 15
for performing look-up and learning operations utilizing an
associated memory device 408 (FIG. 9).

Staged Partitioned Bus

FIG. 17 illustrates a multi-port bridge 600 having a staged
partitioned bus according to the present invention. The
multi-port bridge 600 illustrated in FIG. 17 differs from that
illustrated in FIG. 9 in that the data bus 402 of FIG. 9 is
partitioned into four bus segments 402a', 402b', 402¢' and
4024d' in FIG. 17. Each bus segment 4024', 4020', 402¢' and
402d' is operable independently of the others and includes a
same number (n) of signal lines; preferably, thirty-two data
lines in addition to command lines. One or more ports are
coupled to each bus segment 402a', 402b', 402¢' and 402d'.
For example, Port #1 and Port #2 are coupled to the bus
segment 402a'; Port #3 and Port #4 are coupled to the bus
segment 402b'; Port #5 and Port #6 are coupled to the bus
segment 402¢' and Port #7 and Port #8 are coupled to the bus
segment 4024'. Though four bus segments 402a', 402b',
402¢' and 4024 are illustrated in FIG. 17, each having two
ports, it will be apparent that a different number of bus
segments can be provided and that each bus segment can be
coupled a different number of ports.

Each bus segment 4024', 4020', 402¢' and 4024' is coupled
to a staging multiplexer (MUX) 602 and to a bus control
module 414'. In addition, the staging MUX 602 is coupled
to the bus control module 414', to a memory controller 422!
and to a memory device 406'. The memory controller 422'
provides an interface between the memory device 406' and
the staging MUX 602. The memory device 406' includes
mailboxes 410" for exchanging information between an
external processor (not shown) and the multi-port bridge 600
and also includes a packet buffer memory 412' for tempo-
rarily storing data packets undergoing bridging from one
port to another.

The bus control module 414' receives requests from the
ports for access to the memory device 406' and grants such
requests according to an appropriate priority. In addition to
notifying a port when that port is granted access to the
memory device 406', the bus control module 414' conditions
the staging MUX 602 so as to provide a signal path to the
memory device 406' for the port. Accordingly, a
bi-directional communication path is formed between the
port and the memory device 406' via the associated one of
the bus segments 402a', 402b', 402¢' and 402d' and through
the MUX 602. This bi-directional signal path can be utilized
for storing data packets and other information in the memory
device 406' and for retrieving data packets and other infor-
mation from the memory device 406'.

Similarly to the transparently partitioned bus illustrated in
FIG. 15, because each bus segment 4024', 402b', 402¢' and
402d' of the staged partitioned bus illustrated in FIG. 17 is
coupled to fewer than all of the ports, the signal lines of each
bus segment 402a', 4025, 402¢' and 402d' can be physically
shorter in length than the signal lines of the data bus 402
illustrated in FIG. 9. This results in lower R-C time con-
stants for the bus segments 402a', 4025, 402¢' and 4024'. In
addition, the signal lines of the bus segments 402a', 402b',
402¢' and 4024 are less heavily loaded than those illustrated
in FIG. 9 because there are fewer ports coupled to each bus
segment. These lower R-C time constants and lighter load-
ing allow the staged partitioned bus illustrated in FIG. 17 to
transfer data in accordance with a significantly higher fre-
quency clock signal than the data bus 402 illustrated in FIG.
9.
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The bus arrangement illustrated in FIG. 17 differs from
that illustrated in FIG. 15 in that no provision is made in the
preferred embodiment of the arrangement illustrated in FIG.
17 for cut-through of data packets from one of the bus
segments 402a', 402b', 402¢’ or 402d' to another. Thus,
according to the invention illustrated in FIG. 17, data
packets cannot be communicated directly from one bus
segment to another without first being temporarily stored in
the memory device 406'. This is because in the preferred
embodiment, the staging MUX 602 only provides a com-
munication path between one of the bus segments 4024,
402b', 402¢' or 402d', and the memory device 406' for
storing or retrieving packets, but does not provide a com-
munication path directly between any two or more of the bus
segments 402a', 402b', 402¢' or 402d'. However, it will be
apparent that cut-through can be accomplished for commu-
nicating packets directly between ports coupled to a same
one of the bus segments 4024a', 4020', 402¢' or 402d'. It will
also be apparent that the staging MUX 602 can be modified
to provide a communication path directly between any two
or more of the bus segments 402a', 402b', 402¢' or 402d'.
The arrangement illustrated in FIG. 17 provides an advan-
tage over that illustrated in FIG. 15 in that fewer circuit
elements as required. For example, the transistors
554a-554d, the transistors 556a—556d and the diodes
558a-558d illustrated in FIG. 15 are unnecessary in the
arrangement of FIG. 17.

In addition, a look-up bus 404' (FIG. 18), an associated
memory device 408' (FIG. 18) and memory controller 428'
(FIG. 18) can be included for performing look-up and
learning operations simultaneously as data packets are trans-
ferred via the staged partitioned bus in accordance with the
present invention. For example, FIG. 18 illustrates a multi-
port bridge 600" having a staged partitioned data bus, includ-
ing two bus segments 402a' and 402b', and a look-up bus
404'.

Assume a data packet is received by a port, for example,
the port #4 coupled to the data bus segment 4024" illustrated
in FIG. 18. The port #4 identifies an appropriate destination
port for the packet via the look-up bus 404' by looking up the
destination address for the packet in the look-up tables 408'.
Assume the destination port identified for the packet is the
port #6, which is coupled to the data bus segment 4025'
illustrated in FIG. 18. A result of the look-up operation is a
triplet (FIG. 5) which is stored in a triplet buffer 206 (FIG.
4) of the port #6. Then, the port #4 requests access to the
memory device 406 from the bus control module 414'. The
bus control module 414' grants access to the port #4 by
conditioning the staging multiplexer 602 to provide a signal
path from the port #4 (and the bus segment 402b") to the
memory device 406' through the multiplexer 602. The port
#4 then stores the data packet in the packet buffers 412' of
the memory device 406'.

When the port #6 is available for transmitting the data
packet, the port #6 requests access to the memory device
406' from the bus control module 414'. When such access is
granted, the memory control module 414' conditions the
multiplexer 602 so as to provide a signal path from the port
#6 (and the bus segment 402¢") to the memory device 406'
through the multiplexer 602. The port #6 then retrieves the
data packet from the packet buffers 412' and transmits the
packet to its associated segment of the LAN.

Assume, however, that the destination port for the data
packet is the port #2, rather than the port #6. The port #2 is
coupled to same data bus segment 402a' as the port #4.
Accordingly, if the port #2 is not currently busy transmitting
when the port #4 stores the data packet in the packet buffers
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412', the port #2 preferably receives the packet directly from
the port #4 via the data bus segment 402' (cut-through).

Optimized Cut-Through for Broadcast and Multi-
cast Packets

Abroadcast packet is one that is intended by its originat-
ing node to be received by every other node of the LAN.
Accordingly, when a multi-port bridge receives a broadcast
packet, the packet is preferably directed to every port of the
multi-port bridge (except the port that received the packet).
Typically, a broadcast packet is identified by a destination
address which is a series of logic ones (e.g., hexadecimal: FF
FF FF FF FF FF). An example of a broadcast packet is a
“keep alive” packet. In accordance with the IEEE 802.3
standard, each node periodically broadcasts a “keep alive”
packet which informs the other nodes of the LAN of the
continued presence of the sending node in the LAN.

A multi-cast packet is one that is intended to be received
by each of a selected group of nodes of a LAN. For example,
a virtual LAN (VLAN) may include a subset of nodes of a
larger LAN. When a node included in the VLAN group
sends a packet, the packet can be multi-cast to each other
member of the VLAN group. Typically, a multi-cast packet
is identified when the first bit of its destination address is a
logical one. The source address of a multi-cast packet
identifies the originating node which can then be utilized to
identify the VLAN group of which the originating node is a
member.

A uni-cast packet is one which is intended to be received
by a single destination node. Typically, a uni-cast packet is
identified by the first bit of the destination address for the
packet being a logical zero. The destination node for the
uni-cast packet is identified by the remaining bits of the
destination address included in the packet.

Referring to FIG. 3, during the look-up operation for a
packet received by a port (source port) of the multi-port
bridge 100, the packet is examined to determine whether the
packet is intended to be broadcast to all nodes of the LAN,
whether the packet is intended for a VLAN group and
whether the packet is intended for a single destination node.
If the packet is intended to be broadcast to all the nodes of
the LAN, the packet is directed to all the ports of the
multi-port bridge 100 (or to all the ports other than the
source port). If the packet is intended for a VLAN group, the
packet is a multi-cast packet. In which case, the source node
address for the packet is utilized to access an appropriate
entry in a VLAN portion of the look-up tables 154. Each
entry in the VLAN portion of the look-up tables 154
identifies the destination ports for the packet according to
the source node address for the packet. If the packet is
intended for a single destination node, information stored in
the look-up tables 154 during learning operations for prior
packets is utilized to identify an appropriate destination port
for the packet. If the look-up tables 154 do not identify the
appropriate port, the packet is treated as a broadcast packet
or a multi-cast packet depending upon how the multi-port
bridge 100 is pre-conditioned.

According to an embodiment of the present invention, if
a destination port for a broadcast or a multi-cast packet is not
currently busy when the packet is stored in the packet buffers
156, the packet is also received by the destination port
directly from the source port (i.e. the packet is cut-through).
If a destination port is busy transmitting another packet,
however, that port will retrieve the packet from the packet
buffers 156 (FIG. 3) later, when the port is no longer busy.
Accordingly, if multiple destination ports are busy when the
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packet is stored in the buffers 156, each of these ports
retrieves the packet from the packet buffers 156 later, when
it is no longer busy. Thus, the packet will appear on the
communication bus 102 (FIG. 3) several times, once when
the packet is transferred to the packet buffers 156 and an
additional time for each destination port that was unable to
receive the packet directly from the source port. Similarly,
when a broadcast or multi-cast packet is received by a source
port of the multi-port bridge 400 (FIG. 9), the packet may
appear on the data bus 402 (FIG. 9) several times, once for
each destination port which was unable to receive the packet
directly from the source port.

These multiple appearances of the same packet on the
communication bus 102 (FIG. 3 or on the data bus 402 (FIG.
9) tend to consume valuable bandwidth capacity of the
respective bus. This is especially true of broadcast packets
since broadcast packets are always directed to multiple
destination ports and are required by the IEEE 802.3 speci-
fication to be sent throughout the LAN with regularity.

In accordance with another embodiment of the present
invention, a memory store is provided in each port for
receiving and storing broadcast and multi-cast packets, even
when the port is busy transmitting another packet. Then,
when the port is no longer busy, the broadcast or multi-cast
packet is transmitted by the port without the port first having
to retrieve the broadcast packet from a location apart from
the port. Bandwidth is conserved because appearance of the
broadcast or multi-cast packet on a bus which interconnects
the ports is minimized.

FIG. 19 illustrates a block schematic diagram of a port of
a multi-port bridge in accordance with the present invention.
The port illustrated in FIG. 19 is preferably utilized in the
multi-port bridge 400 illustrated in FIG. 9 but can also be
utilized in the multi-port bridge 100 illustrated in FIG. 3,
with appropriate modifications. The port illustrated in FIG.
19 is preferably identical to the port illustrated in FIG. 11
except as described herein. For example a port controller
450" of the port illustrated in FIG. 19 includes a broadcast
packet controller 650 which is not illustrated in FIG. 11. In
addition, the transmit buffer 472 illustrated in FIG. 11 is
replaced in FIG. 19 with a transmit buffer 652.

FIG. 20 illustrates a diagram of the transmit buffer 652
illustrated in FIG. 19. As shown in FIG. 20, a packet, such
as a uni-cast packet, a broadcast packet or a multi-cast
packet, can be stored in a transmit packet store 654 which is
a portion of the transmit buffer 652 allocated for this
purpose. A transmit packet pointer marks a first location of
a packet being stored in the transmit packet store 654. A
transmit loading pointer keeps track of a current location
into which the packet is currently being written to, while a
fetching pointer keeps track of a current location from which
the packet is being read from. The transmit finite state
machine 468 (FIG. 19) controls writing data to, and reading
data from, the transmit packet store 654. In the preferred
embodiment, each packet written to the transmit packet store
654 is also read out from the transmit packet store 654 and
transmitted to a LAN segment associated with the port while
the packet is still be written to the transmit packet store 654.
For this reason, the transmit packet store 654 need not be
capable of storing an entire IEEE 802.3 data packet of the
maximum size.

In addition, the transmit buffer 652 includes a broadcast
packet store 656 for storing broadcast and multi-cast packets
when a such a packet is received while the port is busy
transmitting another packet from the transmit packet store
654. In the preferred embodiment, the broadcast packet
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controller 650 (FIG. 19) is normally dormant and becomes
active only when: (1) the transceiver 464 (FIG. 19) of the
port is currently busy transmitting a packet; (2) a broadcast
or multi-cast packet is being received by another port
(source port); and (3) the broadcast packet store 656 is
empty. When these conditions are all present, the broadcast
packet controller 650 writes the broadcast packet into the
broadcast packet store 656 of the port (destination port)
when the packet appears on the data bus 402 (FIG. 19) as it
is being written to the packet buffers 412 (FIG. 9) by the
source port. Thus, the broadcast or multi-cast packet is
“cut-through” to the destination port even if the destination
port is busy transmitting another packet. It is expected that
this aspect of the present invention will result in a greater
number of ports receiving the broadcast or multi-cast packet
when it appears on the data bus 402 (FIG. 19) a first time,
thereby reducing the total number of times such a packet
appears on the data bus 402 (FIG. 19).

A broadcast packet pointer marks a first location of a
packet stored in the broadcast packet store 656 while a
broadcast loading pointer keeps track of a current location
into which a packet is currently being written under control
of the broadcast packet controller 650 (FIG. 19). Assuming
the entire broadcast or multi-cast packet is successfully
stored in the broadcast packet store 656, an appropriate
triplet corresponding to the packet is stored in the triplet
buffer 460 (FIG. 19) by the controller 650. The triplet
includes an indication that the packet is located in the
broadcast packet store 656 of the port. Note that the broad-
cast packet store 656 is preferably reserved for broadcast
and multi-cast packets. Thus the broadcast packet stored 656
preferably does not receive uni-cast packets.

Once the port is available to transmit the packet stored in
the broadcast packet store 656, the fetching pointer is
initialized to the starting address of the packet and the packet
is read from the broadcast packet store 656 and transmitted
to the LAN segment associated with the port.

Because broadcast “keep alive” packets are typically
smaller than the maximum size IEEE 802.3 packet and occur
relatively infrequently in comparison to other types of
packets, the principle advantages of this aspect of the present
invention can be achieved by sizing the broadcast packet
store 656 so as to be capable of storing one entire IEEE
802.3 packet of at least the minimum size. The broadcast
packet store 656, can alternately be sized to accommodate an
IEEE 802.3 packet of the maximum size or can even be sized
to accommodate several packets.

Assuming that the broadcast or multi-cast packet which
appears on the data bus 402 (FIG. 9) as it is being loaded into
the packet buffers 412 is not successfully stored in the
broadcast packet store 656 of the port, then an appropriate
triplet corresponding to the packet is stored in the triplet
buffer 460. In such case, the triplet includes an indication
that the packet is to be retrieved from the packet buffers 412
(FIG. 9). Once the port is available to transmit the packet,
the packet is retrieved from the buffers 412 into the transmit
packet store 654 from which it is transmitted to the LAN
segment associated with the port. Alternately, if it is deter-
mined that the broadcast packet was received in error, no
triplet is stored in the triplet buffer 460 (FIG. 19) corre-
sponding to such broadcast packet. In either case, the
contents of the broadcast packet stored 656 are not utilized
and, thus, can be cleared or overwritten.

This aspect of the present invention conserves bandwidth
of the bus which interconnects the ports because appearance
of the broadcast or multi-cast packet on the bus is mini-
mized.
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De-Coupling Table Look-up Operations from
Learning Operations

Referring to the multi-port bridge 100 illustrated in FIG.
3, each port 104-112 is coupled to a LAN segment which
can include one or more nodes. For each data packet
received by the multi-port bridge 100, the look-up table 154
(also referred to as a dynamic filtering database) stored by
the memory device 150 is utilized to determine whether the
packet is to be filtered (when the source node and the
destination node are on a same LAN segment), and if the
packet is not to be filtered, to determine which is the
appropriate destination port to which the packet is to be
directed.

Table 1 shows an example of the look-up table 154,
including sample entries, that can be utilized for appropri-
ately filtering and forwarding data packets within the multi-
port bridge 100. As shown by Table 1, each entry in the
look-up table 154 includes the node address (also referred to
as MAC address) for each node of the LAN stored in
association with an identification of the port of the multi-
port bridge 100 which is coupled to the LAN segment which
includes the node. Additional data is stored in the look-up
table 154 in association with the node address, such as a time
stamp, a VLAN identification, a priority and other associ-
ated data.

TABLE 1
Other
MAC Address Time Associated
(node address) Port ID  Stamp  VLAN ID  Priority Data
00112333445 4 0461 4 0
01A234F111B6 15 1247 0 1
0A2C72A8D9 8 0723 3 0

So that the look-up table 154 accurately correlates each
node address to the appropriate port 104-112 of the multi-
port bridge 100 even when nodes are added or removed from
the LAN, the look-up table 154 is continuously updated.
Preferably, in accordance with the IEEE 802.3 specification,
every entry in the look-up table 154 is updated at least every
five minutes, and if any node fails to send a packet for five
minutes the entry for that node is deleted from the look-up
table 154. In accordance with the IEEE 802.3 standard, each
node periodically broadcasts a “keep alive” packet which
informs the other nodes of the LAN and the multi-port
bridge 100 of the continued presence of the sending node in
the LAN. By periodically sending a “keep alive” packet,
each node avoids being deleted from the look-up table 154
in the event the node does not transmit another type of
packet for five minutes.

As mentioned herein, for each packet received by the
multi-port bridge 100, the source port requests a look-up
operation from the bus control module 114 by raising an
interrupt request line coupled to the bus control module 114.
Once the request is granted, the memory control module 118
then updates the look-up tables 154 by ensuring that the
source address for the packet is stored in the look-up tables
154 in association with the identification of the source port
for the packet (learning operation). In addition, the destina-
tion address from each packet received by the multi-port
bridge 100 is utilized to look-up the identification of the
appropriate destination port for the packet in the look-up
table 154 (look-up operation). Then, the identification of the
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destination port is placed in the triplet (FIG. 5) and the triplet
is placed on the communication bus 102 where it is available
to the ports of the multi-port bridge 100.

Because the look-up operation identifies the destination
port for the packet the look-up operation is in the critical
path of the packet in that it must be completed before the
packet can be forwarded to the appropriate destination port.
In accordance with the embodiment illustrated in FIG. 3, the
learning operation is performed in conjunction with the
look-up operation. Thus, the learning operation is placed in
the critical path of the packet and must also be completed
before the packet can be directed to the appropriate desti-
nation port. The result of the learning operation (updating
the look-up table 154), however, has no effect on the
direction of the current packet. Rather, the learning opera-
tion is utilized for appropriately directing subsequent pack-
ets through the multi-port bridge 100.

In accordance with an aspect of the present invention,
learning operations by which a look-up table is updated are
performed independently of look-up operations which iden-
tify an appropriate destination port for the packet. This
allows the learning operations to be removed from the
critical path of the packet thereby avoiding delay of the
packet’s progress caused by performance of such a learning
operation.

FIG. 21 1illustrates a detailed block diagram of a memory
controller 428 (also shown in FIG. 9) in accordance with the
present invention for de-coupling table look-up operations
from learning operations. The memory controller 428
includes a look-up address queue 702 and a learning address
queue 704 which are each coupled to the look-up bus 404
(also shown in FIG. 9). A look-up controller 706 is coupled
to the look-up address queue 702 while a learning controller
708 is coupled to the learning address queue 704. A memory
arbiter 710 is coupled to each of the look-up controller 706,
the learning controller 708, and the memory device 408 (also
shown in FIG. 9). In the preferred embodiment, the look-up
address queue 702 and the learning address queue 704 are
each implemented as first-in, first-out (FIFO) buffers, while
the look-up controller 706, the learning controller 708 and
the memory arbiter 710 are each implemented as a finite
state machine.

A source port for a packet received by the multi-port
bridge 400 (FIG. 9) makes a request for a look-up operation
from the look-up bus controller 426 (FIG. 9). When the
request is granted, the source port transfers the destination
and source addresses for the packet via the look-up bus 404
to the memory controller 428. The destination and source
addresses for the packet are simultaneously stored in both
the look-up address queue 702 and in the learning address
queue 704. When the look-up controller 706 is available for
performing a next look-up operation, the destination and
source address next in the look-up queue 702 are transferred
to the look-up controller 706. The look-up controller 706
then requests permission to access the memory device 408
from the memory arbiter 710. Upon being granted access to
the memory 408, the look-up controller 706 accesses the
look-up table for determining whether the received packet is
to be filtered, or if not filtered, to identify the appropriate
destination port for the packet (look-up operation). The
results of the look-up operation (e.g. a triplet) are then
returned to the look-up bus 404 where they are available to
the source port and the appropriate destination port for
appropriately directing the packet through the multi-port
bridge 400 (FIG. 9).

Similarly, when the learning controller 708 is available for
performing a next learning operation, the destination and
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source address next in the learning queue 704 are transferred
to the learning controller 708. The learning controller 708
then requests permission to access the memory device 408
from the memory arbiter 710. Upon being granted access to
the memory 408, the learning controller 706 updates the
look-up table (learning operation).

In the preferred embodiment, the memory arbiter 710
grants the look-up controller 706 a higher priority for
accessing the memory 408 relative to the learning controller
708. Thus, look-up operations are given precedence over
learning operations. For example, when several packets are
received by the multi-port bridge 400 and queued for
look-up and learning operations, the look-up operations can
be performed first, while the learning operations are delayed
until after all the queued look-up operations have been
completed. Alternately, a learning operation can be per-
formed for each packet after a look-up operation for the
packet has been completed and while the results of the
look-up operation are being returned via the look-up bus
404.

Thus, according to this aspect of the present invention, the
results of the look-up operation for an incoming packet are
available without first having to wait for a learning operation
to be performed for the packet.

Statistical Learning Technique

A conventional technique for updating a look-up table in
a multi-port bridge is to execute a learning operation for
every packet received by the multi-port bridge. During such
a learning operation, an entry is stored in the look-up table
which includes the source address (node address) from the
packet in association with the identification of the source
port for the packet. In addition, a time stamp is stored with
the entry such that the age of the entry can be determined
later for deleting stale entries. If an entry already exists for
a particular node, the time stamp is simply updated.

When a learning operation is performed for every packet
received by the multi-port bridge, as is the case for such a
conventional technique, this can result in the performance of
a significant number of redundant operations which merely
confirm information that has already been obtained. For
example, when data packets are communicated between
nodes of a multi-port bridge, they are typically communi-
cated as part of a session consisting of many packets being
sent between the same nodes during a relatively short time
period. Thus, the time stamp for an entry in the look-up table
may be updated many times within a five minute interval. To
the prevent the entry from being deleted, however, the time
stamp need only be updated once during each five minute
interval. Thus, conventional techniques can result in the
needless performance of redundant learning operations.

In accordance with an aspect of the present invention, a
learning operation is not performed for every packet
received by the multi-port bridge 400 (FIG. 9). Instead, a
learning operation is performed only for selected packets
received by the multi-port bridge 400 so as to minimize the
number of redundant operations performed. This minimizes
the need to preoccupy the memory device 408 (FIG. 9) with
interactions required for performing learning operations and,
thus, increases the availability of the memory device 408 for
performing look-up operations. A look-up operation, which
identifies an appropriate destination port for a packet
received by the multi-port bridge 400 is, however, preferably
performed for every packet received by the multi-port bridge
400.

FIG. 22 illustrates a statistical learning controller 712 in
accordance with the present invention. In the preferred
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embodiment, the statistical learning controller 712 forms a
portion of the memory controller 428 (FIGS. 9, 21) and is
coupled between the learning address queue 704 (FIGS.
21-22) and the learning controller 708 (FIGS. 21-22). The
statistical learning controller 712 includes an address staging
register 714 coupled to the learning address queue 704.
When the destination and source addresses for an incoming
data packet are received by the multi-port bridge 400 (FIG.
9), the source port requests access to the look-up bus 404
(FIGS. 9, 22) from the bus controller 426 (FIG. 9). Once
access to the look-up bus 404 is granted, the source port
transfers the destination and source addresses for the packet
into the learning address queue 704.

When the address staging register 714 is available to
accept a next entry, a destination address for a next packet
stored in the learning queue 714 is transferred from the
learning queue 704 into the address staging register 714.
Statistical learning logic 716 is coupled to the address
staging register 714. The first bit of the destination address
stored in the address staging register 714 is passed to the
statistical learning logic 716. If the first bit is a logic one,
then this indicates that the packet is a broadcast packet, such
as a “keep alive” packet, or a multi-cast packet. If the first
bit is a logic zero, then this indicates that the packet is a
uni-cast packet.

The learning controller 708 (FIGS. 21-22) is coupled to
the address staging register 714 and to the statistical learning
logic 716. In the preferred embodiment, if the statistical
learning logic 716 determines that the first bit is a logic one
(the current packet is a broadcast or multi-cast packet), then
the statistical learning logic 716 instructs the learning con-
troller 708 to update the look-up table based upon the current
packet whose destination address is stored in the address
staging register 714 and whose source address is stored in
the learning address queue 704. The destination and source
address are then transferred to the learning controller 708 for
updating the look-up table. The learning controller 708 is
also coupled to the memory arbiter 710 (FIG. 21) for
requesting access to the memory 408 (FIGS. 9, 21). When
such a request is granted by the memory arbiter 710, the
learning controller 708 updates the look-up table stored in
the memory 408 (learning). A next destination address is
then transferred from the learning address queue 704 into the
staging address register 714.

A count register 718 is preconditioned to store a count
(m-1) of uni-cast packets that are to be received prior to
performing a learning operation on a next uni-cast packet.
Thus, only every (m)th uni-cast packet is utilized for updat-
ing the look-up table. In the preferred embodiment, every
sixteenth uni-cast packet is utilized for updating the look-up
table. The count register 718 is coupled to initialize a
decrementor 720 with the count (m-1). The decrementor
720 receives a decrement input from the statistical learning
logic 716 which instructs the decrementor 720 to decrement
the count by one. The decrementor provides a current count
to the statistical learning logic 716.

Assuming the first bit of the destination address indicates
that the packet is a uni-cast packet, the statistical learning
logic 716 reads the current count from the decrementor 720.
If the count is one or more, the current packet is ignored in
regard to learning operations and the statistical learning
logic instructs the decrementor 720 to decrement the current
count by one. A next destination address is then transferred
to the address staging register 714 from the learning queue
704. Upon receiving a (m-1)th uni-cast packet without the
multi-port bridge 400 having performed a learning operation
on a uni-cast packet, the current Count reaches zero.
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Then, upon receiving a next uni-cast packet, the statistical
learning logic 716 instructs the learning controller 708 to
perform a learning operation. The destination and source
addresses for the packet are transferred to the learning
controller 708 for this purpose. The decrementor 720 is then
re-initialized with the count (m-1) from the count register
718. Then, a next destination address is transferred from the
destination and source address queue into the address stag-
ing register 714. This process continues for each packet
received by the multi-port bridge 400.

In this way, learning is performed for every broadcast and
multi-cast packet and for every (m)th uni-cast packet. By
updating the look-up table for every broadcast packet, each
“keep alive” packet is utilized for updating the look-up table.
This ensures that entries in the look-up table for nodes which
have not transmitted other types of data packets within the
last five minutes, but which are still present in the LAN, are
not erroneously deleted from the look-up table. By also
updating the look-up table upon every (m)th uni-cast packet,
entries in the look-up table for nodes which are engaging in
a communication session will be ensured to be current, even
if a “keep alive” packet for such a node was not correctly
received within the previous five minutes.

It will be apparent that modifications can be made while
achieving the principle advantages of this aspect of the
present invention. For example, the frequency with which
learning operations are performed can be made relatively
high upon powering on the multi-port bridge 400 and, then,
reduced after the look-up table is substantially complete.
Accordingly, a learning operation can be performed for
every packet received upon power-on and, after a few
minutes of operation, learning can be reduced to every (m)th
uni-cast packet. Alternately, learning operations can be
eliminated for uni-cast packets and performed only for
broadcast and multi-cast packets.

The present invention has been described in terms of
specific embodiments incorporating details to facilitate the
understanding of the principles of construction and opera-
tion of the invention. Such reference herein to specific
embodiments and details thereof is not intended to limit the
scope of the claims appended hereto. It will be apparent to
those skilled in the art that modifications can be made in the
embodiment chosen for illustration without departing from
the spirit and scope of the invention. Specifically, it will be
apparent to one of ordinary skill in the art that the device of
the present invention could be implemented in several
different ways and the apparatus disclosed above is only
illustrative of the preferred embodiment of the invention and
is in no way a limitation.

What is claimed is:

1. An apparatus having a staged partitioned bus for
transferring data, the apparatus comprising:

a. a first bus segment having a first plurality of (n) signal
lines and coupled to a first plurality of ports;

b. a second bus segment having a second plurality of (n)
signal lines and coupled to a second plurality of ports;

c. a multiplexer coupled to the first bus segment and the
second bus segment;

d. memory means coupled to the multiplexer for tempo-
rarily storing data undergoing communication between
the first bus segment and the second bus segment

e. a first port among the first plurality of ports;
f. a second port among the second plurality of ports; and

g. a control means coupled to the multiplexer wherein the
control means selectively conditions the multiplexer to
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provide access to the memory means by the first port
and by the second port.

2. The apparatus according to claim 1 wherein the first
port and the second port are respectively configured to
request access to the memory means from the control means.

3. A multi-port bridge having a staged partitioned bus for
transferring data between ports of the multi-port bridge, the
multi-port bridge comprising:

a. a first data bus segment having a first plurality of (n)

signal lines;

b. a first plurality of ports coupled to the first data bus
segment;

c. a second data bus segment having a second plurality of
(n) signal lines;

d. a second plurality of ports coupled to the second data
bus segment;

e. a multiplexer having a first input coupled to the first
data bus segment, a second input coupled to the second
data bus segment and an output;

f. a memory device coupled to the output of the multi-
plexer whereby data is selectively communicated
between a first select port within the first plurality of
ports and the memory device and between a second
select port within the second plurality of ports and the
memory device according to a condition of the multi-
plexer and

g. a controller coupled to the multiplexer to condition the
multiplexer.

4. The multi-port bridge according to claim 3 wherein
data packets are communicable between the first select port
and the second select port by temporary storage of the data
packets in the memory device and retrieval therefrom.

5. The multi-port bridge according to claim 4 wherein
data packets are communicated between the first select port
and the one or more additional ports coupled to the first data
bus segment via the first data bus segment without the data
packets having to be temporarily stored in, and retrieved
from, the memory device.

6. The multi-port bridge according to claim 3 further
comprising a look-up bus coupled to the first select port,
wherein the first select port is configured to send the look-up
table destination addresses of data packets received by the
first select port.

7. The multi-port bridge according to claim 6 wherein the
look-up table correlates destination addresses for packets to
identifications of destination ports.

8. The multi-port bridge according to claim 7 wherein the
multi-port bridge is configured to transmit data received
from the look-up table to the first select port.

9. The multi-port bridge according to claim 7 wherein the
multi-port bridge is configured to transmit a first information
packet to a source port in response to a look up operation
initiated by the source port.

10. The multi-port bridge according to claim 9 wherein
the multi-port bridge is configured to transmit a second
information packet to a destination port in response to the
look-up operation initiated by the source port.

11. The multi-port bridge according to claim 10 wherein
the second information packet transmitted to the destination
port comprises a triplet, and wherein the destination port is
configured to store the information packet in a request
queue.

12. A multi-port bridge having a staged partitioned bus for
transferring data between ports of the multi-port bridge, the
multi-port bridge comprising:

a. a first data bus segment having a first plurality of (n)

signal lines;
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b. a first plurality of ports coupled to the first data bus
segment;

c. a second data bus segment having a second plurality of
(n) signal lines;

d. a second plurality ports coupled to the second data bus
segment;

e. a multiplexer coupled to the first data bus segment and
to the second data bus segment;

f. a memory device coupled to the multiplexer wherein
data is selectively communicable between the first data
bus segment and the memory device and between the
second data bus segment and the memory device
according to a condition of the multiplexer;

g. a look-up bus coupled to each of the first plurality of
ports and to each of the second plurality of ports; and

h. a look-up table coupled to the look-up bus to store node
addresses in association with port identifications.

13. The multi-port bridge according to claim 12 wherein

a destination port for a data packet received by the multi-port
bridge is identified by a source port for the data packet, the
destination port looking up a destination address for the data
packet in the look-up table via the look-up bus.

14. The multi-port bridge according claim 13 wherein
when the source port for the data packet is included in the
first plurality of ports and the destination port for the data
packet is included in the second plurality of ports the data
packet is stored in the memory device by the source port and
retrieved from the memory device by the destination port.

15. The multi-port bridge according to claim 13 wherein
when the source port for the data packet is included in the
first plurality of ports and the destination port for the data
packet is also included in the first plurality of ports, the
destination port receives the data packet from the source port
via the first data bus segment.

16. The multi-port bridge according to claim 15 wherein
the destination port receives the data packet from the source
port simultaneously as the source port stores in the data
packet in the memory device.

17. The multi-port bridge according to claim 12 wherein
a source port is configured to access the look-up table via the
look-up bus during a look-up operation to identify a desti-
nation port identification associated with a destination node
address.

18. The multi-port bridge according to claim 17 wherein
the multi-port bridge is configured to transmit a first infor-
mation packet to the source port in response to the look-up
operation initiated by the source port.

19. The multi-port bridge according to claim 18 wherein
the multi-port bridge is configured to transmit a second
information packet to the destination port in response to the
look-up operation initiated by the source port.

20. The multi-port bridge according to claim 19 wherein
the second information packet comprises a triplet, and
wherein the destination port is configured to store the second
information packet in a ready-to-receive queue.

21. A method of transferring data between ports of a
multi-port bridge, the method comprising steps of:

a. receiving a first data packet into a source port for the

first data packet;

b. conditioning a multiplexer to provide a first signal path
from the source port to a memory device, wherein the
first signal path is common to the first plurality of ports
including the source port;

c. transferring the first data packet from the source port to
the memory device;

d. conditioning the multiplexer to provide a second signal
path from the memory device to a destination port for
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the first data packet, wherein the second signal path is
common to a second plurality of ports including the
destination port; and

e. transferring the first data packet from the memory
device to the destination port.

22. The method according to claim 21 further comprising
a step of identifying a destination port for the first data
packet wherein the step of identifying the destination port
for the first data packet comprises a step of communicating
a destination address for the first data packet to a look-up
table via a look-up bus.

23. The method according to claim 22 further comprising
a step of notifying the destination port of its status as a
destination port for the first data packet via the look-up bus.

24. The method according to claim 21 further comprising
steps of:

a. receiving a second data packet into a source port for the
second data packet wherein the source port for the first
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data packet is included in the ports coupled to the first
data bus segment; and

b. transferring the second data packet to a destination port

for the second data packet wherein the destination port
for the second data packet is also included in the ports
coupled to the first data bus segment wherein the step
of transferring is performed via the first data bus
segment.

25. The method according to claim 21 further comprising
a step of requesting access to the memory device by the
source port.

26. The method according claim 25 further comprising a
step of granting access to the memory device wherein the
step of granting access is performed in response to the step
of requesting access and wherein the step of transferring the
first data packet to the memory device is performed in
response to the step of granting access.

#* #* #* #* #*
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