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1. 

REMOTE MESSAGE ROUTING DEVICE AND 
METHODS THEREOF 

CROSS-REFERENCE TO RELATED 

APPLICATION(S) 

This application claims priority to U.S. Provisional Patent 
Application No. 60/991,140, entitled “System and Method 
for Distributed Method Routing filed on Nov. 29, 2007, 
which is assigned to the current assignee hereof and is incor 
porated herein by reference in its entirety. 

BACKGROUND 

1. Field of the Disclosure 
The present disclosure relates to communication between 

nodes, and more particularly to communication between 
electronic devices. 

2. Description of the Related Art 
A network may be characterized by several factors like 

who can use the network, the type of traffic the network 
carries, the medium carrying the traffic, the typical nature of 
the networks connections, and the transmission technology 
the network uses. For example, one network may be public 
and carry circuit switched voice traffic while another may be 
private and carry packet switched data traffic. Whatever the 
make-up, most networks facilitate the communication of 
information between at least two nodes, and as Such act as 
communication networks. 

In recent years, several applications have been developed 
that rely on timely and effective interactions between two or 
more elements of a communication network. For example, an 
online banking server, or host, may interact with hundreds or 
thousands of client computers via the communication net 
work. With such an architecture, the networked host com 
puter is frequently tasked with providing content to clients, 
receiving client requests, processing those requests, and 
responding to those requests, and synchronizing those 
requests with the requests of other clients. However, a large 
number of communications between client and host, or 
between peers in a peer-to-peer network can be difficult to 
communicate over a network in an efficient manner, undesir 
ably slowing communications. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The present disclosure may be better understood, and its 
numerous features and advantages made apparent to those 
skilled in the art by referencing the accompanying drawings. 

FIG. 1 is a block diagram of a communications network in 
accordance with one embodiment of the present disclosure. 

FIG. 2 is a block diagram illustrating a particular embodi 
ment of the communications network of FIG. 1. 

FIG. 3 is a block diagram of a communications network 
implementing a network game in accordance with one 
embodiment of the present disclosure. 

FIG. 4 is a block diagram of a particular embodiment of the 
communications network of FIG. 3. 

FIG. 5 is a block diagram of a particular embodiment of a 
communications network implement a peer-to-peer chat pro 
gram in accordance with one embodiment of the present 
disclosure. 

FIG. 6 is a block diagram of a communications network in 
accordance with another embodiment of the present disclo 
SUC. 
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2 
FIG. 7 is a block diagram of a computer device in accor 

dance with one embodiment of the present disclosure. 

DETAILED DESCRIPTION 

A message routing method includes receiving a plurality of 
messages at a routing node. The routing node is configured to 
route each received message based on the message type. 
Accordingly, the routing node is able to establish a peer-to 
peer connection between the message source and a destina 
tion node for a designated message type, while establishing a 
server-client connection between the message source and a 
server for other message types. The routing node can also 
route messages to different groups of destination nodes 
depending on the message type, thereby providing a flexible 
way to route messages over a network. 

Referring to FIG. 1, a block diagram of a particular 
embodiment of a communications network 100 is illustrated. 
The communications network 100 includes an authority node 
102, a data source node 104, a routing node 130, and com 
munication nodes 120-124. The authority node 102, routing 
node 130, and communication nodes 120-124 are each con 
nected to a network 110. In addition, the data source node 104 
is connected to the authority node 102 and is also connected 
to the routing node 130. The authority node 102 is further 
connected to the routing node 130. As used herein a node 
refers to an electronic device in a network that is able to 
receive, transmit, or route a communication message. Nodes 
are also referred to herein as communication nodes. 

For purposes of discussion herein, communication nodes 
are generally classified into one or more of several types, 
including authority nodes, data source nodes, routing nodes, 
and interested nodes (also referred to as destination nodes). 
As used herein, an authority node is a communication node 
configured to establish message routing rules based on 
requests from a data source node. As used herein, a data 
Source node is communication node configured to generate 
messages for communication to other nodes. A message 
refers to a unit of information designated for communication 
to another node or nodes, and can typically be divided into 
data segments for communication via the physical layer of the 
network being used for communication. Thus, a message can 
be divided into multiple packets for communication via a 
packet-switched network. A routing node refers to a commu 
nication node that is configured to receive messages from 
other communication nodes, and route the received messages 
to one or more nodes based on one or more message routing 
rules. A routing node is distinguished from a routing device, 
Such as a conventional router, in that the routing node is able 
to determine the message type and route the message to more 
than one destination node based on the message type. A router 
device, in contrast, routes a packet (which may be associated 
with a message) based on a packet address. An interested 
node refers to a communication node that is one of the tar 
geted destinations of a message. 

It will be appreciated that a particular communication node 
can be associated with more than one type of node. Thus, for 
example, a single communication node can be an authority 
node, a data source node, a routing node, an interested node, 
or any combination thereof. Moreover, although for purposes 
of discussion the communication nodes of FIG. 1 are illus 
trated as being of a particular node type, it will be appreciated 
that any of the illustrated nodes could also be associated with 
other types of communication nodes. Thus, for example, 
authority node 102 could also be a routing node, or a data 
Source node, or an interested node, or any combination 
thereof. 
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It will further be appreciated that nodes can be associated 
with different types of electronic devices. For example, com 
munication network 100 can be associated with a wide area 
network configuration, where network 110 represents the 
Internet or other wide area network. In this configuration, the 
authority node 102 and data source node 104 can be located at 
a server device, and communication nodes 120-124 can rep 
resent separate client devices, such as desktop computers, 
portable computers, cell phones, and the like. In another 
embodiment, communication network 100 can represent a 
communication network internal to an electronic device, 
where network 110 is a communication bus. In such an 
embodiment, the authority node 102 can be a data processor 
device, and communication nodes 120-124 can represent 
additional processor devices, peripheral devices, memory 
devices, and the like. For purposes of discussion herein, it is 
assumed that network 110 is a wide-area packet-switched 
network, Such as the Internet. 

In operation, data source node 104 can send a request to 
authority node 102 to establish node 104 as a data source 
node. This request may optionally contain a set of types of 
messages that the data source node is requesting to be able to 
generate. In response, authority node 102 can determine if the 
request is authorized, according to a set of authorization rules 
(such as password authentication or other security proce 
dure). If the request is authorized, authority node 102 deter 
mines a set of message routing rules, based on the types of 
messages to be communicated by data source node 104 or 
based on the types of messages requested by the data source 
node 104. For example, authority node 102 can determine that 
data source node will be communicating three types of mes 
sages, and establish message routing rules for each type of 
message. 

Authority node 102 communicates the message routing 
rules to the routing node 130. The message routing rules, as a 
whole, indicate the type of messages to be communicated and 
the interested nodes associated with each group. In an 
embodiment, the message type can be indicated by one or 
more fields in a header of a packet associated with the mes 
sage. In another embodiment, the routing node 130 can deter 
mine the message type by inspecting the data payload of a 
packet associated with the message. In addition, in a particu 
lar embodiment, the message type refers to a characteristic of 
the message, such as an intended use of the message or a type 
of data being communicated by the message, that is different 
and distinct from a target or source address of packets asso 
ciated with the message. This allows the routing node 130 to 
route messages (and their associated packets) based on crite 
ria different from a particular address assigned by the data 
Source node. 
The authority node 102 can communicate the message 

routing rules to the routing node 130 using one or more 
control messages. For example, the authority node can com 
municate an ADD CONNECTION TO GROUP message, 
al ADD MESSAGE ROUTING RULE TO GROUP 
message, a REMOVE CONNECTION FROM GROUP 
message, and a REMOVE MESSAGE ROUTING 
RULE TO GROUP message. In a particular embodiment, 
each node defines a connection based on an Internet Protocol 
(IP) address and port number. In response to the ADD CON 
NECTION TO GROUP message, the node will add an inter 
ested node to a group. In response to an ADD MESSAGE R 
OUTING RULE TO GROUP message, the node will 
associate the group with a particular routing rule. The routing 
rule indicates what type of message gets sent to nodes in the 
group. In an embodiment, each message routing rule can 
indicate an offset, a size, and a value to which messages will 
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4 
be compared in order to determine if ADD MESSAGE R 
OUTING RULE TO GROUP message specifies the offset, 
size, value, and group with which the rule is associated. Thus, 
each group is associated with a particular message type, and 
indicates the interested nodes to which messages of that 
type should be communicated. The REMOVE CONNEC 
TION FROM GROUP message, and REMOVE MES 
SAGE ROUTING RULE TO GROUP message remove a 
connection and a routing rule, respectively, from a designated 
group. 

In response to receiving a message, the routing node 130 
checks the offset, size, and value of the message, and based on 
this determination communicate the message to the interested 
nodes indicated by the group. It will be appreciated each 
group can indicate more than one interested node, so a par 
ticular message can be communicated to multiple interested 
nodes. For example, if a group includes connections indicat 
ing two different nodes, each received message associated 
with that group (i.e. each message of the message type asso 
ciated with the group) will be communicated to each node in 
the group. The routing node 130 can determine an address, 
such as an IPv4 or other IP address, for each interested node, 
form packets including the message content addressed to 
each interested node, and route the packets to the interested 
nodes via the network 110. The routing node 130 thus pro 
vides an interface that allows the conventional network 110 to 
be employed to route packets to multiple interested nodes 
based on the type of received message. 

Further, by using the authority node 102 to establish the 
message routing rules, the design of data source node 104 can 
be simplified. In particular, different data source nodes can 
communicate with authority node 102, which can establish 
message routing rules at the network 110 for different mes 
sage types from each data source node. The establishment of 
message routing rules is thus abstracted from the data source 
nodes and the routing nodes, simplifying the design and 
operation of each node. In addition, it can reduce the com 
munication bandwidth of the data source node 104 because 
the data source node does not itself have to communicate each 
message to each destination node. Moreover, by locating the 
routing nodes closer to the interested nodes, message com 
munication latency can be reduced. 

FIG. 2 illustrates a particular embodiment of a communi 
cations network 200. Communications network 200 includes 
authority node 202, data source node 204, a network 210, and 
communication nodes 220-224, each of which are configured 
similarly to the corresponding portions of communication 
network 100. In addition, in the illustrated embodiment of 
FIG. 2, the network 210 includes a router device 211 and 
routing nodes 231 and 232. 

In the illustrated example of FIG. 2, it is assumed that data 
Source node 204 has associated communication nodes 220 
222 with a first group, designated Group A, and has associated 
communication nodes 223 and 224 with a second group, 
designated Group B. For example, data source node 204 can 
be a web server program that has determined nodes 220-222 
should be provided with a first web page, while communica 
tion nodes 223 and 224 should be provided with a second, 
different web page. Accordingly, data Source node 204 
requests authority node 202 to establish node 204 as a data 
Source node. In response, authority node 202 determines a set 
of message routing rules for each type of message associated 
with data source node 204. In particular, messages targeted to 
Group A are of a different type than messages targeted to 
Group B. Accordingly, authority node determines a set of 
message routing rules so that messages targeted to Group A 
(referred to as A-type messages) will be routed to communi 
cation nodes 220-222, and determines a set of message rout 
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ing rules so that messages targeted to Group B (referred to as 
B-type messages) will be communicated to communication 
node 234 and communication node 235. 

In response to determining the message routing rules, the 
authority node 202 communicates the message routing rules 
to routing nodes 231 and 232. In addition, authority node 202 
communicates an address, such as an IP address, of each of 
the routing nodes 231 and 232 to data source node 204. The 
data source node 204 is configured to form one or more 
packets for each message to be communicated, with each 
packet including the address of the associated routing node, 
and provides each packet to the router device 211 for routing. 
Router device 211 does not route the received packets based 
on the type of message associated with each packet, but 
instead routes each packet based on the associated address. In 
an embodiment, the router device 211 is a unicast router 
device that is configured to route each packet to the associated 
unicast address. It will be appreciated that the network 210 
can include additional router devices between each of the 
illustrated nodes. For example, additional router devices can 
be placed between the routing nodes 231 and 232 and the 
associated communication nodes. The routing nodes 231 and 
232 can thus employ the router devices to route messages to 
interested nodes. 

Data source node 204 communicates both A-type and 
B-type messages to router device 211, which routes the mes 
sages to one of routing nodes 231 or 232 based on the address 
of the packets associated with each message. Authority node 
202 communicates message routing rules to routing node 231 
so that all A-type messages are routed to each of communi 
cation nodes 220-222. In addition, authority node 202 com 
municates message routing rules to routing node 232 so that 
all B-type messages are communicated to routing nodes 223 
and 224. Thus, data source node 204 does not have to deter 
mine the routing path for A-type message and B-type mes 
sages, but instead can rely on the message routing rules estab 
lished by authority node 202 to handle message routing. This 
simplifies the design of data source node 204, improving 
communication efficiency. 

Further, the routing nodes 231 and 232 are able to employ 
the routing devices that form the backbone of the network 210 
to communicate messages. In an embodiment, the routing 
node 231 establishes a one-to-one connection with each of the 
communication nodes 220-222. As used herein, a one-to-one 
connection is a connection established based on an address of 
the destination node that is unique with respect to addresses of 
other destination nodes. By establishing one-to-one connec 
tions, the routing node 231 is able to route messages using one 
or more unicast routers, allowing messages to be routed to 
multiple destinations based on message type, without exten 
sive redesign of the network 210. 

Referring to FIG. 3, a block diagram of a communication 
network 300 implementing a network game is illustrated. 
Communication network 300 includes a server 305 and game 
clients 320-324 (which can also be game peers in a peer-to 
peer network), each connected to a network 310 having rout 
ing nodes 330-332. Game server 305 includes a game content 
engine 304, which is configured as a data source node, and a 
game communication manger 302, which is configured as an 
authority node. 

In operation, the game content engine 304 is configured to 
provide game content information for a network game. Such 
as multiplayer online game (MOG), to game programs oper 
ating at game clients 320-324. In the illustrated embodiment, 
game clients 320-322 areassumed to be associated with a first 
group, designated Group A, while game clients 323 and 324 
are associate with a second game group, designated Group B. 
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The grouping of game clients can be based on one or more 
predetermined or dynamic criteria. For example, Group A and 
Group B may each be associated with participants of different 
player-vs.-player game sessions. In another embodiment, 
Group A may be associated with players in a first game 
region, while Group B is associated with players in a second 
game region. It will be appreciated that each game client or 
game peer can be a member of more than one group. Further, 
any arbitrary grouping can be employed for each type of 
message, so that two game clients or game peers can be in a 
first group for a first type of message and in two different 
groups for a second type of message. 
Game communication manager 302 establishes, in 

response to request from game content engine 304, message 
routing rules for different message types associated with each 
group. Thus, messages associated with Group A (referred to 
as A-type messages) are routed, based on the message routing 
rules, to each of game clients 320-322, while messages asso 
ciated with Group B (referred to as B-type messages, are 
routed to each of game clients 323 and 324. Because routing 
of types of messages is handled by the message routing rules, 
rather than by the game content engine determining a unique 
address for each targeted recipient of a message, the game 
content engine 304 is simplified and communications can 
occur more efficiently. 

In addition, it will be appreciated that each game program 
and game client can act as a data source and routing node. 
This can be better understood with reference to FIG. 4, which 
illustrates a communication network 400. The communica 
tion network 400 includes a server 405, and game clients 
420-424, each connected to a network 410. The game server 
405 includes a server game program that is configured as a 
data source and authority node. Game client 420 includes a 
network interface 441 and a game program 442. The network 
interface 441 is a network interface card, processor, or other 
hardware module configured to interface with the network 
410. The game program 442 is a program executing at a 
processor to interact with the server game program in order to 
provide a game experience to a user. The game program 442 
can be executed at a different processor or other hardware 
module from the network interface 441. Game clients 421 
424 can each be configured similarly to game client 420. 

In the illustrated embodiment of FIG. 4, the network inter 
face 441 can be configured as a routing node. In particular, 
network interface 441 can communicate a request to server 
game program 402 to be configured as a routing node. In 
response, server game program 402 can communicate mes 
sage routing rules to the network interface 441 so that mes 
sages of different types can be routed to different destination 
nodes. In a particular embodiment, network interface 441 can 
employ the message routing rules to route messages directly 
to other game clients without sending the message through 
the server game program 402. For example, network interface 
441 can receive a message from game program 442, indicat 
ing the user has interacted with the game in a particular way. 
The message will indicate a particular message type, indicat 
ing a group of game clients associated with the message, the 
type of interaction represented by the message, and the like. 
Based on the message type, the network interface 441 can 
route the message to another game client via the network 410 
without routing the message via the server game program 
402. The network interface 441 can thus establish a peer-to 
peer connection between the game client 420 and each inter 
ested node for messages of a first message type, while estab 
lishing a client-server connection between the game client 
420 and the server 405 for messages of a second message 
type. As used herein, a peer-to-peer connection refers to a 
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connection between communication nodes where messages 
are routed between the nodes without routing the messages to 
a designated central server or set of servers for processing. A 
client-server connection refers to a connection where mes 
sages are routed to a designated server or set of servers for 
processing. 

For example, if network interface 441 receives a message 
associated with Group A, which includes game client 421 and 
game client 422, network interface 441 can route a copy of the 
message to game client 421 and a copy of the message to 
game client 422, without routing the message copies through 
server game program 402. This allows game interactions to be 
communicated to the appropriate groups in a peer-to-peer 
fashion, without direct interaction with the server game pro 
gram 402. Messages can thereby be communicated more 
quickly, providing for more efficient communication and an 
improved user experience. Further, the peer-to-peer commu 
nication is implemented using the message routing rules at 
the network interface 441 and other routing nodes, so that 
communication of messages to different game clients is rela 
tively transparent to game program 442. Accordingly, game 
program 442 can communicate in a peer-to-peer fashion with 
out extensive modification of the program. 

This configuration allows for messages associated with 
different software applications, or different portions of a soft 
ware application, to be routed via a peer-to-peerconnection or 
via a server-client connection, depending on the application. 
For example, in some network games, the game program 
itself includes a chat portion, where game participants can 
send text or voice chat messages to other participants. These 
chat messages typically do not impact the game play itself. 
Accordingly, network interface 441 can route chat messages 
in a peer-to-peer fashion, while routing messages associated 
with game events (e.g. firing a weapon, moving a character, 
and the like) to the server game program 402 for processing. 
This allows the server game program 402 to process only 
those messages that impact the game play itself, improving 
communication bandwidth between the server game program 
402 and the game participants. 

Referring to FIG. 5, a particular embodiment of a commu 
nication network 500 implementing a peer-to-peer chat pro 
gram is illustrated. The communication network 500 includes 
a server 505, and peer devices 520–524, each connected to a 
network 510. The server 505 includes a peer authentication 
module that is configured as an authority node. Peer device 
520 is a computer device, such as a cell phone, desktop or 
laptop computer, and the like, that includes a network inter 
face 541 and a chat program 542. The network interface 541 
is a network interface card, processor, or other hardware 
module configured to interface with the network 510. The 
chat program 542 is a program executing at a processor to 
interact with the other chat programs at peer devices 521-524 
to allow users to chat, via text input, Voice input, and the like, 
with other users. The chat program 542 can be executed at a 
different processor or other hardware module from the net 
work interface 541. Peer devices 521-524 can each be con 
figured similarly to game client 520. 

In the illustrated embodiment of FIG. 5, each of the peer 
devices 520–524 can be either a trusted peer or an untrusted 
peer. In particular, each peer device can provide authentica 
tion information via the network 510 to the peer authentica 
tion module 502. The peer authentication module 502 can 
performan authentication procedure to determine if each peer 
device is a trusted or untrusted peer. A peer can also be 
untrusted if it provides no authentication information to the 
peer authentication module 502. 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

8 
The network interface 541 can be configured as a routing 

node. In particular, network interface 541 can communicate a 
request to peer authentication module 502 to be configured as 
a routing node. In response, peer authentication module 502 
can communicate message routing rules to the network inter 
face 541 so that messages of different types can be routed to 
different destination nodes. In a particular embodiment, the 
message routing rules cause the network interface 541 to 
route messages between trusted peers without routing those 
messages via peer authentication module 502. Further, the 
message routing rules can cause messages to be routed to 
untrusted peers to be routed to peer authentication module 
502, so that the module can perform designated security 
functions, such as encrypting messages, dropping messages, 
checking message content, and the like. The message routing 
rules thus establish a security protocol for trusted and 
untrusted peers without extensive modification of the chat 
program 542. 

Referring to FIG. 6, another embodiment of a communi 
cation network 600 is illustrated. The communication net 
work 600 is configured similarly to the communication net 
work 500. However, in the communication network 600 the 
network interface 641 is configured as an authentication node 
and a data source node, as well as a routing node. Further, in 
the embodiment of FIG. 6, the network interface 641 is con 
figured to perform an authentication procedure whereby it 
determines which of the nodes 620-624 are trusted peers. For 
example, network interface 641 can perform a password 
authentication procedure, an automated exchange of authen 
tication codes or certificates, or other authentication proce 
dure where it determines which of nodes 620-624 can be 
designated as trusted nodes or untrusted nodes. Further, net 
work interface 641 can provide message routing rules to 
routing nodes in the network 610 or at the nodes 621-624 so 
that all messages of a type associated with an untrusted node 
are routed to the network interface 641 or other device for 
processing. Thus, in the illustrated embodiment of FIG. 6, 
message routing rules are determined and provided to each 
routing node from a peer in a peer-to-peer network, rather 
than from a central server or other device. 

FIG. 7 illustrates a particular embodiment of a computer 
device 720, corresponding to a communication node, client 
device or peer device illustrated at FIGS. 1-6. The computer 
device 720 includes a processor 751 connected to a network 
interface device 741 and a memory 752. The memory 752 
stores application programs 755 and 756, which are config 
ured to manipulate the processor 751 to perform designated 
tasks. The network interface device 741 is a device, such as a 
network interface card, that is configured to provide a physi 
cal and logical interface to the network 110. In addition, the 
network interface is configured as one or more of a routing 
node, authentication node, and data source node as described 
with respect to FIGS. 1-7. Thus, in the illustrated embodiment 
of FIG. 7, the network interface 741 can perform the function 
of providing a network interface for communications from 
the processor 751, such as formation of packets and provision 
of a physical interface for packet communication to the net 
work, and also perform the function of routing messages to 
different groups of interested nodes based on the message 
type. The network interface 741 can thereby increase the 
bandwidth of communications from the processor 751 with 
out extensive modification of the application programs 755 
and 756. 
The above disclosed subject matter is to be considered 

illustrative, and not restrictive, and the appended claims are 
intended to cover all Such modifications, enhancements, and 
other embodiments that fall within the true spirit and scope of 
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the present invention. Thus, to the maximum extent allowed 
by law, the scope of the present invention is to be determined 
by the broadest permissible interpretation of the following 
claims and their equivalents, and shall not be restricted or 
limited by the foregoing detailed description. 

What is claimed is: 
1. A method for routing messages, the method comprising: 
receiving, via a network interface of a routing node, a first 

message and a second message from a first data Source 
node of a communication network; 

determining, by a processor of the routing node, a first 
message type associated with the first message and a 
second message type associated with the second mes 
Sage based at least in part on inspecting a first data 
payload of the first message and a second data payload of 
the second message; 

in response to determining, based at least in part on the first 
message type, that the first message is a first type of 
message, establishing a peer-to-peer connection at the 
routing node between the first data source node and a 
first destination node and routing the first message to the 
first destination node; and 

in response to determining, based at least in part on the 
second message type, that the second message is a sec 
ond type of message, establishing at the routing node a 
server-client connection between the first data source 
node and a server of the communication network and 
routing the second message to the server, 

wherein the first type of message is associated with a first 
Software component and the second type of message is 
associated with a second software component. 

2. The method of claim 1, further comprising: 
in response to determining that the first message is the first 

type of message, establishing a first plurality of peer-to 
peer connections at the routing node between the first 
data source node and a first plurality of destination nodes 
comprising the first destination node and routing the first 
message to the first plurality of destination nodes; 

receiving a third message; and 
in response to determining that the third message is a third 

type of message, establishing a second plurality of peer 
to-peer connections at the routing node between the first 
data source node and a second plurality of destination 
nodes and routing the third message to the second plu 
rality of destination nodes, the second plurality of des 
tination nodes different from the first plurality of desti 
nation nodes. 

3. The method of claim 2, wherein: 
said routing the first message of the first type of message to 

the first plurality of destination nodes comprises: 
determining a first plurality of destination addresses 

associated with the first plurality of destination nodes, 
each of the first plurality of destination addresses 
uniquely associated with a corresponding one of the 
first plurality of destination nodes; 

forming a first packet including at least a portion of the 
first message; and 

routing the first packet to each of the first plurality of 
destination addresses; and 

said establishing the server-client connection between the 
first data source node and the server comprises: 
determining a server address associated with the server, 
forming a second packet including at least a portion of 

the second message of the second type of message; 
and 

routing the second packet to the server address. 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

10 
4. The method of claim 1, further comprising: 
receiving an establishment request from the first data 

Source node; 
in response to the establishment request, receiving a set of 

rules at the routing node, the set of rules indicating 
routing rules for the first type of message and the second 
type of message; and 

routing the first type of message and the second type of 
message based on the routing rules. 

5. The method of claim 1, wherein the first type of message 
is associated with a first game event of a network game and 
the second type of message is associated with a second game 
event. 

6. The method of claim 1, further comprising: 
receiving a third message and a fourth message at the 

routing node from the first data source node: 
in response to determining that the third message is a third 

type of message, establishing at the routing node a sec 
ond peer-to-peer connection between the first data 
Source node and a second destination node; and 

in response to determining that the fourth message is a 
fourth type of message, establishing at the routing node 
a second server-client connection between the first data 
Source node, the second destination node, and the server. 

7. The method of claim 1, further comprising: 
receiving a third message at the routing node from a second 

data source node; 
establishing at the routing node a second server-client con 

nection between the second data source node, a second 
destination node, and the server in response to determin 
ing that the third message is a third type of message. 

8. The method of claim 1, wherein establishing the peer 
to-peer connection comprises establishing the peer-to-peer 
connection in response to determining the first destination 
node is a trusted node based on a trust authentication proce 
dure. 

9. The method of claim 8, wherein establishing the server 
client connection comprises establishing the server-client 
connection in response to determining a second destination 
node is not a trusted node based on the trust authentication 
procedure. 

10. The method of claim 9, wherein the trust authentication 
procedure is performed between the routing node and the first 
destination node. 

11. The method of claim 1, wherein the routing node com 
prises a network interface card for a computer device. 

12. The method of claim 1, wherein inspecting the first data 
payload comprises inspecting the first data payload according 
to a routing rule that indicates an offset into the first data 
payload and a size of the first message. 

13. A method for routing messages, the method compris 
ing: 

receiving, via a network interface of a routing node, a first 
plurality of messages from a first data source node of a 
communication network; 

determining, by a processor of the routing node, types of 
messages associated with the first plurality of messages 
received at the routing node from the first data source 
node: 

in response to determining that a first message of the first 
plurality of messages is a first type of message, deter 
mining at the routing node a first group of destination 
nodes associated with the first type of message; 

in response to determining that a second message of the 
first plurality of messages is a second type of message, 
determining at the routing node a second group of des 
tination nodes associated with the second type of mes 
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Sage, the second group of destination nodes different 
from the first group of destination nodes: 

routing the first message of the first type of message to the 
first group of destination nodes via a first set of peer-to 
peer connections; and 

routing the second message of the second type of message 
to the second group of destination nodes via a second set 
of peer-to-peer connections, the second message not 
routed to the first group of destination nodes: 

wherein the first type of message is associated with a first 
Software component and the second type of message is 
associated with a second software component. 

14. The method of claim 13, wherein routing the first 
message comprises: 

establishing a one-to-one connection between the routing 
node and a destination node of the first group of desti 
nation nodes; and 

routing the first message via the one-to-one connection. 
15. The method of claim 13, further comprising: 
receiving a communication rule at the routing node; and 
determining the first group of destination nodes based, at 

least in part, on the communication rule. 
16. The method of claim 13, wherein said determining the 

types of messages associated with the first plurality of mes 
Sages comprises determining the types of messages associ 
ated with the first plurality of messages based, at least in part, 
on corresponding data payloads of the first plurality of mes 
SageS. 

17. The method of claim 15, wherein the communication 
rule indicates an offset value, and wherein routing the first 
message comprises determining the first group of destination 
nodes based on the offset value. 

18. A network device, comprising: 
a processor configured to execute a first software compo 

nent and a second software component; and 
a network interface device coupled with the processor, the 

network interface device configured to: 
receive a first message and a second message from the 

processor; 
determine, based at least in part on inspection of a first 

data payload of the first message and a second data 
payload of the second message, a first message type 
associated with the first message and a second mes 
sage type associated with the second message; 

in response to determining, based at least in part on the 
first message type, that the first message is a first type 
of message, establish a peer-to-peer connection 
between the network device and a first destination 
node and route the first message to the first destination 
node; and 

in response to determining, based at least in part on the 
second message type, that the second message is a 
second type of message, establish a server-client con 
nection between the network device and a remote 
server of a communication network; 

wherein the first type of message is associated with the first 
Software component and the second type of message is 
associated with the second software component. 
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19. The network device of claim 18, wherein the network 

interface device is further configured to: 
in response to determining that the first message is the first 

type of message, establisha first plurality of peer-to-peer 
connections between the network device and a first plu 
rality of destination nodes comprising the first destina 
tion node: 

receive a third message; and 
in response to determining that the third message is a third 

type of message, establish a second plurality of peer-to 
peer connections between the network device and a sec 
ond plurality of destination nodes, the second plurality 
of destination nodes different from the first plurality of 
destination nodes. 

20. The network device of claim 19, wherein the network 
interface device is configured to provide a physical layer 
interface for communications between the processor and the 
communication network. 

21. A network device, comprising: 
a processor configured to execute a first software compo 

nent and a second software component; and 
a network interface device coupled with the processor, the 

network interface device configured to: 
receive a first plurality of messages from the processor; 
determine types of messages associated with the first 

plurality of messages : 
in response to determining that a first message of the first 

plurality of messages is a first type of message, 
determine a first group of destination nodes associ 

ated with the first type of message; 
route the first message of the first type of message to 

the first group of destination nodes via a first set of 
peer-to-peer connections; and 

in response to determining that a second message of the 
first plurality of messages is a second type of message, 
determine a second group of destination nodes asso 

ciated with the second type of message, the second 
group of destination nodes different from the first 
group of destination nodes; 

route the second message of the second type of mes 
Sage to the second group of destination nodes via a 
second set of peer-to-peer connections; 

wherein the first type of message is associated with the first 
Software component and the second type of message is 
associated with the second software component. 

22. The network device of claim 21, wherein the network 
interface device is further configured to: 
communicate an establishment request to a server of a 

communication network to be configured as a routing 
node; and 

in response to the establishment request, receive a set of 
routing rules from the server and employ the set of 
routing rules to determine different groups of destina 
tion nodes associated with different types of messages 
and to route messages received at the network interface 
device from the processor to a corresponding group of 
destination. 
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