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[54] DIGITAL DATA PROCESSING SYSTEM [57] ABSTRACT
UTILIZING A UNIQUE ARITHMETIC A data processing system having a flexible internal
LOGIC UNIT FOR HANDLING UNIQUELY structure, protected from and effectively invisible to
IDENTIFIABLE ADDRESSES FOR users, with multilevel control and stack mechanisms
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[21] Appl. No.: 266,411 tems. Addresses are independent of system physical
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[22]) Filed: May 22, 1981 ence to the invention herein, indentify locations of ob-
[51] Int.CL3 ... GOG6F 9/22  ject information to be accessed by utilizing address
[52] UsS.CL . 364/200 formats which comprise an object field, offset field and
[58] Field of Search .........ccoverieiecnennacn. 364/200, 900  alength field so that information can be identified to bit
granular level and to information type and format.
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transformed, by internal mechanisms transparent to
users, into addresses.
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PRIORITY MASKED
LEVEL EVENT BY
0 E-UNIT STACK OVERFLOW NONE
1 FATAL MEMORY ERROR NONE
2 POWER FAIL |
3 F-BOX STACK OVERFLOW URE
4 ILLEGAL E-UNIT DISPATCH (GATE FAULT) NONE
5 STOREBACK EXCEPTION MCWD
[ NAME TRACE TRAP T
7 LOGICAL READ TRACE TRAP T.J AND DES
8 LOGICAL WRITE TRACE TRAP T, AND DES
[ UID READ DEREFERENCE TRAP DES
10 UID WRITE DEREFERENCE TRAP DES
11 PROTECTION CACHE MISS NONE
12 PROTECTION VIOLATION MCWD
13 PAGE CROSSING INTERRUPT NONE
14 LAT NONE
15 WRITE LAT NONE
18 MEMORY REFERENCE REPEAT NONE
17 EGG TIMER OVERFLOW AM,T,
18 E-BOX STACK UNDERFLOW AMT)
19 NON-FATAL MEMORY ERROR NONE
20 INTERVAL TIMER OVEREFLOW NONE
21 {PM INTERRUPT NONE
22 S-OP TRACE TRAP NONE
23 ILLEGAL S-OP NONE
24 MICROINSTRUCTION TRACE TRAP NONE
25 NON-PRESENT MICROINSTRUCTION NONE
26 INSTRUCTION PREFETCH {S HUNG NONE
27 F-BOX STACK UNDERFLOW NONE
MICROINSTRUCTION
28 BREAK POINT T, AND
TRACE TRAP MCWD
MISS ON NAME CACHE
29 LOAD OR READ REGISTER NONE

FIG. 247
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FU 10120 MICROMACHINE PROGRAMS
SOURCE TEXT LISTING

923 0 ©@20@:
924 0O ENTRY BREL:
925 0 OFF_ALU_OUT = IPC OR PC.AON,
926 0 LOAD_AON( PF) WITH AON( PC.AON),
927 0 LOAD. OFF( PF) WITH OFFSET;
928 0O
8289 o0 PARSE_K_LOAD_EPC, /* INSURE PAGE CROSSING DETECTED */
8930 O OFF_ALU_OUT = PARSER (SIGN_EXTEND) LEFT_SHIFTED(3) OR
93t 0 ZEROVAL,
832 O LOAD (ACCUMULATOR) WITH OFFSET;
933 0
934 0O OFF_ALU_OUT = ACC PLUS PF,
935 0 READ_PREFETCH_FOR_BRANCH USING OFF_ALU CON_LENGTH( 32),
936 O SOURCE( OFF_ALU_DATA) TO JPD_BUS( CURR_PC),
837 o GOTO _NEXT_S_OP;
838 O
MICROINSTRUCTIONS
923 © ©@20@:
824 0 ENTRY BREL:
925 0 OFF_ALU_UUT = BPC OR COMMON ( @A@.7).
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DIGITAL DATA PROCESSING SYSTEM
UTILIZING A UNIQUE ARITHMETIC LOGIC
UNIT FOR HANDLING UNIQUELY
IDENTIFIABLE ADDRESSES FOR OPERANDS
AND INSTRUCTIONS

CROSS REFERENCE TO RELATED
APPLICATIONS

The present patent application is related to other
patent applications assigned to the assignee of the pres-
ent application.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a digital data pro-
cessing system and, more particularly, to a multiprocess
digital data processing system suitable for use in a data
processing network and having a simplified, flexible
user interface and flexible, multileveled internal mecha-
nisms.

2. Description of Prior Art

A general trend in the development of data process-
ing systems has been towards systems suitable for use in
interconnected data processing networks. Another
trend has been towards data processing systems
wherein the internal structure of the system is flexible,
protected from users, and effectively invisible to the
user and wherein the user is presented with a flexible
and simplified interface to the system.

Certain problems and shortcomings affecting the
realization of such a data processing system have ap-
peared repeatedly in the prior art and must be overcome
to create a data processing system having the above
attributes. These prior art problems and limitations
include the following topics.

First, the data processing systems of the prior art
have not provided a system wide addressing system
suitable for use in common by a large number of data
processing systems interconnected into a network. Ad-
dressing systems of the prior art have not provided
sufficiently large address spaces and have not allowed
information to be permanently and uniquely identified.
Prior addressing systems have not made provisions for
information to be located and identified as to type or
format, and have not provided sufficient granularity. In
addition, prior addressing systems have reflected the
physical structure of particular data processing systems.
That is, the addressing systems have been dependent
upon whether a particular computer was, for example,
an 8, 16, 32, 64 or 128 bit machine. Since prior data
processing systems have incorporated addressing mech-
anisms wherein the actual physical structure of the
processing system is apparent to the user, the operations
a user could perform have been limited by the address-
ing mechanisms. In addition, prior processor systems
have operated as fixed word length machines, further
limiting user operations.

Prior data processing systems have not provided
effective protection mechanisms preventing one user
from effecting another user’s data and programs with-
out permission. Such protection mechanisms have not
allowed unique, positive identification of users request-
ing access to information, or of information, nor have
such mechanisms been sufficiently flexible in operation.
In addition, access rights have pertained to the users
rather than to the information, so that control of access
rights has been difficult. Finally, prior art protection
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mechanisms have allowed the use of “Trojan Horse
arguments”. That is, users not having access rights to
certain information have been able to gain access to that
information through another user or procedure having
such access rights.

Yet another problem of the prior art is that of provid-
ing a simple and flexible interface user interface to a
data processing system. The character of user’s inter-
face to a data processing system is determined, in part,
by the means by which a user refers to and identifies
operands and procedures of the user’s programs and by
the instruction structure of the system. Operands and
procedures are customarily referred to and identified by
some form of logical address having points of reference,
and validity, only within a user’s program. These ad-
dresses must be translated into logical and physical
addresses within a data processing system each time a
program is executed, and must then be frequently re-
translated or generated during execution of a program.
In addition, a user must provide specific instructions as
to data format and handling. As such reference to oper-
ands or procedures typically comprise a major portion
of the instruction stream of the user’s program and
requires numerous machine translations and operations
to implement. A user’s interface to a conventional sys-
tem is thereby complicated, and the speed of execution
of programs reduced, because of the complexity of the
program references to operands and procedures.

A data processing system’s instruction structure in-
cludes both the instructions for controlling system oper-
ations and the means by which these instructions are
executed. Conventional data processing systems are
designed to efficiently execute instructions in one or
two user languages, for example, FORTRAN or CO-
BOL. Programs written in any other language are not
efficiently executable. In addition, a user is often faced
with difficult programming problems when using any
high level language other than the particular one or two
languages that a particular conventional system is de-
signed to utilize.

Yet another problem in conventional data processing
systems is that of protecting the system’s internal mech-
anisms, for example, stack mechanisms and internal
control mechanisms, from accidental or malicious inter-
ference by a user.

Finally, the internal structure and operation of prior
art data processing systems have not been flexible, or
adaptive, in structure and operation. That is, the inter-
nal structure structure and operation of prior systems
have not allowed the systems to be easily modified or
adapted to meet particular data processing require-
ments. Such modifications may include changes in inter-
nal memory capacity, such as the addition or deletion of
special purpose subsystems, for example, floating point
or array processors. In addition, such modifications
have significantly affected the users interface with the
system. Ideally, the actual physical structure and opera-
tion of the data processing system should not be appar-
ent at the user interface.

The present invention provides data processing sys-
tem improvements and features which solve the above-
described problems and limitations.

SUMMARY OF THE INVENTION

The present invention relates to structure and opera-
tion of a data processing system suitable for use in inter-
connected data processing networks, which internal
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structure is flexible, protected from users, effectively
invisible to users, and provides a flexible and simplified
interface to users. The data processing system provides
an addressing mechanism allowing permanent and
unique identification of all information as objects gener-
ated for use in or by operation of the system, and an
extremely large address space which is accessible to and
common to all such data processing systems. The ad-
dressing mechanism provides addresses which, as par-
ticularly described with reference to the invention
claimed herein, are independent of the physical configu-
ration of the system and allow information to be com-
pletely identified, with a single address having an object
field for identifying the location of an object, together
with an offset field and a length field specifying, respec-
tively, the start of, and the number of bits in, the object
to be accessed. Accordingly, the information is com-
pletely identified by such address, to the bit granular
jevel and with regard to information type or format. As
further particularly described with reference to the
invention claimed herein, an arithmetic logic unit
(ALU) means includes general register means having
three vertically oriented parts for storing such respec-
tive fields. The present invention can be used in a sys-
tem which further provides a protection mechanism
wherein variable access rights are associated with indi-
vidual bodies of information. Information, and users
requesting access to information, are uniquely identified
through the system addressing mechanism. The protec-
tion mechanism also prevents use of Trojan Horse argu-
ments. And, the present invention can be used in a sys-
tem which provides an instruction structure wherein
high level user language instructions are transformed
into dialect coded, uniform, intermediate level instruc-
tions to provide equal facility of execution for a plural-
ity of user languages. Another feature of such a system
is the provision of an operand reference mechanism
wherein operands are referred to in user’s programs by
uniform format names which are transformed, by an
internal mechanism transparent to the user, into ad-
dresses. The present invention can be used in a system
which additionally provides multilevel control and
stack mechanisms protecting the system’s internal
mechanism from interference by users. Yet another
feature of such a system is a data processing system
having a flexible internal structure capable of perform-
ing multiple, concurrent operations and comprised of a
plurality of separate, independent processors. Each
such independent processor has a separate microin-
struction control and at least one separate and indepen-
dent port to a central communications and memory
node. The communications and memory node is also an
independent processor having separate and independent
microinstruction control. The memory processor is
internally comprised of a plurality of independently
operating, microinstruction controlled processors capa-
ble of performing multiple, concurrent memory and
communications operations. The present invention also
provides further data processing system structural and
operational features for implementing the above fea-
tures.

It is thus advantageous to incorporate the present
invention into a data processing system because the
present invention provides addressing méchanisms suit-
able for use in large interconnected data processing
networks. Additionally, the presént invention can be
used in a system which is advantageous in that it pro-
vides an information protection mechanism suitable for
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use in large, interconnected data processing networks.
The present invention can be used in a system which is
further advantageous in that it provides a simplified,
flexible, and-more efficient interface to a data process-
ing system. The present invention can be used in a sys-
tem which is yet further advantageous in that it pro-
vides a data processing system which is equally efficient
with any user level language by providing a mechanism
for referring to operands in user programs by uniform
format names and instruction structure incorporating
dialect coded, uniform format intermediate level in-
structions. Additionally, such a system protects data
processing system internal mechanisms from user inter-
ference by providing multilevel control and stack
mechanisms. The present invention is yet further advan-
tageous in providing a flexible internal system structure
capable of performing multiple, concurrent operations,
comprising a plurality of separate, independent proces-
sors, each having a separate microinstruction control
and at least one separate and independent port to a
central, independent communications and memory pro-
cessor comprised of a plurality of independent proces-
sors capable of performing multiple, concurrent mem-
ory and communications operations.

1t is thus an object of the present invention to provide
an improved data processing system.

It is another object of the present invention to pro-
vide a data processing system capable of use in large,
interconnected data processing networks.

It is yet another object of the present invention to
provide an improved addressing mechanism suitable for
use in large, interconnected data processing networks.

It is a further object of the present invention to be
capable of use in a system which provieds an improved
information protection mechanism.

It is still another object of the present invention to
provide a simplified and flexible user interface to a data
processing system.

It is yet a further object of the present invention be
capable of use in a system which provides an improved
mechanism for referring to operands.

Tt is a still further object of the present invention to be
capable of use in a system which provides an instruction
structure allowing efficient data processing system op-
eration with a plurality of high level user languages.

It is a further object of the present invention to be
capable of use in a system which provides data process-
ing internal mechanisms protected from user interfer-
ence.

It is yet another object of the present invention to be
capable of use in a system which provides a data pro-
cessing system having a flexible internal structure capa-
ble of multiple, concurrent operations.

Other objects, advantages and features of the present
invention will be understood by those of ordinary skill
in the art, after referring to the following detailed de-
scription of the preferred embodiments and drawings
wherein:

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a partial block diagram of a computer sys-
tem incorporating the present invention;

FIG. 2 is a diagram illustrating computer system
addressing structure of the present invention;

FIG. 3 is a diagram illustrating the computer system
instruction stream of the present invention;

FIG. 4 is a diagram illustrating the control structure
of a conventional computer system;
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FIG. 4A is a diagram illustrating the control structure
of a computer system incorporating the present inven-
tion;

FIG. 5-FIG. Al inclusive are diagrams all relating to
the present invention; .

FIG. § is a diagram illustrating a stack mechanism;

FIG. 6 is a diagram illustrating procedures, proce-
dure objects, processes, and virtual Processors;

FIG. 7 is a diagram illustrating operating levels and
mechanisms of the present computer;

FIG. 8 is a diagram illustrating a physical implemen-
tation of processes and virtual processors;

FIG. 9 is a diagram illustrating a process and process
stack objects;

FIG. 10 is a diagram illustrating operation of macros-
tacks and secure stacks;

FIG. 11 is a diagram illustrating detailed structure of
a stack;

FIG. 12is a diagram illustrating a physical descriptor;

FIG. 13 is a diagram illustrating the relationship be-
tween logical pages and frames in a memory storage
space;

FIG. 14 is a diagram illustrating access control to
objects;

FIG. 15 is a diagram illustrating virtual processors
and virtual processor swapping;

FIG. 16 is a partial block diagram of an 1/0 system of
the present computer system;

FIG. 17 is a diagram illustrating operation of a ring
grant generator;

FIG. 18 is a partial block diagram of a memory sys-
tem;

FIG. 19 is a partial block diagram of a fetch unit of
the present computer system;

FIG. 20 is a partial block diagram of an execute unit
of the present computer system;

FIG. 101 is a more detailed partial block diagram of
the present computer system;

FIG. 102 is a diagram illustrating certain information
structures and mechanisms of the present computer
system;

FIG. 103 is a diagram illustrating process structures;

FIG. 104 is a diagram illustrating a macrostack struc-
ture;

FIG. 105 is a diagram illustrating a secure stack struc-
ture;

FIGS. 106 A, B, and C are diagrams illustrating the
addressing structure of the present computer system;

FIG. 107 is a diagram illustrating addressing mecha-
nisms of the present computer system;

FIG. 108 is a diagram illustrating a name table entry;

FIG. 109 is a diagram illustrating protection mecha-
nisms of the present computer system;

FIG. 110 is a diagram illustrating instruction and
microinstruction mechanism of the present computer
system;

FIG.
system;

FIG. 202 is a detailed block diagram of a fetch unit;

FIG. 203 is a detailed block diagram of an execute
unit;

FIG.
tem;

FIG. 205 is a partial block diagram of a diagnostic
processor system,;

FIG. 206 is a diagram illustrating assembly of FIGS.
201-205 to form a detailed block diagram of the present
*omputer system;

201 is a detailed block diagram of a memory

204 is a detailed block diagram of an 1/0 sys-

10

20

25

30

35

40

45

50

60

65

FIG. 207 is a detailed block diagram of a memory
interface controller;

"FIG. 209 is a diagram of a memory to I/0 system
port interface;

FIG. 210 is a diagram of a memory operand port
interface;

FIG. 211 is a diagram of a memory instruction port
interface;

FIG. 212 is a detailed block diagram of a memory
system 1/0, operand, and instruction ports and request
multiplexer;

FIG. 213 is a block diagram of memory port request
logic, port wait flag logic, requestor priority selection
logic, address path selection logic, and abort logic;

FIG. 214 is a detailed block diagram of memory re-
quest manager;

FIG. 215 is a detailed block diagram of memory
trailor condition logic;

FIG. 216 is a detailed block diagram of memory miss
control logic; :

FIG. 217 is a detailed block diagram of memory read
queue logic;

FIG. 218 is a detailed block diagram of memory {oad
manager logic;

FIG. 219 is a detailed block diagram of memory by-
pass write and cache write control logic;

FIG. 220 is a detailed block diagram of memory
writeback control logic;

FIG. 221 is a detailed block diagram of memory by-
pass write control logic;

FIG. 222 is a detailed block diagram of memory
cache usage logic;

FIG. 223 is a detailed block diagram of memory byte
write select logic;

FIG. 224 is a detailed block diagram of memory data
path storing logic;

FIG. 225 is a detailed block diagram of memory read
data handshake logic;

FIG. 230 is a detailed block diagram of memory field
interface unit logic;

FIG. 231 is a diagram illustrating memory format
manipulation operations;

FIG. 232 is a detailed block diagram of a cache;

FIG. 233 is a diagram illustrating cache operation;

FIG. 234 is a detailed block diagram of a memory
array;

FIG. 235 is a diagram illustrating memory array ad-
dressing;

FIG. 236 is a diagram illustrating memory array oper-
ation and timing;

FIG. 237 is a detailed block diagram of a memory
bank controller;

FIG. 238 is a detailed block diagram of fetch unit
offset multiplexer;

FIG. 239 is a detailed block diagram of fetch unit bias
logic;

FIG. 240 is a detailed block diagram of a generalized
four way, set associative cache representing name
cache, protection cache, and address translation unit;

FIG. 241 is a detailed block diagram of portions of
computer system instruction and microinstruction con-
trol logic; :

FIG. 242 is a detailed block diagram of portions of
computer system microinstruction control logic;

FIG. 243 is a detailed block diagram of further por-
tions of computer system microinstruction control
logic;
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FIG. 244 is a diagram illustrating computer system
states of operation;

FIG. 245 is & diagram illustrating computer system
states of operation for a trace trap request;

FIG. 246 is a diagram illustrating computer system
states of operation for a memory repeat interrupt;

FIG. 247 is a diagram illustrating priority level and
masking of computer system events; )

FIG. 248 is a detailed block diagram of event logic;

FIG. 249 is a detailed block diagram of microinstruc-
tion control store logic;

FIG. 250 is a diagram illustrating microinstruction
formats;

FIG. 251 is a diagram illustrating a return control
word stack word;

FIG. 252 is a diagram
words;

FIG. 253 is a detailed block diagram of a register
address generator;

FIG. 254 is a block diagram of interval and egg tim-

illustrating machine control

ers;

FIG. 255 is a detailed block diagram of execute unit
control logic;

FIG. 256 is a detailed block diagram of an execute
unit operand buffer;

FIG. 257 is a detailed block diagram of execute unit
multiplier data paths and memory;

FIG. 258 is a detailed block diagram of execute unit
multiplier arithmetic operation logic;

FIG. 259 is a detailed block diagram of execute unit
exponent operation and multiplier control logic;

FIG. 260 is a diagram illustrating operation of an
execute unit command queue load and interface to a
fetch unit;

FIG. 261 is a diagram illustrating operation of an
execute unit operand buffer load and interface toa fetch

unit;

FIG. 262 is a diagram illustrating operation of an
execute unit storeback or transfer of results and inter-
face to a fetch unit;

FIG. 263 is a diagram illustrating operation of an
execute unit check test condition and interface to a
fetch unit;

FIG. 264 is a diagram illustrating operation of an
execute unit exception test and interface to a fetch unit;

FIG. 265 is a block diagram of an execute unit arith-
metic operation stack mechanism;

FIG. 266 is a diagram illustrating execute unit and
fetch unit interrupt handshaking and interface;

FIG. 267 is a diagram illustrating execute unit and
fetch unit interface and operation for nested interrupts;

FIG. 268 is a diagram illustrating execute unit and
fetch unit interface and operation for loading an execute
unit control store;

FIG. 269 is a detailed block diagram and illustration
of operation of an 1/0 system ring grant generator;

FIG. 270 is a detailed block diagram of a fetch unit
micromachine of the present computer system;

FIG. 271 is a diagram illustrating a logical descriptor;

FIG. 272 is a diagram illustrating use of fetch unit
stack registers;

FIG. 273 is a diagram
ling event invocations;

FIG. 274 is a diagram
chine programs;

FIG. 301 is a diagram illustrating pointer formats;

FIG. 302 is a diagram illustrating an associated ad-
dress table;

illustrating structures control-

illustrating fetch unit microma-

5

10

15

20

25

30

35

45

55

65

8

FIG. 303 is a diagram illustrating & namespace over-
view of a procedure object;

FIG. 304 is a diagram illustrating name table entries;

FIG. 305 is a diagram illustrating an example of name
resolution;

FIG. 306 is a diagram illustrating name cache entries;

FIG. 307 is a diagram illustrating translation of S-
interpreter universal identifiers to dialect numbers;

FIG. 401 is a diagram illustrating operating systems
and system resources;

FIG. 402 is a diagram illustrating multiprocess oper-
ating systems;

FIG. 403 is a diagram illustrating an extended operat-
ing system and a kernel operating system;

FIG. 404 is a diagram illustrating an EOS view of
objects;

FIG. 405 is a diagram illustrating pathnames to uni-
versal identifier translation;

FIG. 406 is a diagram illustrating universal identifier
detail;

FIG. 407 is a diagram illustrating address translation
with an address translation unit, a memory hash table,
and a memory;

FIG. 408 is a diagram illustrating hashing in an active
subject table;

FIG. 409 is a diagram illustrating logical allocation
units and objects;

FIG. 410 is a diagram illustrating an active logical
allocation unit table and active allocation units;

FIG. 411 is a diagram illustrating a conceptual logical
allocation unit directory structure;

FIG. 412 is a diagram illustrating detail of a logical
allocation unit directory entry;

FIG. 413 is a diagram illustrating universal identifiers
and active object numbers;

FIG. 414 is a diagram illustrating an object manager
queue and an active object manager queue;

FIG. 415 is a diagram illustrating an active object
table implementation;

FIG. 416 is a diagram illustrating subject templates,
primitive access control list entries, and extended access
control list entries;

FIG. 417 is a diagram illustrating an active subject
table entry;

FIG. 418 is a diagram illustrating a domain table;

FIG. 419 is a diagram illustrating an active non-primi-
tive access table overview;

FIG. 420 is a diagram illustrating an active non-primi-
tive access table entry;

FIG. 421 is a diagram illustrating an active primitive
access matrix and an active primitive access matrix
entry,;

F1G.422is a
cess checking;

FIG. 423 is a diagram illustrating object pages, mem-
ory frames, and address translation;

FIG. 424 is a diagram illustrating a conceptual over-
view of a virtual memory manager;

FIG. 425 is a diagram illustrating virtual memory
manager components;

FIG. 426 is a diagram
table entry;

FIG. 427 is a diagram illustrating searching of a mem-
ory hash table;

FIG. 428 is a
manager queue;

FIG. 429 is a diagram
frame table;

diagram illustrating primitive data ac-

illustrating a memory hash

diagram illustrating a virtual memory

illustrating detail of 2 memory
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FIG. 430 is a diagram illustrating a conceptual over-
view of a virtual memory manager coordinator;

FIG. 431 is a diagram illustrating start I/O and await
event counter blocks; ]

FIG. 432 is a diagram illustrating a finish 1I/Q loop
block;

FIG. 433 is a diagram illustrating a look for frame
block; ‘

FIG. 434 is a diagram illustrating a process virtual
memory manager queue loop block;

FIG. 435 is a diagram illustrating a process object
manager queue loop block and a clean frame block;

FIG. 436 is a diagram illustrating a frame allocation
overview;

FIG. 437 is a diagram illustrating a detailed block
43601,

FIG. 438 is a diagram illustrating a detailed block
43602;

FIG. 439 is a diagram illustrating frame deallocation;

FIG. 440 is a diagram illustrating rearranging of a
memory hash table;

FIG. 447 is a diagram illustrating an overview of
processes;

FIG. 448 is a diagram illustrating event counters and
await entries;

FIG. 449 is a diagram illustrating an await table over-
view;

FIG. 450 is a diagram illustrating process synchroni-
zation with event counters and await entries;

FIG. 451 is a diagram illustrating locks;

FIG. 452 is a diagram illustrating message queues;

FIG. 453 is a diagram illustrating an overview of a
virtual processor;

FIG. 454 is a diagram illustrating virtual processor
synchronization;

FIG. 455 is a diagram illustrating detail of a process
object;

FIG. 456 is a diagram illustrating an overview of
process management;

FIG. 457 is a diagram illustrating process event table
entries and lists;

FIG. 458 is a diagram illustrating an implementation
of a clock event counter;

FIG. 459 is a diagram illustrating details of an out-
ward signals object;

FIG. 460 is a diagram illustrating a process manager
request queue;

FIG. 461 is a diagram illustrating messages from a
kernel operating system to an extended operating sys-
tem;

FIG. 462 is a diagram illustrating details of a virtual
processor state block;

FIG. 463 is a diagram illustrating an overview of a
virtual processor manager;

FIG. 464 is a diagram illustrating details of a virtual
processor information entry;

FIG. 465 is a diagram illustrating details of virtnal
processor lists;

FIG. 466 is a diagram illustrating details of a virtual
processor await table;

FIG. 467 is a diagram illustrating an overview of a
macrostack object;

FIG. 468 is a diagram illustrating details of a macros-
tack object base; ‘

FIG. 469 is a diagram illustrating details of a macros-
tack frame;

FIG. 470 is a diagram illustrating an overview of a
secure stack; ‘
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FIG. 471 is a diagram illustrating details of a secure
stack frame;

FIG. 472 is a diagram illustrating an overview of
procedure object;

FIG. 473 is a diagram illustrating calls from micro-
code;

FIG. 474 is a diagram illustrating mediated frames;

FIG. 475 is a diagram illustrating a trace table; and,

FIG. Al is a diagram illustrating fetch unit microin-
struction formats.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

The following description presents the structure and
operation of a computer system incorporating a pres-
ently preferred embodiment of the present invention.
As indicated in the following Table of Contents, certain
features of computer system structure and operation
will first be described in an Introductory Overview.
Next, these and other features will be described in fur-
ther detail in a more detailed Introduction to the de-
tailed descriptions of the computer system. Following
the Introduction, the structure and operation of the
computer system will be described in detail. The de-
tailed descriptions will present descriptions of the struc-
ture and operation of each of the major subsystems, or
elements, of the computer system, of the interfaces
between these major subsystems, and of overall com-
puter system operation. Next, certain features of the
operation of the individual subsystems will be presented
in further detail, followed by a more detailed descrip-
tion of overall computer system operation. Finally,
appendices will describe certain features of the opera-
tion of individual subsystems and of the overall system
in yet further detail. Of these appendices, Appendix A
presents a detailed description of the microcode opera-
tion of the present computer system. Appendix B pres-
ents a further detailed description of the overall opera-
tion of the present computer system. Appendix B is not
essential for one of ordinary skill in the art to gain a
complete understanding of the present invention and is
provided as a supplement to the following - detailed
description. Appendix A and Appendix B are provided
as separate documents which are not included in this
printed patent but which, reside in the prosecution his-
tory of the patent and thus are available to readers desir-
ing additional information contained therein,

Certain conventions are used throughout the follow-
ing descriptions to enhance clarity of presentation.
First, and with exception of the Introductory Over-
view, each figure referred to in the following descrip-
tions will be referred to by a three digit number. The
most significant digit represents the number of the chap-
ter in the following descriptions in which a particular
figure is first referred to. The two least significant digits
represent the sequential number of appearance of a
figure in a particular chapter. For example, FIG. 319
would be the nineteenth figure appearing in the third
chapter. Figures appearing in the Introductory Over-
view are referred to by a one or two digit number repre-
senting the order in which they are referred to in the
Introductory Overview. It should be noted that certain
figure numbers, for example, FIG. 208, do not appear in
the following figures and descriptions; the subject mat-
ter of these figures has been incorporated into other
figures and these figures deleted, during drafting of the
following descriptions, to enhance clarity of presenta-
tion.
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Second, reference numerals comprise a two digit
number (00-99) preceded by the number of the figure in
which the corresponding elements first appear. For
example, reference numerals 31901 to 31999 would
refer to elements 1 through 99 appearing in FIG. 319.
Finally, interconnections between related circuitry is
represented in two ways. First, to enhance clarity of
presentation, interconnections between circuitry may
be represented by common signal names or references,
rather than by drawn representations of wires or buses.
Second, where related circuitry is shown in two or
more figures, the figures may share a common figure
number and will be distinguished by a letter designa-
tion, for example, FIGS. 319, 319A, and 319B. Common
electrical points between such circuitry may be indi-
cated by a bracket enclosing a lead to such a point and
a designation of the form “A-b”. “A” indicates other
figures having the same common point for example,
designates the particular common elec-
trical point. In cases of related circuitry shown in this
manner in two or more figures, reference numerals to
elements will be assigned in sequence through the group
of figures; the figure number portion of such reference
that of the first figure of the group of

25

w

10

20

figures.
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A. Hardware Overview (FIG. 1)

B. Individual Operating Features (FIGS. 2, 3, 4, 5, 6)

1. Addressing (FIG. 2)

2. S-Language Instructions and Namespace Address-
ing (FIG. 3)

3. Architectural Base Pointer Addressing

4. Stack Mechanisms (FIGS. 4-5)

D. CS 101 Overall Structure and Operation (FIGS. 7, 8,

9, 10, 11, 12, 13, 14, 15)

1. Introduction (FIG. 7)

2. Compilers 702 (FIG. 7)
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4. EOS 704 (FIG. 7)

5. KOS and Architectural Interface 708 (FIG. 7)

6. Processes 610 and Virtual Processors 612 (FIG. 8)
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A. General Structure and Operation (FIG. 101)

a. General Structure

b. General Operation
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a. Introduction (FIG. 102)
b. Process Structures 10210 (FIGS. 103, 104, 105)
1. Procedure Objects (FIG. 103)
2. Stack Mechanisms (FIGS. 104, 105)
3. FURSM 10214 (FIG. 103)
C. Virtual Processor State Blocks and Virtual Process
Creation (FIG. 102)
D. Addressing Structures 10220 (FIGS. 103, 106, 107,
108)
1. Objects, UID’s, AON’s, Names, and Physical Ad-
dresses (FIG. 106)
2. Addressing Mechanisms 10220 (FIG. 107)
3. Name Resolution (FIGS. 103, 108)
4. Evaluation of AON Addresses to Physical Ad-
dresses (FIG. 107)
E. CS 10110 Protection Mechanisms (FIG. 109)
F. CS 10110 Micro-Instruction Mechanisms (FIG. 110)
G. Summary of Certain CS 10110 Features and Alter-
nate Embodiments.

2. Detailed Description of CS 10110 Major Subsystems
(FIGS. 201-206, 207-274)

A. MEM 10110 (FIGS. 201, 206, 207-237)
a. Terminology
b. MEM 10112 Physical Structure (FIG. 201)
¢. MEM 10112 General Operation
d. MEM 10112 Port Structure
1. IO Port Characteristics
2. JO Port Characteristics
3. JI Port Characteristics
e. MEM 10112 Control Structure and Operation
(FIG. 207)
1. MEM 10112 Control Structure
2. MEM 10112 Control Operation
f. MEM 10112 Operations
g MEM 10112 Interfaces to JP 10114 and 10S 10116
(FIGS. 209, 210, 211, 204)
1. IO Port 20910 Operating Characteristics (FIGS.
209, 204)
2. JO Port 21010 Operating Characteristics (FIG.
210)
3. J1 Port 21110 Operating Characteristics (FIG.
211)
h. MIC 20122 Structure and Operation (FIGS. 207,
212-225)
1. JOPAR 20710, JIPR 20712, IOPAR 20714 and
PRMUX 20720 (FIG. 212)
2. Port Control 20716 (FIG. 213)
3. MIC 20122 Control Circuitry (FIGS. 214-237)
a.a. Request Manager 20722 (FIG. 214)
b.b. Trailer Condition Logic 21510 (FIG. 215)
c.c. Miss Control 20726 (FIG. 216)
d.d. Read Queue 20728 (FIG. 217)
e.e. Load Manager 20730 (FIG. 213)
f.f. Bypass Write and Cache Write Back Control
21910 (FIG. 219}
g.g. Write Back Control Logic 22010 (FIG. 220)
h.h. Byte Write Select Logic 22310 (FIG. 223)
i.i. Bypass Write Control 20718 (FIG. 221)
j.j. Memory Cache Usage Logic 22210 (FIG.
222)
k.k. Data Path Steering Logic 22410 (FIG. 224)
11 Read Data Handshake Logic 22510 (FIG.
225)
i. FIU 20120 (FIGS. 201, 230, 231)
j. Memory Cache 20116 (FIGS. 232, 233)
1. General Cache Operation (FIG. 233)
2. Memory Cache 20116’s Cache 23210 (FIG. 232)
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k. Memory Arrays 20112 (FIGS. 234, 235, 236)
1. Bank Controller 20114 (FIG. 237)

B. Fetch Unit 10120 (FIGS. 202, 206, 101, 103, 104, 238)

1. Descriptor Processor 20210 (FIGS. 202, 101, 103,
104, 238, 239)
a. Offset Processor 20218 Structure
b. AON Processor 20216 Structure
c. Length Processor 20220 Structure
d. Descriptor Processor 20218 Operation

b.b.b. Machine Control Block (FIG. 252)
c.c.c. Register Address Generator 20288 (FIG.
253)

d.d.d. Timers 20296 (FIG. 258)
e.e.e. Fetch Unit 10120 Interface to Execute Unit

55

14
a.a. Commaid Queue 20342
bb. Command Queue Event Control Store
25514 and Command Queue Event Address
Control Store 25516
c.c. Execute Unit S-Interpreter Table 20344
d.d. Microcode Control Decode Register 20346
e€.e. Next Address Generator 20340
2. Operand Buffer 20322 (FIG. 256)
3. Multiplier 20314 (FIGS. 257, 258)

a.a. Offset Selector 20238 10 a.a. Multiplier 20314 1/0 Data Paths and Mem-
b.b. Offset Multiplexer 20240 Detailed Structure ory (FIG. 257)
(FIG. 238) a.a.a. Packed Decimal to Unpacked Decimal
c.c. Offset Multiplexer 20240 Detailed Operation Conversion
a.a.a. Internal Operation b.b.b. Container Size Check
b.b.b. Operation Relative to DESP 20210 15 c.c.c. Final Result Qutput Multiplexer 20324
e. Length Processor 20220 (FIG. 239) b.b. Multiplier 20314 Arithmetic Operation
a.a. Length ALU 20252 Logic (FIG. 258)
b.b. BIAS 20246 (FIG. 239) a.a.a. Multiplier 20314 Internal Data Paths and
f. AON Processor 20216 Multiply/Divide Operations (FIG. 258)
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b.b. AON Selector 20248 c.c.c. Main Working Register 20372
2. Memory Interface 20212 (FIGS. 106, 240) d.d.d. Multiplier ALU2 20374
a.a. Descriptor Trap 20256 and Data Trap 20258 e.c.e. Final Result Shifter 20362
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10228, and Protection Cache 10234 (FIG. 106) 25 c.c. Multiplier 20314 Arithmetic Operations
c.c. Structure and Operation of Generalized Cache a.a.a. Floating Point Operations
and NC 10226 (FIG. 240) b.b.b. Decimal Operations
d.d. ATU 10228 and PC 10234 4. Exponent Logic 20316 and Multiplier Control
3. Fetch Unit Control Logic 20214 (FIG. 202) 20318—Floating Point Operations (FIG. 259)
a.a. Fetch Unit Control Logic 20214 Overall Struc- 30 a.a. Exponent Logic 20316 and Multiplier Con-
ture trol 20318 Structure (FIG. 259)
b.b. Fetch Unit Control Logic 20214 Operation b.b. Exponent Logic 20316 and Multiplier Con-
a.a.a. Prefetcher 20264, Instruction Buffer 20262, trol 20318 Operation
Parser 20264, Operation Code Register 20268, 5. Test and Interface Logic 20320 (FIGS. 260-268)
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241) aa.a. Loading of Command Queue 20342
b.b.b. Fetch Unit Dispatch Table 11010, Execute (FIG. 260)
Unit Dispatch Table 20266, and Operation b.b.b. Loading of Operand Buffer 20320 (FIG.
Code Register 20268 (FIG. 242 261)
c.c.c. Next Address Generator 24310 (FIG. 243) 40 c.c.c. Storeback (FIG. 262)
c.c. FUCTL 20214 Circuitry for CS 10110 Internal d.d.d. Test Conditions (FIG. 263)
Mechanisms (FIGS. 244-250) e.e.e. Exception Checking (FIG. 264)
a.a.a. State Logic 20294 (FIGS. 244A-2447) f.Lf. Idle Routine
b.b.b. Event Logic 20284 (FIGS. 245, 246, 247, &88 EU 10122 Stack Mechanisms (FIGS.
248) 45 265, 266, 267)
cc.c. Fetch Unit S-Interpreter Table 11012 h.h.h. Loading of Execute Unit S-Interpreter
(FIG. 249) Table 20344 (FIG. 268)
d.d.d. Microinstruction Word Formats (FIG. D. 1/0 System 10116 (FIGS. 204, 206, 269)
250) a. I/O System 10116 Structure (FIG. 204)
d.d. CS 10110 Internal Mechanism Control 50  b. I/0 System 10116 Operation (FIG. 269)
a.a.a. Return Control Word Stack 10358 (FIG. 1. Data Channel Devices
251) 2. I/0O Control Processor 20412

3. Data Mover 20410 (FIG. 269)
a.a. Input Data Buffer 20440 and Output Data
Buffer 20442
b.b. Priority Resolution and Control 20444 (FIG.
269)

10122 E. Diagnostic Processor 10118 (FIG. 101, 205)
C. Execute Unit 10122 (FIGS. 203, 255-268) F. CS 10110 Micromachine Structure and Operation
a. General Structure of Execute Unit 10122 60 (FIGS. 270-274)

a. Introduction
b. Overview of Devices Comprising FU Microma-
chine (FIG. 270)
1. Devices Used By Most Microcode
a.a. MOD Bus 10144, JPD Bus 10142, and DB
Bus 27021
b.b. Microcode Addressing
c.c. Descriptor Processor 20218 (FIG. 271)

1. Execute Unit 1/0 20312
2. Execute Unit Control Logic 20310
3. Multiplier Logic 20314
4. Exponent Logic 20316
5. Multiplier Control 20318 65
6. Test and Interface Logic 20320
b. Execute Unit 10122 Operation (FIG. 255)
1. Execute Unit Control Logic 20310 (FIG. 255)
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d.d. EU 10122 Interface
2. Specialized Micromachine Devices
a.a. Instruction Stream Reader 27001
b.b. SOP Decoder 27003
c.c. Name Translation Unit 27015
d.d. Memory Reference Unit 27017
e.e. Protection Unit 27019
£.f. KOS Micromachine Devices
¢. Micromachine Stacks and Microroutine Calls and
Returns (FIGS. 272, 273)
1. Micromachine Stacks (FIG. 272)
2. Micromachine Invocations and Returns
3. Means of Invoking Microroutines
4. Occurrence of Event Invocations (FIG. 273)
d. Programming the Micromachine (FIG. 274)
e. Virtual Micromachines and Monitor Microma-
chine
1. Virtual Mode
2. Monitor Micromachine
f. Interrupt and Fault Handling
1. General Principles
2. Hardware Interrupt and Fault Handling in CS
10110
3. Monitor Mode: Differential Masking and Hard-
ware Interrupt Handling
g. FU Micromachine and CS 10110 Subsystems

3. Namespace, S-Interpreters and Pointers (FIGS.
301-307, 274)

A. Pointers and Pointer Resolution (FIGS. 301, 302)
a. Pointer Formats (FIG. 301)
b. Pointers in FU 10120 (FIG. 302)
c. Resolutions of Unresolved Pointers by Procedures
602
d. Descriptor to Pointer Conversion
B. Namespace and the S-Interpreters (FIGS. 303-307,
274)
a. Procedure Object 606 Overview (FIG. 303)
b. Resolution of Pointers in Procedure Objects 608
c. Namespace
1. Name Resolution and Evaluation
2. The Name Table (FIG. 304)
3. Architectural Base Pointers (FIGS. 305, 306,
274)
a.a. Resolving and Evaluating Names (FIG. 305)
b.b. Implementation of Name Evaluation and
Name Resolve in CS 10110
¢.c. Name Cache 10226 Entries (FIG. 306)
d.d. Name Cache 10226 Hits
e.e. Name Cache 10226 Misses
f.f. Flushing Name Cache 10226 (FIG. 274)
g.g. Fetching the Instruction Stream
h.h. Parsing the Instruction Stream
d. The S-Interpreters (FIG. 307)
1. Translating SIP into a Dialect Number (FIG.

307)
2. Dispatching
4. The Kernel Operating System

A. Introduction
a. Operating Systems (FIG. 401)
1. Resources Controlled by Operating Systems
(FIG. 402)
2. Resource Allocation by Operating Systems
b. The Operating System in CS 10110
c. Extended Operating System and the Kernel Oper-
ating System (FIG. 403)
B. Objects and Object Management (FIG. 404)
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a. Objects and User Programs (FIG. 405)
b. UIDs 40401 (FIG. 406)
c. Object Attributes
d. Attributes and Access Control
c. Implementation of Objects
1. Introduction (FIGS. 407, 408)
2. Objects in Secondary Storage 10124 (FIGS. 409,
410)
a.a. Representation of an Object’s Contents on
Secondary Storage 10124
b.b. LAUD 40903 (FIGS. 411, 412)
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d.d. AOTE 41306
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c. Access Control Lists
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425)
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1. MFT 10718 (FIG. 429)
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428, 429, 435) 10
8.8. Frame Cleaner Block 43007 (FIGS. 425,
426, 428, 429, 435)
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a.a.a. The Process-level Await Operation PM
Await (FIGS. 449, 455, 457)
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<. Implementation of Virtual Processors 612
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474)
b.b.b. Implementation of the
GOTO SIN (FIG. 474)
c.c. Conditions
a.a.a. Establishing Condition Handlers (FIG.
474)
* b.b.b. Signallers and the Execution of Condi-
_ tion Handlers (FIGS. 270, 468, 469, 470,
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9. Interrupts
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455, 457, 468)
b.b. Interrupt Levels (FIGS. 455, 457, 468)
c.c. Processing Interrupts (FIGS. 455, 457, 468)
F. Debugging Aids in CS 10110
a. Overview of Debugging in CS 10110
b. Debugging Features Common to All CSs 10110
1. Trace Tables (FIG. 475)
2. Trace Table Pointer 47502
3. Information Returned to the Debugger by Trace
Event Microcode
4, Macrostate Available to the Debugger
c. Implementation of Debugger Operations in the
Present Embodiment
1. Enabling and Disabling Trace Event Signals
(FIGS. 273, 475)
2. Debugging Operations (FIGS. 273, 475) Appen-
dix A.

INTRODUCTORY OVERVIEW

The following overview will first briefly describe the
overall physical structure and operation of a presently
preferred embodiment of a digital computer system
incorporating the present invention. Then certain oper-
ating features of that computer system will be individu-
ally described. Next, overall operation of the computer
system will be described in terms of those individual
features. Finally, the computer system’s implementation
will be described in further detail.

A. Hardware Overview (FIG. 1)

Referring to FIG. 1, a block diagram of Computer
System (CS) 101 incorporating the present invention is
shown. Major elements of CS 101 are 1/0 System (10S)
116, Memory (MEM) 112, and Job Processor (JP) 114.
JP 114 is comprised of a Fetch Unit (FU) 120 and an
Execute Unit (EU) 122. CS 101 may also include a
Diagnostic Processor (DP), not shown or described in
the instant description.

Referring first to IOS 116, a primary function of IOS
116 is control of transfer of information between MEM
112 and the outside world. Information is transferred
from MEM 112 to IOS 116 through IOM Bus 130, and
from I0S 116 to MEM 112 through MIO Bus 129.
IOMC Bus 131 is comprised of bi-directional control
signals coordinating operation of MEM 112 and 10S
116. TOS 116 also has an interface to FU 120 through
IOJP Bus 132. IOJP Bus 132 is a bi-directional control
bus comprised essentially of two interrupt lines. These
interrupt lines allow FU 120 to indicate to IOS 116 that
a request for information by FU 120 has been placed in
MEM 112, and allows IOS 116 to inform FU 120 that
information requested by FU 120 has been transferred
into a location in MEM 112. MEM 112 is CS 101’s main
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memory and serves as the path for information transfer
between the outside world and JP 114. MEM 112 pro-
vides instructions and data to FU 120 and EU 122
through Memory Output Data (MOD) Bus 140 and
receives information from FU 120 and EU 122 through
Job Processor Data (JPD) Bus 142, FU 120 submits
read and write requests to MEM 112 through Physical
Descriptor (PD) Bus 146.

JP 114 is CS 101's CPU and, as described above, is
comprised of FU 120 and EU 122. A primary function
of FU 120 is executing operations of user’s programs.
As part of this function, FU 120 controls transfer of
instructions and data from MEM 112 and transfer of
results of JP 114 operations back to MEM 112. FU 120
also performs operating system type functions, and is
capable of operating as a complete, general purpose
CPU. EU 122 is primarily an arithmetic and logic unit
provided to relieve FU 120 of certain arithmetic opera-
tions. FU 120, however, is capable of performing EU
122 operations. In alternate embodiments of CS 101, EU
122 may be provided only as an option for users having
particular arithmetic requirements. Coordination of FU
120 and EU 122 operations is accomplished through
FU/EU (FUEU) Bus 148, which includes bi-directional
control signals and mutual interrupt lines. As described
further below, both FU 120 and EU 122 contain register
file arrays referred to respectively as CRF and ERF, in
addition to registers associated with, for example,
ALUs. :

A primary feature of CS 101 is that IOS 116, MEM
112, FU 120 and EU 122 each contain separate and
independent microinstruction control, so that I0S 116,
MEM 112, and EU 122 operate asynchronously under
the general control of FU 120. EU 122, for example,
may execute a complex arithmetic operation upon re-
ceipt of data and a single, initial command from FU 120.

Having briefly described the overall structure and
operation of CS 101, certain features of CS 101 will be
individually further described next below.

B. Individual Operating Features (FIGS. 2,3,4,5,6)

1. Addressing (FIG. 2)

Referring to FIG. 2, a diagramic representation of
portions of CS 101’s addressing structure is shown. CS
101’s addressing structure is based upon the concept of
Objects. An Object may be regarded as a container for
holding & particular type of information. For example,
one type of Object may contain data while another type
of Object may contain instructions or procedures, such
as a user program. Still another type of Object may
contain microcode. In general, a particular Object may
contain only one type or class of informtion. An Object
may, for example, contain up to 232 bits of information,
but the actual size of a particular Object is flexible. That
is, the actual size of a particular Object will increase as
information is written into that Object and will decrease
as information is taken from that Object. In general,
information in Objects is stored sequentially, that is
without gaps.

Each Object which can ever exist in any CS 101
system is uniquely identified by a serial number referred
to as a Unique Identifier (UID). AUID isa 128 bit value
comprised of a serial number dependent upon, for exam-
ple, the particular CS 101 system and user, and a time
code indicating time of creation of that Object. UIDs
are permanently assigned to Objects, no two Objects
may have the same UID, and UIDs may not be reused.
UIDs provide an addressing base common to all CS 101
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systems which may ever exist, through which any Ob-
ject ever created may be permanently and uniquely
identified.

As described above, UIDs are 128 bit values and are
thus larger than may be conveniently handled in present
embodiments of CS 101. In each CS 101, therefore,
those Objects which are active (currently being used) in
that system are assigned 14 bit Active Object Numbers
(AONs). Each Object active in that system will have a
unique AON. Unlike UIDs, AONs are only temporarily
assigned to particular Objects. AONs are valid only
within a particular CS 101 and are not unique between
systems. An Object need not physically reside in a sys-
tem to be assigned an AON, but can be active in that
system only if it has been assigned an AON.

A particular bit within a particular Object may be
identified by means of a UID address or an AON ad-
dress. In CS 101, AONs and AON addresses are valid
only within JP 114 while UIDs and UID addresses are
used in MEM 112 and elsewhere. UID and AON ad-
dresses are formed by appending a 32 bit Offset (0) field
to that Object’s UID or AON. O fields indicate offset,
or location, of a particular bit relative to the start of a
particular Object.

Segments of information (sequences of information
bits) within particular Objects may be identified by
means of descriptors. A UID descriptor is formed by
appending a 32 bit Length (L) field of a UID address.
An AON, or logical descriptor is formed by appending
a 32 bit L field to an AON address. L fields identify
length of a segment of information bits within an Ob-
ject, starting from the information bit identified by the
UID or AON address. In addition to length informa-
tion, UID and logical descriptors also contain Type
fields containing information regarding certain charac-
teristics of the information in the information segment.
Again, AON based descriptors are used within JP 114,
while UID based descriptors are used in MEM 112,

Referring to FIGS. 1 and 2 together, translation be-
tween UID addresses and descriptors and AON ad-
dresses and descriptors is performed at the interface
between MEM 112 and JP 114. That is, addresses and
descriptors within JP 114 are in AON form while ad-
dresses and descriptors in MEM 112, I0S 116, and the
external world are in UID form. In other embodiments
of CS 101 using AONG, transformation from UID to
AON addressing may occur at other interfaces, for
example at the IOS 116 to MEM 112 interface, or at the
I0S 116 to external world interface. Other embodi-
ments of CS 101 may use UIDs throughout, that is not
use AONs even in JP 114.

Finally, information within MEM 112 is located
through MEM 112 Physical Addresses identifying par-
ticular physical locations within MEM 112’s memory
space. Both IOS 116 and JP 114 address information
within MEM 112 by providing physical addresses to
MEM 112. In the case of physical addresses provided
by JP 114, these addresses are referred to as Physical
Descriptors (PDs). As described below, JP 114 contains
circuitry to translate logical descriptors into physical
descriptors.

2. S-Language Instructions and Namespace Addressing
(FIG. 3)

CS 101 is both an S-Language machine and a Names-
pace machine. That is, operations to be executed by CS
101 are expressed as S-Language Operations (SOPs)
while operands are identified by Names. SOPs are of a
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lower, more detailed, level than user language instruc-
tions, for example FORTRAN and COBOL, but of a
higher level than conventional machine language in-
structions. SOPs are specific to particular user lan-
guages rather than a particular embodiment of CS 101,
while conventional machine language instructions are
specific to particular machines. SOPs are in turn inter-
preted and executed by microcode. There will be an
S-Language Dialect, a set of SOPs, for each user lan-
guages. CS 101, for example, may have SOP Dialects
for COBOL, FORTRAN, and SPL. A particular dis-
tinction of CS 101 is that all SOPs are of a uniform,
fixed length, for example 16 bits, CS 101 may generally
contain one or more sets of microcode for each S-Lan-
guage Dialect. These microcode Dialect Sets may be
completely distinct, or may overlap where more than
one SOP utilizes the same microcode,

As stated above, in CS 101 all operands are identified
by Names, which are 8, 12, or 16 bit numbers. CS 101
includes one or more “Name Tables” containing an
Entry for each operand Name appearing in programs
currently being executed Each Name Table Entry con-
tains information describing the operand referred to by
a particular Name, and the directions necessary for CS
101 to translate that information into a corresponding
logical descriptor. As previously described, logical
descriptors may then be transformed into physical de-
scriptors to read and write operands from or to MEM
112. As described above, UIDs are unique for all CS 101
systems and AONs are unique within individual CS 101
systems. Names, however, are unique only within the
context of a user’s program. That is, a particular Name
may appear in two different user’s programs and, within
each program, will have different Name Table Entries
and will refer to different operands.

CS 101 may thereby be considered as utilizing two
sets of instructions. A first set is comprised of SOPs,
that is instructions selecting algorithms to be executed.
The second set of instructions are comprised of Names,
which may be regarded as entry points into tables of
instructions for making references regarding operands.

Referring to FIG.3, a diagramic representation of CS
101 instruction stream is shown. A typical SIN is com-
prised of an SOP and may include one or more Names
referring to operands. SOPs and Names allow user’s
programs to be expressed in very compact code. Fewer
SOPs than machine language instructions are required
to express a user’s program. Also, use of SOPs allows
easier and simpler construction of compilers, and facili-
tates adaption of CS 101 systems to new user languages.
In addition, use of Names to refer to operands means
that SOPs are independent of the form of the operands
upon which they operate. This in turn allows for more
compact code in expressing user programs in that SOPs
specifying operations dependent upon operand form are
not required.

3. Architectural Base Pointer Addressing

As will be described further below, a user’s program
residing in CS 101 will include one or more Objects.
First, a Procedure Object contains at least the SINs of
the user's programs and a Name Table containing
entries for operand Names of the program. The SINs
may include references, or calls, to other Procedure
Objects containing, for example, procedures available
in common to many users. Second, a Static Data Area
may contain static data, that is data having an existence
for at least a single execution of the program. And third,
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a Macro-stack, described below, may contain local data,
that is data generated during execution of a program.
Each Procedure Object, the Static Data Area and the
Macro-stack are individual Objects identified by UIDs
and AONs and addressable through UID and AON
addresses and descriptors. ‘

Locations of information within a user’s Procedure
Objects, Static Data Area, and Macro-stack are ex-
pressed as offsets from one of three values, or base
addresses, referred to as Architectural Base Pointers
(ABPs). For example, location information in Name
Tables is expressed as offsets from one of the ABPs.
ABPs may be expressed as previously described.

The three ABPs are the Frame Pointer (FP), the
Procedure Base Pointer (PBP), and the Static Data
Pointer (SDP). Locations of data local to a procedure,
for example in the procedure’s Macrostack, are de-
scribed as offsets from FP. Locations of non-local data,
that is Static Data, are described as offsets from SDP.
Locations of SINs in Procedure Objects are expressed
as offsets from PBP; these offsets are determined as a
Program Counter (PC) value. Values of the ABPs vary
during program execution and are therefore not pro-
vided by the compiler converting a user's high level
language program into a program to be executed in a
CS 101 system. When the program is executed, CS 101
provides the proper values for the ABPs. When a pro-
gram is actually being executed, the ABP’s values are
stored in FU 120’s GRF.

Other pointers are used, for example, to identify the
top frame of CS 101’s Secure Stack (a microcode level
stack described below) or to identify the microcode
Dialect currently being used in execute the SINs of a
procedure. These pointers are similar to FP, SDP, and
PBP.

4. Stack Mechanisms (FIGS. 4-5)

Referring to FIG. 4 and 4A, diagramic representa-
tions of various control levels and stack mechanisms of,
respectively, conventional machines and CS 101, are
shown. Referring first to FIG. 4, top level of control is
provided by User Language Instructions 402, for exam-
ple in FORTRAN or COBOL. User Language Instruc-
tions 402 are converted into a greater number of more
detailed Machine Language Instructions 404, used
within a machine to execute user’s programs. Within the
machine, Machine Language Instructions 404 are inter-
preted and executed by Microcode Instructions 406,
that is sequences of microinstructions which in turn
directly control Machine Hardware 408. Some conven-
tional machines may include a Stack Mechanism 410
used to save current machine state, that is current mi-
croinstruction and contents of various machine regis-
ters, if a current Machine Language Instruction 404
cannot be executed or is interrupted. In general, ma-
chine state on the microcode and hardware level is not
saved. Execution of a current Machine Language In-
struction 404 is later resumed at start of the microin-
struction sequence for executing that Machine Lan-
guage Instruction 404.

Referring to FIG. 4A, top level control in CS 101 is
by User Language Instructions 412 asin a conventional
machine. In CS 101, however, User Language Instruc-
tions 412 are translated into SINs 414 which are of a
higher level than conventional machine language in-
structions. In general, a single User Language Instruc-
tion 412 is transformed into at most two or three SINs
414, as opposed to an entire sequence of conventional
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Machine Language Instructions 404. SINs 414 are inter-
preted and executed by Microcode Instructions 416
(sequences of microinstructions) which directly control
CS 101 Hardware 418. CS 101 includes a Macro-stack
Mechanism (MAS) 420, at SINs 414 level, which is
comparable to but different in construction and opera-
tion from a conventional Machine Language Stack
Mechanism 410. CS 101 also includes Micro-code Stack
Mechanisms 422 operating at Microcode 416 level, so
that execution of an interrupted microinstruction of a
microinstruction sequence may be later resumed with
the particular microinstruction which was active at the
time of the interrupt. CS 101 is therefore more efficient
in handling interrupts in that execution of microinstruc-
tion sequences is resumed from the particular point that
a microinstruction sequence was interrupted, rather
than from the beginning of that sequence. As will be
described further below, CS 101’s Microcode Stack
Mechanisms 422 on microcode level is effectively com-
prised of two stack mechanisms. The first stack is Mi-
cro-instruction Stack (MIS) 424 while the second stack
is referred to as Monitor Stack (MOS) 426. CS 101 SIN
Microcode 428 and MIS 424 are primarily concerned
with execution of SOPs of user’s programs. Monitor
Microcode 430 and MOS 426 are concerned with oper-
ation of certain CS 101 internal functions.

Division of CS 101’s microcode stacks into an MIS
424 and 2 MOS 426 illustrates a further feature of CS
101. In conventional machines, monitor functions may
be performed by a separate CPU operating in conjunc-
tion with the machine’s primary CPU, In CS 101, a
single hardware CPU is used to perform both functions
with actual execution of both functions performed by
separate groups of microcode. Monitor microcode op-
erations may be initiated either by certain SINs 414 or
by control signals generated directly by CS 101’s Hard-
ware 418. Invocation of Monitor Microcode 430 by
Hardware 418 generated signals insures that CS 101’s
monitor functions may always be invoked.

Referring to FIG. 5, a diagramic representation of CS
101’s stack mechanisms for single user’s program, or
procedure, is shown. Basically, and with exception of
MOS 426, CS 101’s stacks reside in MEM 112 with
certain portions of those stacks accelerated into FU 120
and EU 122 to enhance speed of operation.

Certain areas of MEM 112 storage space are set aside
to contain Macro-Stacks (MASs) 502, stack mecha-
nisms operating on the SINs level, as described above.
Other areas of MEM 112 are set aside to contain Secure
Stack (SS) 504, operating on the microcode level, as
described above and of which MIS 424 is a part.

As described further below, both FU 120 and EU 122
contain register file arrays, referred to respectively as
GRF and ERF, in addition to registers associated with,
for example, ALUs. Referring to FU 120, shown
therein is FU 120's GRF 506. GRF 506 is horizontally
divided into three areas. A first area, referred to as
General Registers (GRs) 508 may in general be used in
the same manner as registers in a conventional machine.
A second area of GRF 506 is Micro-Stack (MIS) 424,
and is set aside to contain a portion of a Process’s SS
504. A third portion of GRF 506 is set aside to contain
MOS 426. Also indicated in FU 120 is a block referred
to as Microcode Control State (mCS) 510. mCS 510
represents registers and other FU 120 hardware con-
taining current operating state of FU 120 on the micro-
instruction and hardware level. mCS 510 may include,
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for example, the current microinstruction controlling
operation of FU 120,

Referring to EU 122, indicated therein is a first block
referred to as Execute Unit State (EUS) 512 and a sec-
ond block referred to as SOP Stack 514. EUS 512 is
similar to mCS 510 in FU 120 and includes all registers
and other EU 122 hardware containing information
reflecting EU 122’s current operating state. SOP Stack
$18 is a portion of EU 122's ERF 516 which has been set
aside as a stack mechanism to contain a portion of a
process’s SS 504 pertaining to EU 122 operations.

Considering first MASs 502, as stated above MASs
502 operate generally upon the SINs level. MASs 502
are used in general to store current state of a process’s
(defined below) execution of a user’s program.

Referring next to MIS 424, in a present embodiment
of CS 101 that portion of GRF 506 set aside to contain
MIS 424 may have a capacity of eight stack frames.
That is, up to 8 microinstruction level interrupts or calls
pertaining to execution of a user’s program may be
stacked within MIS 424. Information stored in MIS 424
stack frames is generally information from GR 508 and
MCS 510. MIS 424 stack frames are transferred be-
tween MIS 424 and SS 504 such that at least one frame,
and no more than 8 frames, of SS 504 reside in GRF
506. This insures that at least the top-most frames of a
process’s SS 504 are present in FU 120, thereby enhanc-
ing speed of operation of FU 120 by providing rapid
access to those top frames. SS 504, residing in MEM
112, may contain, for all practical purposes, an unlim-
ited number of frames so that MIS 424 and SS 504 ap-
pear to a user to be effectively an infinitely deep stack.

MOS 426 resides entirely in FU 120 and, in a present
embodiment of CS 101, may have a capacity of 8 stack
frames. A feature of CS 101 operation is that CS 101
mechanisms for handling certain events or interrupts
should not rely in its operation upon those portions of
CS 101 whose operation has resulted in those faults or
interrupts. Among events handled by CS 101 monitor
microcode, for example, are MEM 112 page faults. An
MEM 112 page fault occurs whenever FU 120 makes a
reference to data in MEM 112 and that data is not in
MEM 112. Due to this and similar operations, MOS 426
resides entirely in FU 120 and thus does not rely upon
information in MEM 112.

As described above, GRs 508, MIS 424, and MOS
426 each reside in certain assigned portions of GRF 506.
This allows flexibility in modifying the capacity of GRs
508, MIS 424, and MOS 426 as indicated by experience,
or to modify an individual CS 101 for particular pur-
poses.

Referring finally to EU 122, EUS 512 is functionally
a part of a process’s SS 504. Also as previously de-
scribed, EU 122 performs arithmetic operations in re-
sponse to SINs and may be interrupted by FU 120 to aid
certain FU 120 operations. EUS 512 allows stacking of
interrupts. For example, FU 120 may first interrupt an
arithmetic SOP to request EU 122 to aid in evaluation
of a Name Table Entry. Before that first interrupt is
completed, FU 120 may interrupt again, and so on.

SOP Stack 514, is a single frame stack for storing
current state of EU 122 when an interrupt interrupts
execution of an arithmetic SOP. An interrupted SOP’s
state is transferred into SOP Stack 514 and the interrupt
begins execution in EUS $12. Upon occurrence of a
second interrupt (before the first interrupt is completed)
EU’s first interrupt state is transferred from EUS 512 to
a stack frame in SS 504, and execution of the second
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interrupt begins in EUS 512. If a third interrupt occurs
before completion of second interrupt, EU’s second
interrupt state is transferred from EUS 512 to another
stack frame in SS 504 and execution of the third inter-
rupt is begun in EUS 512; and so on. EUS 512 and SS
504 thus provide an apparently infinitely deep micros-
tack for EU 122. Assuming that the third interrupt is
completed, state of second interrupt is transferred from
S8 504 to EUS 512 and execution of second interrupt
resumed. Upon completion of second interrupt, state of
first interrupt is transferred from SS 504 to EUS 512 and
completed. After completion of first interrupt, state of
the original SOP is transferred from SOP Stack 514 to
EUS 512 and execution of that SOP resumed.

C. Procedure Processes, and Virtual Processors (FIG.
6)

Referring to FIG. 6, a diagramic representation of
procedures, processes, and virtual processes is shown.
As described above, a user’s program to be executed is
compiled to result in a Procedure 602. A Procedure 602
includes a User’s Procedure Object 604 containing the
SOPs of the user’s program and a Name Table contain-
ing Entries for operand Names of the user’s program,
and a Static Data Area 606. A Procedure 602 may also
include other Procedure Objects 608, for example util-
ity programs available in common to many users. In
effect, a Procedure 602 contains the instructions (proce-
dures) and data of a user’s program.

A Process 610 includes, as described above, a Macro-
Stack (MAS) 502 storing state of execution of a user’s
Procedure 602 at the SOP level, and a Secure Stack
(SS) 504 storing state of execution of a user’s Procedure
602 at the microcode level. A Process 610 is associated
with a user’s Procedure 602 through the ABPs de-
scribed above and which are stored in the MAS 502 of
the Process 610. Similarly, the MAS 502 and SS 504 of
a Process 610 are associated through non-architectural
pointers, described above. A Process 610 is effectively a
body of information linking the resources, hardware,
microcode, and software, of CS 101 to a user’s Proce-
dure 602. In effect, a Process 610 makes the resources of
CS 101 available to a user’s Procedure 602 for executing
of that Procedure 602. CS 101 is a multi-program ma-
chine capable of accommodating up to, for example,
128 Processes 610 concurrently. The number of Pro-
cesses 610 which may be executed concurrently is de-
termined by the number of Virtual Processors 612 of CS
101. There may be, for example, up to 16 Virtual Pro-
cessors 612,

As indicated in FIG. 6, a Virtual Processor 612 is
comprised of a Virtual Processor State Block (VPSB)
614 associated with the SS 504 of a Process 612. A
VPSB 614 is, in effect, a body of information accessible
to CS 101’s operating system and through which CS
101’s operating system is informed of, and provided
with access to, a Process 610 through that Process 610’s
SS 504. A VPSB 614 is associated with a particular
Process 610 by writing information regarding that Pro-
cess 610 into that VPSB 614. CS 101’s operating system
may, by gaining access to a Process 610 through an
associated UPSP 614, read information, such as ABP"s,
from that Process 610 to FU 120, thereby swapping that
Process 610 onto FU 120 for execution. It is said that a
Virtual Processor 612 thereby executes a Process 610; a
Virtual Processor 612 may be regarded therefor, as a
processor having *“Virtual”, or potential, existence
which becomes “real” when its associated Process 610
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is swapped into FU 120. In CS 101, as indicated in FIG.
6, only one Virtual Processor 612 may execute on FU
120 at a time and the operating system selects which
Virtual Processor 612 will excecute on FU 120 at any
given time. In addition, CS 101’s operating system se-
lects which Processes 610 will be associated with the
available Virtual Processors 612.

Having briefly described certain individual structural
and operating features of CS 101, the overall operation
of CS 101 will be described in further detail next below
in terms of these individual features.

D. CS 101 Overall Structure and Operation (FIGS. 1,8,
9, 10, 11, 12, 13, 14, 15)

1. Introduction (F1G. 7)

As indicated in FIG. 7, CS 101 is a multiple level
system wherein operations in one level are generally
transparent to higher levels. User 701 does not see the
S-Language, addressing, and protection mechanisms
defined at Architectural Level 708. Instead, he sees
User Interface 709, which is defined by Compilers 702,
Binder 703, and Extended (high level) Operating Sys-
tem (EOS) 704. Compilers 702 translate high-level lan-
guage code into SINs and Binder 703 translates sym-
bolic Names in programs into UID-offset addresses.

As FIG. 7 shows, Architectural Level 708 is not
defined by FU 120 Interface 711. Instead, the architec-
tural resources level are created by S-Language inter-
preted SINs when a program is executed; Name Inter-
preter 715 operates under control of S-Language Inter-
preters 705 and translates Names into logical descrip-
tors. In CS 101, both S-Language Interpreters 705 and
“Name Interpreter 715 are implemented as microcode
which executes on FU 120. S-Language Interpreters
705 may also use EU 122 to perform calculations. A
Kernel Operating System (KOS) provides CS 101 with
UID-offset addressing, objects, access checking, pro-
cesses, and virtual processors, described further below.
KOS has three kinds of components: KOS Microcode
710, KOS Software 706, and KOS Tables in MEM 112
KOS 710 components are microcode routines which
assist FU 120 in performing certain required operations.
Like other high-level language routines, KOS 706 com-
ponents contain SINs which are interpreted by S-Inter-
preter Microcode 705. Many KOS High-Level Lan-
guage Routines 706 are executed by special KOS pro-
cesses; others may be executed by any process. Both
KOS High-Level Language Routines 706 and KOS
Microcode 710 manipulate KOS Tables in MEM 112.

FU 120 Interface 711 is visible only to KOS and to
S-Interpreter Microcode 705. For the purposes of this
discussion, FU 120 may be seen as a processor which
contains the following main elements:

A Control Mechanism 725 which executes microcode
stored in Writable Control Store 713 and manipu-
lates FU 120 devices as directed by this microcode.

A GRF 506 containing registers in which data may be
stored.

A Processing Unit 715.

All microcode which executes on FU 120 uses these
devices; there is in addition a group of devices for per-
forming special functions; these devices are used only
by microcode connected with those functions. The
microcode, the specialized devices, and sometimes ta-
bles in MEM 112 make up logical machines for per-
forming certain functions. These machines will be de-
scribed in detail below.
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In the following, each of the levels illustrated in FIG.
7 will be discussed in turn. First, the components at
User Interface 709 will be examined to see how they
translate user programs and requests into forms usable
by CS 101. Then the components below the User Inter-
face 709 will be examined to see how they create logical
machines for performing CS 101 operations.

2. Compilers 702 (FIG. 7)

Compilers 702 translate files containing the high-level
language code written by User 701 into Procedure Ob-
jects 608. Two components of a Procedure Object 608
are code (SOPs) and Names, previously described.
SOPs represent operations, and the Names represent
data. A single SIN thus specifies an operation to be
performed on the data represented by the Names.

3. Binder 703 (FIG. 7)

In some cases, Compiler 702 cannot define locations
as offsets from an ABP. For example, if a procedure
calls a procedure contained in another procedure ob-
ject, the location to which the call transfers control
cannot be defined as an offset from the PBP used by the
calling procedure. In these cases, the compiler uses
symbolic Names to define the locations. Binder 703 is a
utility which translates symbolic Names into UID-offset
addresses. It does so in two ways: by combining sepa-
rate Procedure Objects 608 into a single large Proce-
dure Object 608, and then redefining symbolic Names as
offsets from that Procedure Object 608’s ABPs, or by
translating symbolic Names when the program is exe-
cuted. In the second case, Binder 703 requires assistance
from EOS 704.

4. EOS 704 (FIG. T)

EOS 704 manages the resources that User 701 re-
quires to execute his programs. From User 701’s point
of view, the most important of these resources are files
and processes. EOS 704 creates files by requesting KOS
to create an object and then mapping the file onto the
object. When a User 701 performs an operation on a file,
EOS 704 translates the file operation into an operation
on an object. KOS creates them at EOS 704’s request
and makes them available to EOS 704, which in turn
makes them available to User 701. EOS 704 causes 2
process to execute by associating it a Virtual Processor
612. In logical terms, a Virtual Processor 612 is the
means which KOS provides EOS 704 for executing
Processes 610. As many Processes 610 may apparently
execute simultaneously in CS 101 as there are Virtual
Processors 612. The illusion of simultaneous execution
is created by multiplexing JP 114 among the Virtual
Processors; the manner in which Processes 610 and
Virtual Processors 610 are implemented will be ex-
plained in detail below.

5. KOS and Architectural Interface 708 (FIG. 7)

S-Interpreter Microcode 705 and Name Interpreter
Microcode 715 require an environment provided by
KOS Microcode 710 and KOS Software 706 to execute
SINs. For example, as previously explained, Names and
program locations are defined in terms of ABPs whose
values vary during execution of the program. The KOS
environment provides values for the ABPs, and there-
fore makes it possible to interpret Names and program
locations as locations in MEM 112. Similarly, KOS help
is required to transform logical descriptors into refer-
ences to MEM 112 and to perform protection checks.
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The environment provided by KOS has the following
elements:

A Process 610 which contains the state of an execu-
tion of the program for a given User 701.

A Virtual Processor 612 which gives the Process 610
access to JP 114.

An Object Management System which translates
UIDs into values that are usable inside JP 114,

A Protection System which checks whether a Pro-
cess 610 has the right to perform an operation on an
Object.

A Virtual Memory Management System which
moves those portions of Objects which a Process
610 actually references from the outside world into
MEM 112 and translates logical descriptors into
physical descriptors.

In the following, the logical properties of this envi-

ronment and the manner in which a program is exe-
cuted in it will be explained.

6. Processes 610 and Virtual Processors 612 (FIG. 8)

Processes 610 and Virtual Processors 612 have al-
ready been described in logical terms; FIG. 8 gives a
high-level view of their physical implementation.

FIG. 8 illustrates the relationship between Processes
610, Virtual Processors 612, and JP 114. In physical
terms, a Process 610 is an area of MEM 112 which
contains the current state of a user’s execution of a
program. One example of such state is the current val-
ues of the ABPs and a Program Counter (PC). Given
the current value of the PBP and the PC, the next SOP
in the program can be executed; similarly, given the
current values of SDP and FP, the program’s Names
can be correctly resolved. Since the Process 610 con-
tains the current state of a program’s execution, the
program’s physical execution can be stopped and re-
sumed at any point. It is thus possible to control pro-
gram execution by means of the Process 610.

As already mentioned, a Process 610’s execution pro-
ceeds only when KOS has bound it to a Virtual Proces-
sor 612, that is, an area of MEM 112 containing the state
required to execute microinstructions on JP 114 hard-
ware. The operation of binding is simply a transfer of
Process 610 state from the Process 610’ area of MEM
112 to a Virtual Processor 612’s area of MEM 112,
Since binding and unbinding may take place at any time,
EOS 704 may multiplex Processes 610 among Virtual
Processors 612. In FIG. 8, there are more Processes 610
than there are Virtual Processors 612. The physical
execution of a Process 610 on JP 114 takes place only
while the Process 610’s Virtual Processor 612 is bound
to JP 114, i.e., when state is transferred from Virtual
Processor 612’s area of MEM 112 to JP 114's registers.
Just as EOS 704 multiplexes Virtual Processors 612
among Processes 610, KOS multiplexes JP 114 among
Virtual Processors 612. In FIG. 8, only one Process 610
is being physically executed. The means by which JP
114 is multiplexed among Virtual Processors 612 will be
described in further detail below.

7. Processes 610 and Stacks (FIG. 9)

In CS 101 systems, a Process 610 is made up of six
Objects: one Process Object 901 and Five Stack Objects
902 to 906. FIG. 9 illustrates a Process 610. Process
Object 901 contains the information which EOS 704
requires to manage the Process 610. EOS 704 has no
direct access to Process Object 901, but instead obtains
the information it needs by means of functions provided
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to it by KOS 706, 710. Included in the information are
the UIDs of Stack Objects 902 through 906. Stack Ob-
Jjects 902 to 906 contain the Process 610's state.

Stack Objects 902 through 905, are required by CS
101’s domain protection method and comprise Process
610’s MAS 502. Briefly, a domain is determined in part
by operations performed when a system is operating in
that domain. For example, the system is in EOS 704
domain when executing EOS 704 operations and in
KOS 706, 710 domain when executing KOS 706, 710
operations. A Process 610 must have one stack for each
domain it enters. In the present embodiment, the num-
ber of domains is fixed at four, but alternate embodi-
ments may allow any number of domains, and corre-
spondingly, any number of Stack Objects. Stack Object
906 comprises Process 610°s Secure Stack 504 and is
required to store state which may be manipulated only
by KOS 706, 710.

Each invocation made by a Process 610 results in the
addition of frames to Secure Stack 504 and to Macro-
Stack 502. The state stored in the Secure Stack 504
frame includes the macrostate for the invocation, the
state required to bind Process 610 to a Virtual Processor
612. The frame added to Macro-Stack 502 is placed in
one of Stack Objects 902 through 905. Which Stack
Objects 902 to 905 gets the frame is determined by the
invoked procedure’s domain of execution.

FIG. 9 shows the condition of a Process 610's MAS
502 and Secure Stack 504 after the Process 610 has
executed four invocations. Secure Stack 504 has one
frame for each invocation; the frames of Process 610’s
MAS 502 are found in Stack Objects 902, 904, and 905,
As revealed by their locations, Frame 1 is for an invoca-
tion of a routine with KOS 706, 710 domain of execu-
tion, Frame 2 for an invocation of a routine with the
EOS 704 domain of execution, and Frames 3 and 4 for
invocations of routines with the User domain of execu-
tion. Process 610 has not yet invoked a routine with the
Data Base Management System (DBMS) domain of
execution. The frames in Stack Objects 902 through 905
are linked together, and a frame is added to or removed
from Secure Stack 504 every time a frame is added to
Stack Objects 902 through 905. MAS 502 and Secure
Stack 504 thereby function as a single logical stack even
though logically contained in five separate Objects.

8. Processes 610 and Calls (FIGS. 10, 11)

In the CS 101, calls and returns are executed by KOS
706, 710. When KOS 706, 710 performs a call for a
process, it does the following:

It saves the calling invocation’s macrostate in

frame of Secure Stack 504 (FIG. 9).

It locates the procedure whose Name is contained in
the call. The location of the first SIN in the proce-
dure becomes the new PBP,

Using information contained in the called procedure,
KOS 706, 710 creates a new MAS 502 frame in the
proper Stack Object 902 through 905 and a new
Secure Stack 504 frame in Secure Stack 504. FP is
updated to point to the new MAS 502. If necessary,
SDP is also updated.

Once the values of the ABPs have been updated, the
PC is defined, Names can be resolved, and execution of
the invoked routine can commence. On a return from
the invocation to the invoking routine, the stack frames
are deleted and the ABPs are set to the values saved in
the invoking routine’s macrostate. The invoking routine

the top
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then continues execution at the
invocation.

A Process 610 may be illustrated in detail by putting
the FORTRAN statement A+B into a FORTRAN
routine called EXAMPLE and invoking it from an-
other FORTRAN routine named CALLER. To sim-
plify the example, .it is assumed that CALLER and
EXAMPLE both have the same domain of execution.
The parts of EXAMPLE which are of interest look like
this:

SUBROUTINE EXAMPLE )

INTEGER X,C

INTEGER A,B

point following the

A=B

RETURN

END
The new elements are a formal argument, C, and a new
local variable, X. A formal argument is a data item
which receives its value from a data item used in the
invoking routine. The formal argument’s value thus
varies from invocation to invocation. The portions of
INVOKER which are of interest look like this:

SUBROUTINE INVOKER

INTEGER Z
CALL EXAMPLE (2)

END

The CALL statement in INVOKER specifies the
Name of the subroutine being invoked and the actual
arguments for the subroutine’s formal arguments. Dur-
ing the invocation, the subroutine’s formal arguments
take on the values of the actual arguments. Thus, during
the invocation specified by this CALL statement, the
formal argument C will have the value represented by
the variable Z in INVOKER.

When INVOKER is compiled, the compiler pro-
duces a CALL SIN corresponding to the CALL state-
ment. The CALL SIN contains a Name representing 2
pointer to the beginning of the called routine’s location
in a procedure object and 8 list of Names representing
the call’s actual arguments. When CALL is executed,
the Names are interpreted to resolve the SIN's Names
as previously described, and KOS 710 microcode to
perform MAS 502 and Secure Stack 504 operations.

FIG. 10 illustrates the manner in which the KOS 710
call microcode manipulates MAS 502 and Secure Stack
504. FIG. 10 includes the following elements:

Call Microcode 1001, contained in FU 120 Writable

Control Store 1014.

PC Device 1002, which contains
belonging to the invocation of INVOKER
is executing the CALL statement.

Registers in FU Registers 1004. Registers 1004 con-
tents include the remainder of macrostate and the
descriptors corresponding to Names for EXAM-
PLE’s location and the actual argument Z.

Procedure Object 1006 contains the entries for IN-
VOKER and EXAMPLE, their Name Tables, and
their code.

Macro-Stack Object 1008 (MAS 502) and Secure
Stack Object 1010 (Secure Stack 504) contain the
stack frames for the invocations of INVOKER and
EXAMPLE being discussed here. EXAMPLE’s
frame is in the same Macro-Stack object as IN-
VOKER's frame because both routines are con-

part of macrostate
which
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tained in the same Procedure Object 1006, and
therefore have the same domain of execution.

KOS Call Microcode 1001 first saves the macrostate
of INVOKER's invocation on Secure Stack 504. As
will be discussed later, when the state is saved, KOS 706
Call Microcode 1001 uses other KOS 706 microcode to
translate the location information contained in the mac-
rostate into the kind of pointers used in MEM 112. Then
Microcode 1001 uses the descriptor for the routine
Name to locate the pointer to EXAMPLE's entry in
Procedure Object 1006. From the entry, it locates point-
ers to EXAMPLE’s Name Table and the beginning of
EXAMPLE’s code. Microcode 1001 takes these point-
ers, uses other KOS 706 microcode to translate them
into descriptors, and places the descriptors in the loca-
tions in Registers 1004 reserved for the values of the
PBP and NTP. It then updates the values contained in
PC Device 1002 so that when the call is finished, the
next SIN to be executed will be the first SIN in EXAM-
PLE.

CALL Microcode 1001 next constructs the frames
for EXAMPLE on Secure Stack 504 and Macro-Stack
502. This discussion concerns itself only with Frame
1102 on Macro-Stack 502. FIG. 11 illustrates EXAM-
PLE’s Frame 1102. The size of Frame 1102 is deter-
mined by EXAMPLE’s local variables (X, A, and B)
and formal arguments (C). At the bottom of Frame 1102
is Header 1104. Header 1104 contains information used
by KOS 706, 710 to manage the stack. Next comes
Pointer 1106 to the location which contains the value
represented by the argument C. In the invocation, the
actual for C is the local variable Z in INVOKER. As is
the case with all local variables, the storage represented
by Z is contained in the stack frame belonging to IN-
VOKER'’s invocation. When a name interpreter re-
solved C's name, it placed the descriptor in a register.
Call Microcode 1001 takes this descriptor, converts itto
a pointer, and stores the pointer above Header 1104,

Since the FP ABP points to the location following
the last pointer to an actual argument, Call Microcode
1001 can now calculate that location, convert it into a
descriptor, and place it in a FU Register 1004 reserved
for FP. The next step is providing storage for EXAM-
PLE’s local variables. EXAMPLE's Procedure Object
1006 contains the size of the storage required for the
local variables, so Call Microcode 1001 obtains this
information from Procedure Object 1006 and adds that
much storage to Frame 1102. Using the new value of
FP and the information contained in the Name Table
Entries for the local data, Name Interpreter 715 can
now construct descriptors for the local data. For exam-
ple, A’s entry in Name Table specified that it was offset
32 bits from FP, and was 32 bits long. Thus, its storage
falls between the storage for X and B in FIG. 11.

9. Memory References and the Virtual Memory
Management System (FIGS. 12, 13)

As already explained, a logical descriptor contains an
AON field, an offset field, and a length field. FIG. 12
illustrates a Physical Descriptor. Physical Descriptor
1202 contains a Frame Number (FN) field, a Displace-
ment (D) field, and a Length (L) field. Together, the
Frame Number field and the Displacement field specify
the location in MEM 112 containing the data, and the
Length field specifies the length of the data.

As is clear from the above, the virtual memory man-
agement system must translate the AON-offset location
contained in a logical descriptor 1204 into a Frame
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Number-Displacement location. It does so by associat-
ing logical pages with MEM 112 frames, (N.B: MEM
112 frames are not to be confused with stack frames).
FIG. 13, illustrates how Macrostack 502 Object 1302 is
divided into Logical Pages 1304 in secondary memory
and how Logical Pages 1304 are moved onto Frames
1306 in MEM 112. A Frame 1306 is a fixed-size, contig-
uous area of MEM 112. When the virtual memory man-
agement system brings data into MEM 112, it does so in
frame-sized chunks called Logical Pages 1308. Thus,
from the virtual memory system’s point of view, each
object is divided into Logical Pages 1308 and the ad-
dress of data on a page consists of the AON of the data’s
Object, the number of pages in the object, and its dis-
placement on the page. In FIG. 13, the location of the
local variable B of EXAMPLE is shown as it is defined
by the virtual memory system. B’s location is aUlID and
an offset, or, inside JP 114, an AON and an offset. As
defined by the virtual memory system, B’s location is
the AON, the page number 1308, and a displacement
within the page. When a process references the variable
B, the virtual memory management system moves all of
Logical Page 1308 into a MEM 112 Frame 1306. B’s
displacement remains the same, and the virtual memory
system translates its Logical Page Number 1308 into the
number of Frame 1306 in MEM 112 which contains the
page. :

The virtual memory management system must there-
fore perform two kinds of translations: (1) AON-offset
addresses into AON-page number-displacement ad-
dresses, and (2) AON-page number into a frame num-
ber.

10. Access Control (FIG. 14)

Each time a reference is made to an Object, KOS 706,
710 checks whether the reference is legal. The follow-
ing discusson will first present the logical structure of
access control in CS 101, and then discuss the micro-
code and devices which implement it. CS 101 defines
access in terms of subjects, modes of access, and Object
size. A process may reference a data item located in an
Object if three conditions hold:

(1) If the process’s subject has access to the Object.

(2) If the modes of access specified for the subject
include those required to perform the intended
operation. :

(3) If the data item is completely contained in the
Object, i.e., if the data item’s length added to the
data item’s offset do not exceed the number of bits
in the Object.

The subjects which have access to an Object and the
<inds of access they have to the Object are specified by
a data structure associated with the Object called the
Access Control List (ACL). An Object’s size is one of
1ts attributes. Neither an Object’s size nor its ACL is
contained in the Object. Both are contained in system
tables, and are accessible by means of the Object’s UID.

FIG. 14 shows the logical structure of access control
in CS 101. Subject 1408 has four components: Principal
1404, Process 1405, Domain 1406, and Tag 1407. Tag
1407 is not implemented in a present embodiment of CS
101, so the following description will deal only with
Principal 1404, Process 1405, and Domain 1406.

Principal 1404 specifies a user for which the process
which is making the reference was created;

Process 1405 specifies the process which is making
the reference; and,
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Domain 1406 specifies the domain of execution of the
procedure which the process is executing when it
makes the reference.

Each component of the Subject 1408 is represented
by a UID. If the UID is a null UID, that component of
the subject does not affect access checking. Non-null
UIDs are the UIDs of Objects that contain information
about the subject components, Principal Object 1404
contains identification and accounting information re-
garding system users, Process Object 1405 contains
process management information, and Domain Object
1406 contains information about per-domain error han-
dlers.

There may be three modes of accessing an Object
1410: read, write, and execute. Read and write are self-
explanatory; execute is access which allows a subject to
execute instructions contained in the Object.

Access Control Lists (ACLs), 1412 are made up of
Entries 1414. Each entry has two components: Subject
Template 1416 and Mode Specifier 1418. Subject Tem-
plate 1416 specifies a group of subjects that may refer-
ence the Object and Mode Specifier 1418 specifies the
kinds of access these subjects may have to the Object.
Logically speaking, ACL 1412 is checked each time a
process references an Object 1410. The reference may
succeed only if the process’s current Subject 1408 is one
of those on Object 1410°s ACL. 1412 and if the modes in
the ACL Entry 1414 for the Subject 1408 allow the kind
of access the process wishes to make.

11. Virtual Processors and Virtual Processor Swapping
FIG. 15)

As previously mentioned, the execution of a program
by a Process 610 cannot take place unles EOS 704 has
bound the Process 610 to a Virtual Processor 612. Phys-
ical execution of the Process 610 takes place only while
the process’s Virtual Processor 612 is bound to JP 114,
The following discussion deals with the data bases be-
longing to a Virtual Processor 612 and the means by
which a Virtual Processor 612 is bound to and removed
from JP 114.

FIG. 15 illustrates the devices and tables which KOs
706, 710 uses to implement Virtual Processors 612. FU
120 WCS contains KOS Microcode 706 for binding
Virtual Processors 612 to JP 114 and removing them
from JP 114. Timers 1502 and Interrupt Line 1504 are
hardware devices which produce signals that cause the
invocation of KOS Microcode 706. Timers 1502 con-
tains two timing devices: Interval Timer 1506, which
may be set by KOS 706, 710 to signal when a certain
time is reached, and Egg Timer 1508, which guarantees
that there is a maximum time interval for which a Vir-
tual Processor 612 can be bound to JP 114 before it
invokes KOS Microcode 706. Interrupt Line 1504 be-
comes active when JP 114 receives a message from 10S
116, for example when IOS 116 has finished loading a
logical page into MEM 112.

FU 120 Registers 508 contain state belonging to the
Virtual Processor 612 currently bound to JP 114. Here,
this Virtual Processor 612 is called Virtual Processor A.
In addition, Registers 508 contain registers reserved for
the execution of VP Swapping Microcode 1510. ALU
1942 (part of FU 120) is used for the descriptor-to-
pointer and pointer-to-descriptor transformations re-
quired when one Virtual Processor 612 is unbound from
JP 114 and another bound to JP 114. MEM 112 contains
data bases for Virtual Processors 612 and data bases
used by KOS 706, 710 to manage Virtual Processors
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612. KOS 706, 710 provides a fixed number of Virtual
Processors 612 for CS 101. Each Virtual Processor 612
is represented by a Virtual Processor State Block
(VPSB) 614. Each VPSB 614 contains information used
by KOS 706, 710 to manage the Virtual Processor 612,
and in addition contains information associating the
Virtual Processor 612 with a process. FIG. 15 shows
two VPSBs 614, one belonging to Virtual Processor
612A, and another belonging to Virtual Processor
612B, which will replace Virtual Processor 612A on JP
114. The VPSBs 614 are contained in VPSB Array
1512. The index of a VPSB 614 in VPSB Array 1512 is
Virtual Processor Number 1514 belonging to the Vir-
tual Processor 612 represented by a VPSB 614. Virtual
Processor Lists 1516 are lists which KOS 706, 710 uses
to manage Virtual Processors 612. If a Virtual Proces-
sor 612 is able to execute, its Virtual Processor Number
1514 is on a list called the Runnable List; Virtual Pro-
cessors 612 which cannot run are on other lists, depend-
ing on the reason why they cannot run. It is assumed
that Virtual Processor 612B’s Virtual Processor Num-
ber 1514 is the first one on the Runnable List.

When a process is bound to a Virtual Procesor 612,
the Virtual Processor Number 1514 is copied into the
process’s Process Object 901 and the AONs of the pro-
cess’s Process Object 901 and stacks are copied into the
Virtual Processor 612's VPSB 614. (AONs are used
because a process’s stacks are wired active as long as the
process is bound to a Virtual Processor 612). Binding is
carried out by KOS 706, 710 at the request of EOS 704,
In FIG. 15, two Secure Stack Objects 906 are shown,
one belonging to the process to which Virtual Proces-
sor 612A is bound, and one belonging to that to which
Virtual Processor 612B is bound.

Having described certain overall operating features
of CS 101, a present implementation of CS 101’s struc-
ture will be described further next below.

E. CS 101 Structural Implementation (FIGS.
16,17,18,19,20)

1. A0S 116 (FIGS. 16, 17)

Referring to FIG. 16, a partial block diagram of IOS
116 is shown. Major elements of IOS 116 include an
ECLIPSE ® Burst Multiplexer Channel (BMC) 1614
and a NOVA® Data Channel (NDC) 1616, an IO
Controller (IOC) 1618 and a Data Mover (DM) 1610.
1OS 116's data channel devices, for example BMC 1614
and NDC 1616, comprise 10S 116’s interface to the
outside world. Information and addresses are received
from external devices, such as disk drives, communica-
tions modes, or other computer systems, by I0S 116’s
data channel devices and are transferred to DM 1610
(described below) to be written intc MEM 112, Simi-
larly, information read from MEM 112 is provided
through DM 1619 to 10S 116’s data channel devices
and thus to the above described external devices. These
external devices are a part of CS 101’s addressable mem-
ory space and may be addressed through UID ad-
dresses.

JOC 1618 is a general purpose CPU, for example an
ECLIPSE ® computer available from Data General
Corporation. A primary function of [OC 1618 is control
of data transfer through 10S 116. In addition, I10C 1618
generates individual Maps for each data channel device
for translating external device addresses into physical
addresses within MEM 112. As indicated in FIG. 16,
each data channel device contains an individual Ad-
dress Translation Map (MAP) 1632 and 1636. This al-
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lows IOS 116 to assign individual areas of MEM 112's
physical address space to each data channel device.
This feature provides protection against one data chan-
nel device writing into or reading from information
belonging to another data channet device. In addition,
JOC 1618 may generate overlapping address translation
Maps for two or more data channel devices to allow
these data channel devices to share a common area of
MEM 112 physical address space.

Data transfer between IOS 116’s data channel devices
and MEM 112 is through DM 1610, which includes a
Buffer memory (BUF) 1641. BUF 1641 allows MEM
112 and 1OS 116 to operate asychronously. DM 1610
also includes a Ring Grant Generator (RGG) 1644
which controls access of various data channel devices
to MEM 112. RGG 1644 is designed to be flexible in
apportioning access to MEM 112 among 10S 116’s data
channel devices as loads carried by various data channel
devices varies. In addition, RGG 1644 insures that no
one, or group, of data channel devices may monopolize
access to MEM 112.

Referring to FIG. 17, a diagramic representation of
RGG 1644’s operation is shown. As described further in
a following description, RGG 1644 may be regarded as
a commutator scanning a number of ports which are

-assigned to various channel devices. For example, ports

A, C, E, and G may be assigned to a BMC 1614, ports
B and F to a NDC 1616, and ports D and H to another
data channel device. RGG 1644 will scan each of these
ports in turn and, if the data channel device associated
with a particular port is requesting access to MEM 112,
will grant access to MEM 112 to that data channel
device. If no request is present at a given port, RGG
1644 will continue immediately to the next port. Each
data channel device assigned one or more ports is
thereby insured opportunity of access to MEM 112.
Unused ports, for example indicating data channel de-
vices which are not presently engaged in information
transfer, are effectively skipped over so that access to
MEM 112 is dynamically modified according to the
information transfer loads of the various data channel
devices. RGG 1644’s ports may be reassigned among
[OS 116's various data channel devices as required to
suit the needs of a particular CS 101 system. If, for
example, a particular CS 101 utilizes NDC 1616 more
than a BMC 1614, that CS 101’s NDC 1616 may be
assigned more ports while that CS 101's BMC 1614 is
assigned fewer ports.

2 Memory (MEM) 112 (FIG. 18)

Referring to FIG. 18, a partial block diagram of
MEM 112 is shown. Major clements of MEM 112 are
Main Store Bank (MSB) 1810, a Bank Controller (BC)
1814, a Memory Cache (MC) 1816, a Field Interface
Unit (FIU) 1820, and Memory Interface Controller
(MIC) 1822. Interconnections of these elements with
input and output buses of MEM 112 to 10S 116 and JP
114 are indicated.

MEM 112 is an intelligent, prioritizing memory hav-
ing a single port to 10S 116, comprised of IOM Bus 130,
MIO Bus 129, and IOMC Bus 131, and dual ports to JP
114. A first JP 114 port is comprised of MOD Bus 140
and PD Bus 146, and a second port is comprised of JPD
Bus 142 and PD Bus 146. In general, all data transfers
from and to MEM 112 by IOS 116 and JP 114 are of
single, 32 bit words; IOM Bus 130, MI1O Bus 129, MQOD
Bus 140, and JPD Bus 142 are each 32 bits wide. CS 101,
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however, is a variable word length machine wherein
the actual physical width of data buses are not apparent
to a user. For example, a Name in a user’s program may
refer to an operand containing 97 bits of data. To the
user, that 97 bit data item will appear to be read from
MEM 112 t0 JP 114 in a single operation. In actuality,
JP 114 will read that operand from MEM 112 in a series
of read operations referred to as a string transfer. In this
example, the string transfer will comprise three 32 bit
read transfers and one single bit read transfer. The final
single bit transfer, containing a single data bit, will be of
a 32 bit word wherein one bit is data and 31 bits are fill.
Write operations to MEM 112 may be performed in the
same manner. If a single read or write request to MEM
112 specifies a data item of less than 32 bits of data, that
transfer will be accomplished in the same manner as the
final transfer described above., That is, a single 32 bit
word will be transferred wherein non-data bits are fill
bits.

Bulk data storage in MEM 112 is provided in MSB
1810, which is comprised of one or more Memory
Array cards (MAs) 1812. The data path into and out of
MA 1812 is through BC 1814, which performs all con-
trol and timing functions for MAs 1812. BC 1814’s func-
tions include addressing, transfer of data, controlling
whether a read or write operation is performed, refresh,
sniffing, and error correction code operations. All read
and write operations from and to MAs 1812 through BC
1814 are in blocks of four 32 bit words,

The various MAs 1812 comprising MSB 1810 need
not be of the same data storage capacity. For example,
certain MAs 1812 may have a capacity of 256 kilobytes
while other MAs 1812 may have a capacity of 512 kilo-
bytes. Addressing of the MAs 1812 in MSB 1810 is
automatically adapted to various MA 1812 configura-
tions. As indicated in FIG. 18, each MA 1812 contains
an address circuit (A) which receives an input from the
next lower MA 1812 indicating the highest address in
that next lower MA 1812, The A circuit on an MA 1812
also receives an input from that MA 1812 indicating the
total address space of that MA 1812. The A circuit of
that MA 1812 adds the highest address input from next
lower MA 1812 to its own input representing its own
capacity and generates an output to the next MA 1812
indicating its own highest address. All MAs 1812 of
MSB 1810 are addressed in parallel by BC 1814. Each
MA 1812 compares such addresses to its input from the
next lower MA 1812, representing highest address of
that next lower MA 1812, and its own output, represent-
ing its own highest address, to determine whether a
particular address provided by BC 1814 lies within the
range of addresses contained within that particular MA
1812. The particular MA 1812 whose address space
includes that address will then respond by accepting the
read or write request from BC 1814,

MC 1816 is the data path for transfer of data between
BC 1814 and 10S 116 and JP 114. MC 1816 contains a
high speed cache storing data from MSB 1810 which is
currently being utilized by either 108 116 or JP 114
MSB 1810 thereby provides MEM 112 with a large
storage capacity while MC 1816 provides the appear-
ance of a high speed memory. In addition to operating
15 a cache, MC 1816 includes a bypass write path which
tllows IOS 116 to write blocks of four 32 bit words
lirectly into MSB 1810 through BC 1814. In addition,
VC 1816 includes a cache write-back path which al-

ows data to be transferred out of MC 1816’s cache and
tored while further data is transferred into MC 1816’s
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cache. Displaced data from MC 1816's cache may then
be written back into MSB 1810 at a later, more conve-
nient time. This write-back path enhances speed of op-
eration of MC 1816 by avoiding delays incurred by
transferring data from MC 1816 to MSB 1810 before
new data may be written into MC 1818,

MEM 112’s FIU 1820 allows manipulation of data
formats in writes to and reads from MEM 112 by both
JP 114 and 10S 116. For example, FIU 1820 may con-
vert unpacked decimal data to packed decimal data, and
vice versa. In addition, FIU 1820 allows MEM 112 to
operate as a bit addressable memory. For example, as
described all data transfers to and from MEM 112 are of
32 bit words. If a data transfer of less than 32 bits is
required, the 32 bit word containing those data bits may
be read from MC 1816 to FIU 1820 and therein manipu-
lated to extract the required data bits. FIU 1820 then
generates a 32 bit word containing those required data
bits, plus fill bits, and provides that new 32 bit word to
JP 114 or IOS 116. When writing into MEM 112 from
108 116 through FIU 1820, data is transferred onto
IOM Bus 130, read into FIU 1820, operated upon, trans-
ferred onto MOD Bus 140, and transferred from MOD
Bus 140 to MC 1816. In read operations from MEM 112
to IOS 116, data is transferred from MC 1816 to MOD
Bus 140, written into FIU 1820 and operated upon, and
transferred onto MIO Bus 129 to I0S 116. In a data read
from MEM 112 to JP 114, data is transferred from MC
1816 onto MOD Bus 140, transferred into FIU 1820 and
operated upon, and transferred again onto MOD Bus
140 to JP 114. In write operations from JP 114 to MEM
112, data on JPD Bus 142 is transferred into FIU 1820
and operated upon, and is then transferred onto MOD
Bus 140 to MC 1816. MOD Bus 140 is thereby utilized
as an MEM 112 internal bus for FIU 1820 operations.

Finally, MIC 1822 provides primary control of BC
1814, MC 1816, and FIU 1820. MIC 1822 receives con-
trol inputs from and provides control outputs to PD Bus
146 and IOMC Bus 131. MIC 1822 contains primary
microcode control for MEM 112, but BC 1814, MC
1816, and FIU 1820 each include internal microcode
control. Independent, internal microcode controls
allow BC 1814, MC 1816, and FIU 1820 to operate
independently of MIC 1822 after their operations have
been initiated by MIC 1822. This allows BC 1814 and
MSB 1810, MC 1816, and FIU 1820 to operate indepen-
dently and asynchronously, Efficiency and speed of
operation of MEM 112 are thereby enhanced by allow-
ing pipelining of MEM 112 operations.

3. Fetch Unit (FU) 120 (FIG. 19)

A primary function of FU 120 is to execute SINs. In
doing so, FU 120 fetches instructions and data (SOPs
and Names) from MEM 112, returns results of opera-
tions to MEM 112, directs operation of EU 122, exe-
cutes instructions of user’s programs, and performs the
various functions of CS 101’s operating systems. As part
of these functions, FU 120 generates and manipulates
logical addresses and descriptors and is capable of oper-
ating as a general purpose CPU.

Referring to FIG. 19, a major element of FU 120 is
the Descriptor Processor (DESP) 1910. DESP 1910
includes General Register File (GRF) 506. GRF 506 is
a large register array divided vertically into three parts
which are addressed in parallel. A first part, AONGRF
1932, stores AON fields of logical addresses and de-
scriptors. A second part, OFFGRF 1934, stores offset
fields of logical addresses and descriptors and is utilized

S
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as a 32 bit wide general register array. A third portion
GRF 506, LENGRF 1936, is a 32 bit wide register
array for storing length fields of logical descriptors and
as a general register for storing data. Primary data path
from MEM 112 to FU 120 is through MOD Bus 144,
which provides inputs to OFFGRF 1934. As indicated
in FIG. 19, data may be transferred from OFFGRF
1934 to inputs of AONGRF 1932 and LENGRF 1936
through various interconnections. Similarly, outputs
from LENGRF 1936 and AONGRF 1932 may be trans-
ferred to inputs of AONGRF 1932, OFFGRF 1934,
and LENGRF 1936.

Output of OFFGRF 1934 is connected to inputs of
DESP 1910’s Arithmetic and Logic Unit (ALU) 1942.
ALU 1942 is a general purpose 32 bit ALU which may
be used in generating and manipulating logical ad-
dresses and descriptors, as distinct from general purpose
arithmetic and logic operands performed by MUX
1940. Output of ALU 1942 is connected to JPD Bus 142
to allow results of arithmetic and logic operations to be
transferred to MEM 112 or EU 122.

Also connected from output of OFFGRF 1934 is
Descriptor Multiplexer (MUX) 1940. An output of
MUX 1940 is provided to an input of ALU 1942. MUX
1940 is a 32 bit ALU, including an accumulator, for data
manipulation operations. MUX 1940, together with
ALU 1942, allows DESP 1910 to perform 32 bit arith-
metic and logic operations. MUX 1940 and ALU 1942
may allow arithmetic and logic operations upon oper-
ands of greater than 32 bits by performing successive
operations upon successive 32 bit words of larger oper-
ands.

Logical descriptors or addresses generated or pro-
vided by DESP 1910, are provided to Logical Descrip-
tor (LD) Bus 1902. LD Bus 1902 in turn is connected to
an input of Address Translation Unit (ATU) 1928. ATU
1928 is a cache mechanism for converting logical de-
scriptors to MEM 112 physical descriptors.

LD Bus 1902 is also connected to write input of
Name Cache (NC) 1926. NC 1926 is a cache mechanism
for storing logical descriptors corresponding to oper-
and Names currently being used in user’s programs. As
previously described, Name Table Entries correspond-
ing to operands currently being used in user’s programs
are stored in MEM 112. Certain Name Table Entries for
operands of a user’s program currently being executed
are transferred from those Name Tables in MEM 112to
FU 120 and are therein evaluated to generate corre-
sponding logical descriptors. These logical descriptors
are then stored in NC 1926. As will be described further
below, the instruction stream of a user’s program is
provided to FU 120’ Instruction Buffer (IB) 1962
through MOD Bus 140. FU 120’s Parser (P) 1964 scpa-
rates out, or parses, Names from 1B 1962 and provides
those Names as address inputs to NC 1924. NC 1924 in
turn provides logical descriptor outputs to LD Bus
1902, and thus to input of ATU 1928. NC 1926 input
from LD Bus 1902 allows logical descriptors resulting
from evaluation of Name Table Entries to be written
into NC 1926. FU 120’s Protections Cache (PC) 1934 is
a cache mechanism having an input connected from LD
Bus 1902 and providing information, as described fur-
ther below, regarding protection aspects of references
to data in MEM 112 by user’s programs. NC 1926, ATU
1928, and PC 1934 are thereby acceleration mechanisms
of, respectively, CS 101's Namespace addressing, logi-
cal to physical address structure, and protection mecha-
nism. .
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Referring again to DESP 1910, DESP 1910 includes
BIAS 1952, connected from output of LENGREF 1936.
As previously described, operands containing more
than 32 data bits are transferred beteen MEM 112 and
JP 114 by means of string transfers. In order to perform
string transfers, it is necessary for FU 120 to generate a
corresponding succession of logical descriptors wherein
length fields of those logical descriptors is no greater
than 5 bits, that is, specify lengths of no greater than 32
data bits.

A logical descriptor describing a data item to be
transferred by means of a string transfer will be stored
in GRF 506. AON field of the logical descriptor will
reside in AONGRF 1932, O field in OFFGRF 1934,
and L field in LENGRF 1936. At each successive trans-
fer of a 32 bit word in the string transfer, O field of that
original logical descriptor will be incremented by the
number of data bits transferred while L field will be
accordingly decremented. The logical descriptor resid-
ing in GRF 506 will thereby describe, upon each suc-

the data item vet to be transferred. O field in OFFGRF
1934 will indicate increasingly larger offsets into that
data item, while L field will indicate successively
shorter lengths. AON and O fields of the logical de-
scriptor in GRF 506 may be utilized directly as AON
and O fields of the successive logical descriptors of the
string transfer. L field of the logical descriptor residing
in LENGRF 1936, however, may not be so used as L
fields of the successive string transfer logical descrip-
tors as this L field indicates remaining length of data
item yet to be transferred. Instead, BIAS 1952 generates
the 5 bit L fields of successive string transfer logical
descriptors while correspondingly decrementing L field
of the logical descriptor in LENGRF 1936. During
each transfer, BIAS 1952 generates L field of the next
string transfer logical descriptor while concurrently
providing L field of the current string transfer logical
descriptor. By doing so, BIAS 1952 thereby increases
speed of execution of string transfers by performing
pipelined L field operations. BIAS 1952 thereby allows
CS 101 to appear to the user to be a variable word
length machine by automatically performing string
transfers. This mechanism is used for transfer of any
data item greater than 32 bits, for example double preci-
sion floating point numbers.

Finally, FU 120 includes microcode circuitry for
controlling all FU 120 operations described above. In
particular, FU 120 includes a microinstruction sequence
control store (mC) 1920 storing sequences of microin-
structions for controlling step by step execution of all
FU 120 operations. In general, these FU 120 operations
fall into two classes. A first class includes those microin-
struction sequences directly concerned with executing
the SOPs of user’s programs. The second class includes
microinstruction sequences concerned with CS 101's
operating systems, including certain automatic, internal
FU 120 functions such as evaluation of Name Table
Entries.

As previously described, CS 101 is a multiple S-Lan-
guage machine. For example, mC 1920 may contain
microinstruction sequences for executing user’s SOPs in
at least four different Dialects. mC 1920 is comprised of
a writeable control store and sets of microinstruction
sequences for various Dialects may be transferred into
and out of mC 1920 as required for execution of various
user’s programs. By storing sets of microinstruction
sequences for more than one Dialect in mC 1920, it is
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possible for user’s programs to be written in a mixture of
user languages. For example, a particular user's pro-
gram may be written primarily in FORTRAN but may
call certain COBOL routines. These COBOL routines
will be correspondingly translated into COBOL dialect
SOPs and executed by COBOL microinstruction se-
quences stored in mC 1920.

The instruction stream provided to FU 120 from
MEM 112 has been previously described with reference
to FIG. 3. SOPs and Names of this instruction stream
are transferred from MOD Bus 140 into IB 1962 as they
are provided from MEM 112. IB 1962 includes two 32
bit (one word) registers. IB 1962 also includes prefetch
circuitry for reading for SOPs and Names of the in-
struction stream from MEM 112 in such a manner that
IB 1962 shall always contain at least one SOPs or Name.
FU 120 includes (P) 1964 which reads and separates, or
parses, SOPs and Names from IB 1962. As previously
described, P 1964 provides those Names to NC 1926,
which accordingly provides logical descriptors to ATU
1928 50 as to read the corresponding operands from
MEM 112.

SOPs parsed by P 1964 are provided as inputs to
Fetch Unit Dispatch Table (FUDT) 1904 and Execute
Unit Dispatch Table (EUDT) 1966. Referring first to
FUDT 1904, FUDT 1904 is effectively a table for trans-
lating SOPs to starting addresses in mC 1912 of corre-
sponding microinstruction sequences. This intermediate
translation of SOPs to mC 1912 addresses allows effi-
cient packing of microinstruction sequences within mC
1912. That is, certain microinstruction sequences may
be common to two or more S-Language Dialects. Such
microinstruction sequences may therefore be written
into mC 1912 once and may be referred to by different
SOPs of different S-Language Dialects.

EUDT 1966 performs a similar function with respect
to EU 122. As will be described below, EU 122 contains
a mC, similar to mC 1912, which is addressed through
EUDT 1966 by SOPs specifying EU 122 operations. In
addition, FU 120 may provide such addresses mC 1912
to initiate EU 122 operations as required to assist certain
FU 120 operations. Examples of such operations which
may be requested by FU 120 include calculations re-
quired in evaluating Name Table Entries to provide
logical descriptors to be loaded into NC 1926,

Associated with both FUDT 1904 and EUDT 1966
are Dialect (D) registers 1905 and 1967. D registers
1905 and 1967 store information indicating the particu-
lar S-Language Dialect currently being utilized in exe-
cution of a user’s program. Outputs of D registers 1905
and 1967 are utilized as part of the address inputs to mC
1912 and EU 122's mC.

4. Execute Unit (EU) 122 (FIG. 20)

As previously described, EU 122 is an arithmetic and
logic unit provided to relieve FU 120 of certain arith-
metic operations. EU 122 is capable of performing addi-
tion, subtraction, multiplication, and division operations
on integer, packed and unpacked decimal, and single
and double precision floating operands. EU 122 is an
independently operating microcode controlled machine
including Microcode Control (mC) 2010 which, as de-
scribed above, is addressed by EUDT 1966 to initiate
EU 122 operations. mC 2010 also includes logic for
handling mutual interrupts between FU 120 and EU
122. That is, FU 120 may interrupt current EU 122
operations to call upon EU 122 to assist an FU 120
operation. For example, FU 120 may interrupt an arith-
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metic operation currently being executed by EU 122 to
call upon EU 122 to assist in generating a logical de-
scriptor from a Name Table Entry. Similarly, EU 122
may interrupt current FU 120 operations when EU 122
requires FU 120 assistance in executing a current arith-
metic operation. For example, EU 122 may interrupt a
current FU 120 operation if EU 122 receives an instruc-
tion and operands requiring EU 122 to perform a divide
by zero.

Referring to FIG. 20, a partial block diagram of EU
122 is shown. EU 122 includes two arithmetic and logic
units. A first arithmetic and logic unit (MULT) 2014 is
utilized to perform addition, subtraction, multiplication,
and division operations upon integer and decimal oper-
ands, and upon mantissa fields of single and double
precision floating point operands. Second ALU (EXP)
2016 is utilized to perform operations upon single and
double precision floating point operand exponent fields
in parallel with operations performed upon floating
point mantissa fields by MULT 2014. Both MULT 2014
and EXP 2016 include an arithmetic and logic unit,
respectively MALU 2074 and EXPALU 2084. MULT
2014 and EXP 2016 also include register files, respec-
tively MRF 2050 and ERF 2080, which operate and are
addressed in parallel in a manner similar to AONGRF
1932, OFFGRF 1984 and LENGRF 1936.

Operands for EU 122 to operate upon are provided
from MEM 112 through MOD Bus 140 and are trans-
ferred into Operand Buffer (OPB) 2022. In addition to
serving as an input buffer, OPB 2022 performs certain
data format manipulation operations to transform input
operands into formats most efficiently operated with by
EU 122. In particular, EU 122 and MULT 2014 may be
designed to operate efficiently with packed decimal
operands. OPB 2022 may transform unpacked decimal
operands into packed decimal operands. Unpacked dec-
imal operands are in the form of ASCH characters
wherein four bits of each characters are binary codes
specifying a decimal value between zero and nine.
Other bits of each character are referred to as zone
fields and in general contain information identifying
particular ASCII characters. For example, zone field
bits may specify whether a particular ASCII character
is a number, a letter, or punctuation. Packed decimal
operands are comprised of a series of four bit fields
wherein each field contains a binary number specifying
a decimal value of between zero and nine. OPB 2022
converts unpacked decimal to packed decimal operands
by extracting zone field bits and packing the four nu-
meric value bits of each character into the four bit fields
of a packed decimal number.

EU 122 is also capable of transforming the results of
arithmetic operands, for example in packed decimal
format, into unpacked decimal format for transfer back
to MEM 112 or FU 120. In this case, a packed decimal
result appearing at output of MALU 2074 is written into
MRF 2050 through a multiplexer, not shown in FIG.
20, which transforms the four bit numeric code fields of
the packed decimal results into corresponding bits of
unpacked decimal operand characters, and forces
blanks into the zone field bits of those unpacked decimal
characters. The results of this operation are then read
from MRF 2050 to MALU 2074 and zone field bits for
those unpacked decimal characters are read from Con-
stant Store (CST) 2060 to MALU 2074. These inputs
from MRF 2050 and CST 2060 are added by MALU
2074 to generate final result outputs in unpacked deci-
mal format. These final results may then be transferred
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onto JPD Bus 142 through Output Multiplexer (OM)
2024
Considering first floating point operations, in addition

or subtraction of floating point operands it is necessary
to equalize the values of the floating point operand
exponent fields. This is referred to as prealignment. In
floating point operations, exponent fields of the two
operands are transferred into EXPALU 2034 and com-
pared to determine the difference between exponent
fields. An output representing difference between expo-
nent fields is provided from EXPALU 2034 to an input
of floating point control (FPC) 2002. FPC 2002 in turn
provides control outputs to MALU 2074, which has
received the mantissa fields of the two operands.
MALU 2074, operating under direction of FPC 2002,
accordingly right or left shifts one operand’s mantissa
field to effectively align that operand’s exponent field
with the other operand’s exponent field. Addition or
subtraction of the operand’s mantissa fields may then

proceed.

EXPALU 2034 also performs addition or subtraction
of floating point operand exponent fields in multiplica-
tion or division operations, while MALU 2074 performs
multiplication and division of the operand mantissa
fields. Multiplication and division of floating point oper-
and mantissa fields by MALU 2074 is performed by
successive shifting of one operand, corresponding gen-
eration of partial products of the other operand, and
successive addition and subtraction of those partial
products.

Finally, EU 122 performs normalization of the results
of floating point operand operations by left shifting of a
final result’s mantissa field to eliminate zeros in the most
significant characters of the final result mantissa field,
and corresponding shifting of the final result exponent
fields. Normalization of floating point operation results
is controlled by FPC 2002. FPC 2002 examines an un-
normalized floating point result output of MALU 2074
to detect which, if any, of the most significant charac-
ters of that results contain zeros. FPC 2002 then accord-
ingly provides control outputs to EXPALU 2034 and
MALU 2074 to correspondingly shift the exponent and
mantissa fields of those results so as to eliminate leading
character zeros from the mantissa field. Normalized
mantissa and exponent fields of floating point results
may then be transferred from MALU 2074 and EX-
PALU 2034 to JPD Bus 142 through OM 2024.

As described above, EU 122 also performs addition,
subtraction, multiplication, and division operations on
operands. In this respect, EU 122 uses a leading zero
detector in FPC 2002 in efficiently performing multipli-
cation and division operations. FPC 2002s leading zero
detector examines the characters or bits of two oper-
ands to be multiplied or divided, starting from the high-
est, to determine which, if any, contain zeros so as not
to require a multiplication or division operation. FPC
2002 accordingly left shifts the operands to effectively
eliminate those characters or bits, thus reducing the
number of operations to multiply or divide the operands
and accordingly reducing the time required to operate
upon the operands.

Finally, EU 122 utilizes a unique method, with associ-
ated hardware, for performing arithmetic operations on
decimal operands by utilizing circuitry which is other-
wise conventionalily used only to perform operations
upon floating point operands. As described above,
MULT 2074 is designed to operate with packed decimal
operands, that is operands in the form of consecutive
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blocks of four bits wherein each block of four bits con-
tains a binary code representing numeric values of be-
tween zero and nine. Floating point operands are simi-
larly in the form of consecutive blocks of four bits. Each
block of four bits in a floating point operand, however,
contains a binary number representing a hexadecimal
value of between zero and fifteen. As an initial step in
operating with packed decimal operands, those oper-
ands are loaded, one at a time, into MALU 2074 and,
with each such operand, a number comprised of all
hexadecimal sixes is loaded into MALU 2074 from CST
2060. This CST 2060 number is added to each packed
decimal operand to effectively convert those packed
decimal operands into hexadecimal operands wherein
the four bit blocks contain numeric values in the range
of six to fifteen, rather than in the original range of zero
to nine. MULT 2014 then performs arithmetic opera-
tion upon those transformed operands, and in doing so
detects and saves information regarding which four bit
characters of those operands have resulted in genera-
tion of carries during the arithmetic operations. In a
final step, the intermediate result resulting from comple-
tion of those arithmetic operations upon those trans-
formed operands are reconverted to packed decimal
format by subtraction of hexadecimal sixes from those
characters for which carries have been generated. Ef-
fectively, EU 122 converts packed decimal operands
into “Excess Six” operands, performs arithmetic opera-
tions upon those “Excess Six” operands, and reconverts
“Excess Six” results of those operations back into
packed decimal format.

Finally, as previously descibed FU 120 controls
transfer of arithmetic results from EU 122 to MEM 112
In doing so, FU 120 generates a logical descriptor de-
scribing the size of MEM 112 address space, or “con-
tainer”, that result is to be transferred into. In certain
arithmetic operations, for example integer operations,
an arithmetic result may be larger than anticipated and
may contain more bits than the MEM 112 “container”.
Container Size Check Circuit (CSC) 2052 compares
actual size of arithmetic results and L fields of MEM
112 “container” logical descriptors. CSC 2052 gener-
ates an output indicating whether an MEM 112 “con-
tainer” is smaller than an arithmetic result.

Having briefly described certain features of CS 101
structure and operation in the above overview, these
and other features of CS 101 will be described in further
detail next below in a more detailed introduction of CS
101 structure and operation. Then, in further descrip-
tions, these and other features of CS 101 structure and
operation will be described in depth.

1. Introduction (FIGS. 101-110)
A. General Structure and Operation (FIG. 101)
a. General Structure

Referring to FIG. 101, a partial block diagram of
Computer System (CS) 10110 is shown. Major elements
of CS 10110 are Dual Port Memory (MEM) 10112, Job
Processor (JP) 10114, Input/Output System (10S)
10116, and Diagnostic Processor (DP) 10118. JP 10114
includes Fetch Unit (FU) 10120 and Execute Unit (EU)
10122

Referring first to 10S 10116, 1I0S 10116 is intercon-
nected with External Devices (ED) 10124 through
Input/Output (1/0) Bus 10126. ED 10124 may include,
for example, other computer systems, keyboard/display
units, and disc drive memories. 10S 10116 is intercon-
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nected with Memory Input/Output (MIO) Port 10128
of MEM 10112 through Input/Output to Memory
(IOM) Bus 10130 and Memory to Input/Output MIO)
Bus 10129, and with FU 10120 through I/0 Job Proces-
sor (IOJP) Bus 10132,

DP 10118 is interconnected with, for example, exter-
nal keyboard/CRT Display Unit (DU) 10134 through
Diagnostic Processor Input/Qutput (DPIO) Bus 10136,
DP 10118 is interconnected with IOS 10116, MEM
10112, FU 10120, and EU 10122 through Diagnostic
Processor (DP) Bus 10138,

Memory to Job Processor (MJP) Port 10140 of Mem-
ory 10112 is interconnected with FU 10120 and EU
10122 through Job Processor Data (JPD) Bus 10142.
An output of MJP 10140 is connected to inputs of FU
10120 and EU 10122 through Memory Output Data
(MOD) Bus 10144. An output of FU 10120 is connected
to an input of MJP 10140 through Physical Descriptor
(PD) Bus 10146. FU 10120 and EU 10122 are intercon-
nected through Fetch/Execute (F/E) Bus 10148.

b. General Operation
As will be discussed further below, I0S 10116 and

MEM 10112 operate independently under general con- -

trol of JP 10114 in executing multiple user’s programs.
In this regard, MEM 10112 is an intelligent, prioritizing
memory having separate and independent ports MIO
10128 and MJP 10140 to 10S 10116 and JP 10114 re-
spectively. MEM 10112 is the primary path for informa-
tion transfer between External Devices 10124 (through
IOS 10116) and JP 10114. MEM 10112 thus operates
both as a buffer for receiving and storing various indi-
vidual user’s programs (e.g., data, instructions, and re-
sults of program execution) and as a main memory for
JP 10114,

A primary function of I0S 10116 is as an input/out-
put buffer between CS 10110 and ED 10124 Data and
instructions are transferred from ED 10124 to IOS
10116 through 1/0 Bus 10126 in a manner and format
compatible with ED 10124. I0S 10116 receives and
stores this information, and manipulates the information
into formats suitable for transfer into MEM 10112, I0S
10116 then indicates to MEM 10112 that new informa-
tion is available for transfer into MEM 10112. Upon
acknowledgement by MEM 10112, this information is
transferred into MEM 10112 through IOM Bus 10130
and MIO Port 10128. MEM 10112 stores the informa-
tion in selected portions of MEM 10112 physical ad-
dress space. At this time, IOS 10116 notifies JP 10114
that new information is present in MEM 10112 by pro-
viding a “semaphore” signal to FU 10120 through IQJP
Bus 10132. As will be described further below, CS
10110 manipulates the data and instructions stored in
MEM 10112 into certain information structures used in
executing user’s programs. Among these structures are
certain structures, discussed further below, which are
used by CS 10110 in organizing and controlling flow
and execution of user programs.

FU 10120 and EU 10122 are independently operating
microcode controlled “machines” together comprising
the CS 10110 micromachine for executing user’s pro-
grams stored in MEM 10112, Among the principal func-
tions of FU 10120 are: (1) fetching and interpreting
instructions and data from MEM 10112 for use by FU
10120 and EU 10122; (2) organizing and controlling
flow of user programs; (3) initiating EU 10122 opera-
tions; (4) performing arithmetic and logic operations on
lata; (5) controlling transfer of data from FU 10120 and
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EU 10122 to MEM 10112; and,
“stack” and “register” mechanisms, described below.
FU 10120 “cache” mechanisms, also described below,
are provided to enhance the speed of operation of JP
10114. These cache mechanisms are acceleration cir-
cuitry including, in part, high speed memories for stor-
ing copies of selected information stored in MEM
10112. The information stored in this acceleration cir-
cuitry is therefore more rapidly available to JP 10114,
EU 10122 is an arithmetic unit capable of executing
integer, decimal, or floating point arithmetic operations.
The primary function of EU 10122 is to relieve FU
10120 from certain extensive arithmetic operations, thus
enhancing the efficiency of CS 10110,

In general, operations in JP 10114 are executed on a
memory to memory basis; data is read from MEM
10112, operated upon, and the results returned to MEM
10112. In this regard, certain stack and cache mecha-
nisms in JP 10114 (described below) operate as exten-
sions of MEM 10112 address space.

In operation, FU 10120 reads data and instructions
from MEM 10112 by providing physical addresses to
MEM 10112 by way of PD Bus 10146 and MJP Port
10140. The instructions and data are transferred to FU
10120 and EU 10122 by way of MJP Port 10140 and
MOD Bus 10140. Instructions are interpreted by FU
10120 microcode circuitry, not shown in FIG. 101 but
described below, and when necessary, microcode in-
structions are provided to EU 10122 from FU 10120’s
microcode control by way of F/E Bus 10148, or by way
of JPD Bus 10142,

As stated above, FU 10120 and EU 10122 operate
asynchronously with respect to each other’s functions.
A microinstruction from FU 10120 microcode circuitry
to EU 10122 may initiate a selected operation of EU
10122. EU 10122 may then proceed to independently
execute the selected operation. FU 10120 may proceed
to concurrently execute other operations while EU
10122 is completing the selected arithmetic operation.
At completion of the selected arithmetic operation, EU
10122 signals FU 10120 that the operation results are
available by way of a “handshake” signal through F/E
Bus 10148. FU 10120 may then receive the arithmetic
aperation results for further processing or, as discussed
momentarily, may directly transfer the arithmetic oper-
ation results to MEM 10112. As described further be-
low, an instruction buffer referred to as a “queue” be-
tween FU 10120 and EU 10122 allows FU 10120 to
assign a sequence of arithmetic operations to be per-
formed by EU 10122.

Information, such as results of executing an instruc-
tion, is written into MEM 10112 from FU 10120 or EU
10122 by way of JPD Bus 10142. FU 10120 provides a
“physical write address” signal to MEM 10112 by way
of PD Bus 10146 and MJP Port 10140, Concurrently,
the information to be written into MEM 10112 is placed
on JPD Bus 10142 and is subsequently written into
MEM 10112 at the locations selected by the physical
write address.

FU 10120 places a semaphore signal on IOJP Bus
10132 to signal to IOS 10116 that information, such as
the results of executing a user’s program, is available to
be read out of CS 10110. IOS 10116 may then transfer
the information from MEM 10112 to I0S 10116 by way
of MIO Port 10128 and IOM Bus 10130, Information
stored in IOS 10116 is then transferred to ED 10124
through 1/0 Bus 10126, -

(6) maintaining certain
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During execution of a user’s program, certain infor-
mation required by JP 10116 may not be available in
MEM 10112. In such cases as further described in a
following discussion, JP 10114 may write a request for
information into MEM 10112 and notify 10S 10116, by
way of IOJP Bus 10132, that such a request has been
made. IOS 10116 will then read the request and transfer
the desired information from ED 10124 into MEM
10112 through IOS 10116 in the manner described
above. In such operations, 108 10116 and JP 10114
operate together as a memory manager wherein the
memory space addressable by JP 10114 is termed virtual
memory space, and includes both MEM 10112 memory
space and all external devices to which JOS 10116 has
access.

As previously described, DP 10118 provides a second
interface between Computer System 10110 and the
external world by way of DPIO Bus 10136. DP 10118
allows DU 10134, for example a CRT and keyboard
unit or a teletype, to perform all functions which are
conventionally provided by a hard (i.e., switches and
lights) console. For example, DP 10118 allows DU
10134 to exercise control of Computer System 10110 for
such purposcs as system initialization and start up, exe-
cution of diagnostic processes, and fault monitoring and
identification. DP 10118 has read and write access to
most memory and register portions within each of I0S
10116, MEM 10112, FU 10120, and EU 10122 by way of
DP Bus 10138. Memories and registers in CS 10110 can
therefore be directly loaded or initialized during system
start up, and can be directly read or loaded with test and
diagnostic signals for fault monitoring and identifica-
tion. In addition, as described further below, microin-
structions may be loaded into JP 10114’s microcode
circuitry at system start up or as required.

Having described the general structure and operation
of Computer System 10110, certain features of Com-
puter System 10110 will next be briefly described to aid
in understanding the following, more detailed descrip-
tions of these and other features of Computer System
10110.

¢. Definition of Certain Terms

Certain terms are used relating to the structure and
operation of CS 10110 throughout the following discus-
sions. Certain of these terms will be discussed and de-
fined first, to aid in understanding the following de-
scriptions. Other terms will be introduced in the follow-
ing descriptions as required.

A procedure is a sequence of operational steps, of
instructions, to be executed to perform some operation.
A procedure may include data to be operated upon in
performing the operation.

A program is a static group of one or more proce-
dures. In general, programs may be classified as user
programs, utility programs, and operating system pro-
grams. A user program is a group of procedures gener-
ated by and private to one particular user of a group of
users interfacing with CS 10110. Utility programs are
commonly available to all users; for example, a com-
piler comprises a set of procedures for compiling a user
language program into an S-language program. Operat-
ing system programs are groups of procedures internal
to CS 10110 for allocation and control of CS 10110
resources. Operating system programs also define inter-
faces within CS 10110. For example, as will be dis-
cussed further below all operands in a program arc
referred to by “NAME”. An operating system program
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translates operand NAME into the physical locations of
the operands in MEM 10112. The NAME translation
program thus defines the interface between operand
NAME (name space addresses) and MEM 10112 physi-
cal addresses.

A process is an independent locus of control passing
through physical, logical or virtual address spaces, or,
more particularly, a path of execution through a series
of programs (i.¢., procedures). A process will generally
include a user program and data plus one or more utility
programs {e.g., & compiler) and operating system pro-
grams necessary to execute the user program.

An object is a uniquely identifiable portion of “data
space” accessible to CS 10110. An object may be re-
garded as a container for information and may contain
data or procedure information or both. An object may
contain for example, an entire program, or set of proce-
dures, or a single bit of data. Objects need not be contig-
uously located in the data space accessible to CS 10110,
and the information contained in an object need not be
contiguously located in that object.

A domain is a state of operation of CS 10110 for the
purposes of CS 10110’s protection mechanisms. Each
domain is defined by a set of procedures having access
to objects within that domain for their execution. Each
object has a single domain of execution in which it is
executed if it is a procedure object, or used, if it is a data
object. CS 10110 is said to be operating in a particular
domain if it is executing a procedure having that domain
of execution. Each object may belong to one or more
domains; an object belongs to 2 domain if a procedure
executing in that domain has potential access to the
object. CS 10110 may, for example have four domains:
User domain, Data Base Management System (DBMS)
domain, Extended Operating System (EOS) domain,
and Kernel Operating System (KOS) domain. User
domain is the domain of execution of all user provided
procedures, such as user or utility procedures. DBMS
domain is the domain of execution for operating system
procedures for storing, retrieving, and handling data.
EOS domain is the domain of execution of operating
system procedures defining and forming the user level
interface with CS 10110, such as procedures for con-
trolling and executing files, processes, and 1/0 opera-
tions. KOS domain is the domain of execution of the
low level, secure operating system which manages and
controls CS 10110’s physical resources. Other embodi-
ments of CS 10110 may have fewer or more domains
than those just described. For example, DBMS proce-
dures may be incorporated into the EOS domain or
EOS domain may be divided by incorporating the 1/0
procedures into an 1/0 domain. There is no hardware
enforced limitation on the number of, or boundaries
between, domains in CS 10110. Certain CS 10110 hard-
ware functions and structures are, however, dependent
upon domains.

A subject is defined, for purposes of CS 10110’s pro-
tection mechanisms, as a combination of the current
principle (user), the current process being executed, and
the domain the process is currently being executed in.
In addition to principle, process, and domain, which are
identified by UIDs, subject may include a Tag, which is
a user assigned identification code used where added
security is required. For a given process, principle and
process are constant but the domain is determined by
the procedure currently being executed. A process’s
associated subject is therefore variable along the path of
execution of the process.
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Having discussed and defined the above terms, cer-
tain features of CS 10110 will next be briefly described.

d. Multi-Program Operation

CS 10110 is capable of concurrently executing two or
more programs and selecting the sequence of execution
of programs to make most effective use of CS 10110’s
resources. This is referred to as multiprogramming. In
this regard, CS 10110 may temporarily suspend execu-
tion of one program, for example when a resource or
certain information required for that program is not
immediately available, and proceed to execute another
program until the required resource or information
becomes available. For example, particular information
required by a first program may not be available in
MEM 10112 when called for. JP 10114 may, as dis-
cussed further below, suspend execution of the first
program, transfer a request for that information to I0S
10116, and proceed to call and execute a second pro-
gram. 10S 10116 would fetch the requested information
from ED 10124 and transfer it into MEM 10112. At
some time after IOS 10116 notifies JP 10114 that the
requested information is available in MEM 10112, jP
10114 could suspend execution of the second program
and resume execution of the first program.

e. Multi-Language Operation

As previously described, CS 10110 is a multiple lan-
guage machine. Each program written in a high level
user language, such as COBOL or FORTRAN, is com-
piled into a corresponding Soft (S) Language program.
That is, in terms of a conventional computer system,
each user level language has a corresponding machine
language, classically defined as an assembly language.
In contrast to classical assembly languages, S-Lan-
Buages are mid-level languages wherein each command
in a user’s high level language is replaced by, in general,
two or three S-Language instructions, referred to as
SINs. Certain SINs may be shared by two or more high
level user languages. CS 10110, as further described in
following discussions, provides a set, or dialect, of mi-
crocode instructions (S-Interpreters) for each S-Lan-
guage. S-Interpreters interpret SINs and provide corre-
sponding sequences of microinstructions for detailed
control of CS 10110. CS 10110's instruction set and
operation may therefore be tailored to each user’s pro-
gram, regardless of the particular user language, so as to
most efficiently execute the user’s program. Computer
System 10110 may, for example, execute programs in
both FORTRAN and COBOL with comparable effi-
ciency. In addition, a user may write a program in more
than one high level user language without loss of effi-
ciency. For example, a user may write a portion of his
program in COBOL, but may wish to write certain
portions in FORTRAN. In such cases, the COBOL
portions would be compiled into COBOL SINs and
executed with the COBOL dialect S-Interpreter. The
FORTRAN portions would be compiled into FOR-
TRAN SINs and executed .with a FORTRAN dialect
S-Interpreter. The present embodiment of CS 10110
utilizes a uniform format for all SINs. This feature al-

lows simpler S-Interpreter structures and increases effi-

ciency of SIN interpretation because it is not necessary
to provide means for interpreting each dialect individu-
ally.
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f. Addressing Structure

Each object created for use in, or by operation of, a
CS 10110 is permanently assigned a Unique Identifier
(UID). An object’s UID allows that object to be
uniquely identified and located at any time, regardless
of which particular CS 10110 it was created by or for or
where it is subsequently located. Thus each time a new
object is defined, a new and unique UID is allocated,
much as social security numbers are allocated to indi-
viduals. A particular piece of information contained in
an object may be located by a logical address compris-
ing the object’s UID, an offset from the start of the
object of the first bit of the segment, and the length
(number of bits) of the information segment. Data
within an object may therefore be addressed on a bit
granular basis. As will be described further in following
discussions, UID’s are used within a CS 10110 as logical
addresses, and, for example, as pointers. Logically, all
addresses and pointers in CS 10110 are UID addresses
and pointers. As previously described and as described
below, however, short, temporary unique identifiers,
valid only within JP 10114 and referred to as Active
Object Numbers are used within JP 10114 to reduce the
width of address buses and amount of address informa-
tion handled.

An object becomes active in CS 10110 when it is
transferred from backing store ED 10124 to MEM
10112 for use in executing a process. At this time, each
such object is assigned an Active Object Number
(AON). AONs are short unique identifiers and are re-
lated to the object’s UIDs through certain CS 10110
information structures described below. AONs are used
only within JP 10114 and are used in JP 10114, in place
of UIDs, to reduce the required width of JP 10114’s
address buses and the amount of address data handled in
JP 10114. As with UID logical addresses, a piece of data
in an object may be addressed through a bit granular
AON logical address comprising the object’s AON, an
offset from the start of the object of the first bit of the
piece, and the length of the piece.

The transfer of logical addresses, for example point-
ers, between MEM 10112 (UIDA) and JP 10114
(AONs) during execution of a process requires transla-
tions between UIDs and AONs. As will be described in
a later discussion, this translation is accomplished, in
part, through the information structures mentioned
above. Similarly, translation of logical addresses to
physical addresses in MEM 10112, to physically access
information stored in MEM 10112, is accomplished
through CS 10110 information structures relating AON
logical addresses to MEM 10112 physical addresses.

Each operand appearing in a program is assigned a
Name when the program is compiled. Thereafter, all
references to the operands are through their assigned
Names. As will be described in detail in a later discus-
sion, CS 10110’s addressing structure includes a mecha-
nism for recognizing Names as they appear in an in-
struction stream and Name Tables containing directions
for resolving Names to AON logical addresses. AON
logical addresses may then be evaluated, for example
translated into a MEM 10112 physical address, to pro-
vide actval operands. The use of Names to identify
operands in the instructions stream (process) (1) allows
a complicated address to be replaced by a simple refer-
ence of uniform format; (2) does not require that an
operation be directly defined by data type in the instruc-
tion stream; (3) allows repeated references to an oper-
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and to be made in an instruction stream by merely re-
peating the operand's Name; and, (4) allows partially
completed Name to address translations to be stored in
a cache to speed up operand references. The use of
Names thereby substantially reduces the volume of
information required in the instruction stream for oper-
and references and increases CS 10110 speed and effi-
ciency by performing operands references through a
paraliel operating, underlying mechanism.

Finally, CS 10110 address structure incorporates a set
of Architectural Base Pointers (ABPs) for each process.
ABPs provide an addressing framework to locate data
and procedure information belonging to a process and
are used, for example, in resolving Names to AON
logical addresses.

g. Protection Mechanism

CS 10110’s protection mechanism is constructed to
prevent a user from (1) gaining access to ot disrupting
another user's process, including data, and (2) interfer-
ing with or otherwise subverting the operation of CS
10110. Access rights to each particular active object are
dynamically granted as a function of the currently ac-
tive subject. A subject is defined by a combination of
the current principle (user), the current process being
executed, and the domain in which the process is cur-
rently being executed. In addition to principle, process,
and domain, subject may include a Tag, which is a user
assigned identification code used where added security
is required. For a given process, the principle and pro-
cess are constant but the domain is determined by the
procedure currently being executed. A process’s associ-
ated subject is therefore variable along the path of exe-
cution of the process.

In a present embodiment of CS 10110, procedures
having KOS domain of execution have access to objects
in KOS, EOS, DBMS, and User domains; procedures
having EOS domain of execution have access to objects
in EOS, DBMS, and User domains; procedures having
DBMS domain of execution have access t0 objects in
DBMS and User domains; and procedures having User
domain of execution have access only to objects in User
domain. A user cannot, therefore, obtain access to ob-
jects in KOS domain of execution and cannot influence
CS 10110’s low level, secure operating system. The
user’s process may, however, call for execution of a
procedure having KOS domain of execution. At this
point the process’s subject is in the KOS domain and the
procedure will have access to certain objects in KOS
domain.

In a present embodiment of CS 10110, also described
in a later discussion, each object has associated with it
an Access Control List (ACL). An ACL contains an
Access Control Entry (ACE) for each subject having
access to that object. ACEs specify, for each subject,
access rights a subject has with regard to that object.

There is normally no relationship, other than that
defined by an object’s ACL, between subjects and ob-
jects. CS 10110, however, supports Extended Type
Objects having Extended ACLs wherein a user may
specifically define which subjects have what access
rights to the object.

In another embodiment of CS 10110, described in a
following discussion, access rights are granted on a
dynamic basis. In executing a process, 2 procedure may
call a second procedure and pass an argument to the
called procedure. The calling procedure will also pass
selected access rights to that argument to the called
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procedure. The passed access rights exist only for the
duration of the call.

In the dynamic access embodiment, access rights are
granted only at the time they are required. In the ACL
embodiment, access rights are granted upon object cre-
ation or upon specific request. In either embodiment,
each procedure to which arguments may be passed in a
cross-domain call has associated with it an Access In-
formation Array (AIA). A procedure’s AIA states what
access rights a calling procedure (subject) must have
before the called procedure can operate on the passed
argument. CS 10110’s protection mechanisms compare
the calling procedure’s access rights to the rights re-
quired by the called procedure. This ensures that a
calling procedure may not ask a called procedure to do
what the calling procedure is not allowed to do. Effec-
tively, a calling procedure can pass to a called proce-
dure only the access rights held by the calling proce-
dure.

Having described the general structure and operation
and certain features of CS 10110, those and other fea-
tures of CS 10110 operation will next be described in
greater detail.

B. Computer System 10110 Information Structures and
Mechanisms (FIGS. 102, 103, 104, 105)

CS 10110 contains certain information structures and
mechanisms to assist in efficient execution of processes.
These structures and mechanisms may be considered as
falling into three general types. The first type concerns
the processes themselves, i.e. procedure and data ob-
jects comprising 2 user’s process or directly related to
execution of a user’s process. The second type are for
management, control, and execution of processes.
These structures are generally shared by all processes
active in CS 10110. The third type are CS 10110 mi-
cromachine information structures and mechanisms.
These structures are concerned with the internal opera-
tion of the CS 10110 micromachine and are private to
the CS 10110 micro-machine.

a. Introduction (FIG. 102)

Referring to FIG. 102, a pictorial representation of
Cs 10110 (MEM 10112, FU 10120, and EU 10122) is
shown with certain information structures and mecha-
nisms depicted therein. It should be understood that
these information structures and mechanisms transcend
or “cut across” the boundaries between MEM 10112,
FU 10120, EU 10122, and IOS 10116. Referring to the
upper portion of FIG. 102 Process Structures 10210
contains those information structures and mechanisms
most closely concerned with individual processes, the
first and third types of information structures described
above. Process Structures 10210 reside in MEM 10112
and Virtual Processes 10212 include Virtual Processes
(VP) 1 through N. Virtual Processes 10212 may con-
tain, in a present embodiment of CS 10110, up to 256
VP's. As previously described, each VP includes cer-
tain objects particular to a single user’s process, for
example stack objects previously described and further
described in a following description. Each VP also
includes a Process Object containing certain informa-
tion required to execute the process, for example point-
ers to other process information.

Virtual Processor State Blocks (VPSBs) 10218 in-
clude VPSBs containing certain tables and mechanisms
for managing execution of VPs selected for execution
by CS 10110.
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A particular VP is bound into CS 10110 when a Vir-
tual Process Dispatcher, described in a following dis-
cussion selects that VP as eligible for execution. The
selected VPs Process Object, as previously described, is
swapped into a VPSB. VPSBs 10218 may contain, for
example 16 or 32 State Blocks so that CS 10110 may
concurrently execute up to 16 or 32 VPs, When a VP
assigned to a VPSB is to be executed, the VP is
swapped onto the information structures and mecha-
nisms shown in FU 10120 and EU 10122. FU Register
and Stack Mechanism (FURSM) 10214 and EU Regis-
ter and Stack Mechanism (EURSM) 10216, shown re-
spectively in FU 10120 and EU 10122, comprise register
and stack mechanisms used in execution of VPs bound
to CS 10110. These register and stack mechanisms, as
will be discussed below, are also used for certain CS
10110 process management functions. Procedure Ob-
jects (POs) 10213 contains Procedure Objects (POs) 1
to N of the processes executing in CS 10110.

Addressing Mechanisms (AM) 10220 are a part of CS
16110’s process management system and are generally
associated with Computer System 10110 addressing
functions as described in following discussions. UID-
/AON Tables 10222 is a structure for relating UID’s
and AON’s, previously discussed. Memory Manage-
ment Tables 10224 includes structures for (1) relating
AON logical addresses and MEM 10112 physical ad-
dresses; (2) managing MEM 10112’s physical address
space; (3) managing transfer of information between
MEM 10112 and CS 10110’s backing store (ED 10124)
and, (4) activating objects into CS 10110; Name Cache
(NC) 10226 and Address Translation Cache (ATC)
10228 are acceleration mechanisms for storing address-
ing information relating to the VP currently bound to
CS 10110. NC 10226, described further below, contains
information relating operand Names to AON addresses.
ATC 10228, also discussed further below, contains in-
formation relating AON addresses to MEM 10112
physical addresses.

Protection Mechanisms 10230, depicted below AM
10220, include Protection Tables 10232 and Protection
Cache (PC) 10234. Protection Tables 10232 contain
information regarding access rights to each object ac-
tive in CS 10110. PC 10234 contains protection informa-
tion relating to certain objects of the VP currently
bound to CS 10110.

Microinstruction Mechanisms 10236, depicted below
PM 10230, includes Micro-code (m Code) Store 10238,
FU (Micro-code) m Code Structure 10240, and EU
Micro-code (m Code) Structure 10242. These structures
contain microinstruction mechanisms and tables for
interpreting SINs and controlling the detailed operation
of CS 10110. Micro-instruction Mechanisms 10236 also
provide microcode tables and mechanisms used, in part,
in operation of the low level, secure operating system
that manages and controls CS 10110’s physical re-
sources.

Having thus briefly described certain CS 10110 infor-
mation structures and mechanisms with the aid of FIG.
102, those information structures and mechanisms will
next be described in further detail in the order men-
tioned above. In these descriptions it should be noted
that, in representation of MEM 10112 shown in FIG.
102 and in other figures of following discussions, the
addressable memory space of MEM 10112 is depicted.
Certain portions of MEM 10112 address space have
been designated as containing certain information struc-
tures and mechanisms. These structures and mecha-
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nisms have real physical existence in MEM 10112, but
may vary in both location and volume of MEM 10112
address space they occupy. Assigning position of a
single, large memory to contain these structures and
mechanisms allows these structures and mechanisms to
be reconfigured as required for most efficient operation
of CS 10110. In an alternate embodiment, physically
scparate memories may be used to contain the structures
and mechanisms depicted in MEM 10112, rather than
assigned portions of a single memory.

b. Process Structures 10210 (FIGS. 103, 104, 105)

Referring to FIG. 103, a partial schematic representa-
tion of Process Structures 10210 is shown. Specifically,
FIG. 103 shows a Process (P) 10310 selected for execu-
tion, and its associated Procedure Objects (POs) 10213.
P 10310 is represented in FIG. 103 as including four
procedure objects in POs 10213. It is to be understood
that this representation is for clarity of presentation; a
particular P 10310 may include any number of proce-
dure objects. Also for clarity of presentation, EURSM
10216 is not shown as EURSM 10216 is similar to
FURSM 10214. EURSM 10216 will be described in
detail in the following detailed discussons of CS 10110’s
structure and operation.

As previously discussed, each process includes cer-
tain data and procedure object As represented in FIG.
103 for P 10310 the procedure objects reside in POs
10213. The data objects include Static Data Areas and
stack mechanisms in P 10310. POs, for example KOS
Procedure Object (KOSPO) 10318, contain the various
procedures of the process, each procedure being a se-
quence of SINs defining an operation to be performed
in executing the process. As will be described below,
Procedure Objects also contain certain information
used in executing the procedures contained therein.
Static Data Areas (SDAs) are data objects generally
reserved for storing data having an existence for the
duration of the process. P 10310’s stack mechanisms
allow stacking of procedures for procedure calls and
returns and for swapping processes in and out of JP
10114. Macro-Stacks (MAS) 10328 to 10334 are gener-
ally used to store automatic data (data generated during
execution of a procedure and having an existence for
the duration of that procedure). Although shown as
separate from the stacks in P 10310, the SDAs may be
contained with MASs 10328 to 10334. Secure Stack
(SS) 10336 stores, in general, CS 10110 micro-machine
state for each procedure called. Information stored in
§S 10336 allows machine state to be recovered upon
return from a called procedure, or when binding (swap-
ping) a VP into CS 10110.

As shown in P 10310, each process is structured on a
domain basis. A P 10310 may therefore include, for each
domain, one or more procedure objects containing pro-
cedures having that domain as their domain of execu-
tion, an SDA and an MAS. For example, KOS domain
of P 10310 includes KOSPO 10318, KOSSDA 10326,
and KOSMAS 10334. P 10310’s SS 10336 does not
reside in any single domain of P 10310, but instead is a
stack mechanism belonging to CS 10110 micromachine.

Having described the overall structure of a P 10310,
the individual information structures and mechanisms
of a P 10310 will next be described in greater detail.

1. Procedure Objects (FIG. 103)

KOSPO 10318 is typical of CS 10110 procedure ob-
jects and will be referred to for illustration in the fol-

s
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lowing discussion. Major components of KOSPO 10318
are Header 10338, External Entry Descripter (EED)
Area 10340, Internal Entry Descripter (IED) Area
10342, S-Op Code Area 10344, Procedure Environment
Descripter (PED) 10348, Name Table (NT) 10350, and
Access Information Array (AIA) Area 10352.

Header 10338 contains certain information identify-
ing PO 10318 and indicating the number of entries in
EED area 10340, discussed momentarily.

EED area 10340 and IED area 10342 together con-
tain an Entry Descripter (ED) for each procedure in
KOSPO 10318. KOSPO 10318 is represented as con-
taining Procedures 1, 2, and 11, of which Procedure 11
will be used as an example in the present discussion.
ED:s effectively comprise an index through which cer-
tain information in KOSPO 10318 can be located. IEDs
form an index to all KOSPO 10318 procedures which
may be called only from other procedures contained in
KOSPO 10318. EEDs form an index to all KOSPO
10318 procedures which may be called by procedures
external to KOSPO 10318. Externally callable proce-
dures are distinguished aid, as described in 2 following
discussion of CS 10110’s protection mechanisms, in
confirming external calling procedure’s access rights.

Referring to ED 11, ED for procedure 11, three fields
are shown therein. Procedure Environment Descripter
Offset (PEDO) field indicates the start, relative to start
of KOSPO 10318, of Procedure 11's PED in PED Area
10348. As will be discussed further below, a procedure’s
PED contains a set of pointers for locating information
used in the execution of that procedure. PED Area
10348 contains a PED for each procedure contained in
10318. In the present embodiment of CS 10110, a single
PED may be shared by two or more procedures. Code
Entry Point (CEP) ficld indicates the start, relative to
Procedure Base Pointer (PBP) which will be discussed
below, of Procedure 11’s SIN Code and SIN Code Area
10344. Finally, ED 11’s Initial Frame Size (IFS) field
indicates the required Initial Frame Size of the KOS-
MAS 10334 frame storing Procedure 11’s automatic
data.

PED 11, Procedure 11's PED in PED Area 10348,
contains a set of pointers for locating information used
in execution of Procedure 11. The first entry in PED 11
is a header containing information identifying PED 11.
PED 1I's Procedure Base Pointer (PBP) entry is a
pointer providing a fixed reference from which other
information in PO 10318 may be located. In a specific
example, Procedure 11’s CEP indicates the location,
relative to PBP, of the start of Procedure 11's S-Op
code in S-Op Code Area 10344. As will be described
further below, PBP is a CS 10110 Architectural Base
Pointer (ABP). CS 10110’s ABP’s are a set of architec-
tural pointers used in CS 10110 to facilitate addressing
of CS 10110°s address space. PED 11's Static Data
Pointer (SDP) entry points to data, in PO 10318, speci-
fying certain parameters of P 10310’ KOSSDA 10326.
Name Table Pointer (NTP) entry is a pointer indicating
the location, in NT 10350, of Name Table Entry's
(NTE’s) for Procedure 11’s operands. NT 10350 and
NTE’s will be described in greater detail in the follow-
ing discussion of Computer System 10110’s Addressing
Structure. PED 11’s S-Interpreter Pointer (SIP) entry is
a pointer, discussed in greater detail in a following dis-
cussion of CS 10110’s microcode structure, pointing to
the particular S-Interpeter (SINT) to be used in inter-
preting Procedure 11’s SIN Code.
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Referring finally to AIA 10352, AIA 10352 contains,
as previously discussed, information pertaining to ac-
cess rights required of any external procedure calling a
10318 procedure. There is an AIA 10352 entry for each
PO 10318 procedure which may be called by an exter-
nal procedure. A particular AIA entry may be shared
by one or more procedures having an ED in EED Area
10340. Each EED contains certain information, not
shown for clarity of presentation, indicating that that
procedure’s corresponding AIA entry must be referred
to, and the calling procedure’s access rights confirmed,
whenever that procedure is called.

2. Stack Mechanisms (FIGS. 104, 105)

As previously described, P 10310’s stack mechanisms
include SS 10336, used in part for storing machine state,
and MAS’s 10328 to 10334, used to store local data
generated during execution of P 10310’s procedures. P
10310 is represented as containing an MAS for each CS
10110 domain. In an alternate embodiment of CS 10110,
a particular P 10310 will include MAS’s only for those
domains in which that P 10310 is executing a procedure.

Referring to MAS’s 10328 to 10334 and SS 10336, P
10310 is represented as having had eleven procedure
calls. Procedure 0 has called Procedure 1, Procedure 1
has called Procedure 2, and so on. Each time a proce-
dure is called, a corresponding stack frame is con-
structed on the MAS of the domain in which the called
procedure is executed. For example, Procedures 1, 2,
and 11 execute in KOS domain; MAS frames for Proce-
dures 1, 2, and 11 therefore are placed on KOSMAS
10334. Similarly, Procedures 3 and 9 execute in EOS
domain, so that their stack frames are placed on EOS-
MAS 10332. Procedures 5§ and 6 exegute in DBMS
domain, so that their stack frames are placed on
DBMSMAS 10330. Procedures 4, 7, 8, and 10 execute
in User domain with their stack frames being placed on
USERMAS 10328. Procedure 11 is the most recently
called procedure and procedure 11’s stack frame on
KOSMAS 10334 is referred to as the current frame.
Procedure 11 is the procedure which is currently being
executed when VP 10310 is bound to CS 10110.

SS 10336, which is a stack mechanism of CS 10110
micromachine, contains a frame for each of Procedures
1 to 11. Each SS 10336 frame contains, in part, CS 10110
operating state for its corresponding procedure.

Referring to FIG. 104, a schematic representation of
a typical MAS, for example KOSMAS 10334, is shown.
KOSMAS 10334 includes Stack Header 10410 and a
Frame 1Q0412 for each procedure on KOSMAS 10334.
Each Frame 10412 includes a Frame Header 10414, and
may contain a Linkage Pointer Block 10416, a Local
Pointer Block 10418, and a Local (Automatic) Data
Block 10420.

KOSMAS 10334 Stack Header 10410 contains at
least the following information:

(1) an offset, relative to Stack Header 10410, indicat-
ing the location of Frame Header 10414 of the first
frame on KOSMAS 10334,

(2) a Stack Top Offset (STO) indicating location,
relative to start of KOSMAS 10334, of the top of KOS-
MAS 10334; top of KOSMAS 10334 is indicated by
pointer STO pointing to the top of the last entry of
Procedure 11 Frame 10412’s Local Data Block 10420;

(3) an offset, relative to start of KOSMAS 10334,
indicating location of Frame Header 10414 of the cur-
rent top frame of KOSMAS 10334; in FIG. 104 this
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offset is represented by Frame Pointer (FP), an ABP
discussed further below;

(4) the VP 10310’s UID;

(5) a UID pointer indicating location of certain do-
main environment information, described further in a
following discussion;

(6) a signaller pointer indicating the location of cer-
tain routines for handling certain CS 10110 operating
system faults;

(7) a UID pointer indicating location of KOSSDA
10326; and

(8) a frame label sequencer containing pointers to
headers of frames in other domains; these pointers are
used in executing non-local go-to operations.

KOSMAS 10334 Stack Header 10410 thereby con-
tains information for locating certain important points
in KOSMAS 10334’s structure, and for locating certain
information pertinent to executing procedures in KOS
domain.

Each Frame Header 10414 contains at least the fol-
lowing information:

(1) offsets, relative to the Frame Header 10414, indi-
cating the locations of Frame Headers 10414 of the
previous and next frames of KOSMAS 10334;

(2) an offset, relative to the Frame Header 10414,
indicating the location of the top of that Frame 10412;

(3) information indicating the number of passed argu-
ments contained in that Frame 10412;

(4) a dynamic back pointer, in UID/Offset format, to
the previous Frame 10412 if that previous Frame 10412
resides in another domain; '

(5) a UID/Offset pointer to the environmental de-
scripter of the procedure calling that procedure;

(6) a frame label sequence containing information
indicating the locations of other Frame Headers 10414
in KOSMAS 10334; this information is used to locate
other frames in KOSMAS 10334 for the purpose of
executing local go-to operations. Frame Headers 10414
thereby contain information for locating certain impor-
tant points in KOSMAS 10334 structure, and certain
data pertinent to executing the associated procedures.
In addition, Frame Headers 10414, in combination with
Stack Header 10410, contain information for linking the
activation records of each VP 10310 MAS, and for
linking together the activation records of the individual
MAS’s.

Linkage Pointer Blocks 10416 contain pointers to
arguments passed from a calling procedure to the called
procedure. For example, Linkage Pointer Block 10416
of Procedure 11's Frame 10412 will contain pointers to
arguments passed to Procedure 11 from Procedure 10.
The use of linkage pointers in CS 10110’s addressing
structure will be discussed further in a following discus-
sion of CS 10110’s Addressing Structure. Local Data
Pointer Blocks 10418 contain pointers to certain of the
associated procedure’s local data. Indicated in FIG. 104
is a pointer, Frame Pointer (FP), pointing between top
most Frame 10412’s Linkage Pointer Block 10416 and
Local Data Pointer Block 10418. FP, described further
in following discussions, is an ABP to MAS Frame
10412 of the process’s current procedure.

Each Frame 10412’s Local (Automatic) Data Block
10420 contains certain of the associated procedure’s
automatic data.

As described above, at each procedure call a MAS
frame is constructed on top of the MAS of the domain
in which the called procedure is executed. For example,
when Procedure 10 calls Procedure 11 a Frame Header
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10414 for Procedure 11 is constructed and placed on
KOSMAS 10334. Procedure 11’s linkage pointers are
then generated, and placed in Procedure 11's Linkage
Pointer Block 10416. Next Procedure 11’s local pointers
are generated and placed in Procedure 11's Local
Pointer Block 10418. Finally, Procedure 11’s local data
is placed in Procedure 11's Local Data Block 10420.
During this operation, USERMAS 10328’s frame label
sequence is updated to include an entry pointing to
Procedure 11's Frame Header 10414. KOSMAS
10334’s Stack Header 10410 is updated with respect to
STO to the new top of KOSMAS 10334. Procedure 2’s
Frame Header 10414 is updated with respect to offset to
Frame Header 10414 of Procedure 11 Frame 10412, and
with respect to frame label sequence indicating location
of Procedure 11’s Frame Header 10414. As Procedure
11 is then the current procedure, FP is updated to a
point between Linkage Pointer Block 10416 and Local
Pointer Block 10418 of Procedure 11's Frame 10412,
Also, as will be discussed below, a new frame is con-
structed on SS 10336 or Procedure 11. CS 10110 will
then proceed to execute Procedure 11. During execu-
tion of Procedure 11, any further local data generated
may be placed on the top of Procedure 11’s Local Data
Block 10420. The top of stack offset information in
Procedure 11's Frame Header 10414 and in KOSMAS
10334 Stack Header 10410 will be updated accordingly.

MAS’s 10328 to 10334 thereby provide a per domain
stack mechanism for storing data pertaining to individ-
ual procedures, thus allowing stacking of procedures
without loss of this data. Although structured on a
domain basis, MAS’s 10328 to 10334 comprise a unified
logical stack structure threaded together through infor-
mation stored in MAS stack and frame headers.

As described above and previously, SS 10336 is a CS
10110 micromachine stack structure for storing, in part,
CS 10110 micromachine state for each stacked VP
10310 procedure. Referring to FIG. 105, a partial sche-
matic representation of a SS 10336 Stack Frame 10510 is
shown. SS 10336 Stack Header 10512 and Frame Head-
ers 10514 contain information similar to that in MAS
Stack Headers 10410 and Frame Headers 10414. Again,
the information contained therein locates certain points
within SS 10336 structure, and threads together SS
10336 with MAS’s 10328 to 10334.

SS 10336 Stack Frame 10510 contains certain infor-
mation used by the CS 10110 micromachine in execut-
ing the VP 10212 procedure with which this frame is
associated. Procedure Pointer Block 10516 contains
certain pointers including ABPs, used by CS 10110
micromachine in locating information within VP
10310’s information structures. Micro-Routine Frames
(MRFs) 10518 together comprise Micro-Routine Stack
(MRS) 10520 within each SS 10336 Stack Frame 10510.
MRS Stack 10520 is associated with the internal opera-
tion of CS 10110 microroutines executed during execu-
tion of the VP 10212 procedure associated with the
Stack Frame 10510. SS 10336 is thus a dual function CS
10110 micromachine stack. Pointer Block 10516 entries
effectively define an interface between CS 10110 mi-
cromachine and the current procedure of the current
process. MRS 10520 comprise a stack mechanism for
the internal operations of CS 10110 micromachine.

Having briefly described Virtual Processes 10212,
FURSM 10214 will be described next. As stated above,
EURSM 10216 is similar in operation to FURSM 10214
and will be described in following detailed descriptions
of CS 10110 structure and operation.
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3. FURSM 10214 (FIG. 103)

Referring again to FIG. 103, FURSM 10214 includes
CS 10110 micromachine information structures used
internally to CS 10110 micromachine in executing the
procedures of a P 10310. When a VP, for example P
10310, is to be executed, certain information regarding
that VP is transferred from the Virtual Processes 10212
to FURSM 10214 for use in executing that procedure.
In this respect, FURSM 10214 may be regarded as an
acceleration mechanism for the current Virtual Process
10212.

FURSM 10214 includes General Register File (GRF)
10354, Micro Stack Pointer Register Mechanism
(MISPR) 10356, and Return Control Word Stack
(RCWS) 10358. GRF 10354 includes Global Registers
(GRs) 10360 and Stack Registers (SRs) 10362. GR
10360 include Architectural Base Registers (ABRs)
10364 and Micro-Control Registers (MCRs) 10366.
Stack Registers 10362 include Micro-Stack (MIS) 10368
and Monitor Stack (MOS) 10370.

Referring first to GRF 10354, and assuming for exam-
ple that Procedure 11 of P 10310 is currently being
executed, GRF 10354 primarily contains certain point-
ers to P 10310 data used in execution of Procedure 11.
As previously discussed, CS 10110’s addressing struc-
ture includes certain Architectural Base Pointers
(ABP's) for each procedure. ABPs provide a frame-
work for accessing CS 10110’s address space. The
ABPs of each procedure include a Frame Pointer (FP),
a Procedure Base Pointer (PBP), and a Static Data
Pointer (STP). As discussed above with reference to
KOSPO 10318, these ABPs reside in the procedure’s
PEDs. When a procedure is called, these ABP’s are
transferred from that procedure’s PED to ABR’s 10364
and reside therein for the duration of that procedure. As
indicated in FIG. 103, FP points between Linkage
Pointer Block 10416 and Local Pointer Blocks 10418 of
Procedure 11’s Frame 10412 on KOSMAS 10334. PBP
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KOSPO 10318 are located. SDP points to KOSSDA
10326. If Procedure 11 calls, for example, a Procedure
12, Procedure 11's ABPs will be transferred onto Pro-
cedure Pointer Block 10516 of SS 10336 Stack Frame
10510 for Procedure 11. Upon return to Procedure 11,
Procedure 11’s ABPs will be transferred from Proce-
dure Pointer Block 10516 to ABR’s 10364 and execu-
tion of Procedure 11 resumed.

MCRs 10336 contain certain pointers used by CS
10110 micromachine in executing Procedure 11. CS
10110 micromachine pointers indicated in FIG. 103
include Program Counter (PC), Name Table Pointer
(NTP), S-Interpreter Pointer (SIP), Secure Stack
Pointer (SSP), and Secure Stack Top Offset (SSTO).
NTP and SIP have been previously described with
reference to KOSPO 10318 and reside in KOSPO
10318. NTP and SIP are transferred into MCR’s 10366
at start of execution of Procedure 11. PC, as indicated in
FIG. 103, is a pointer to the Procedure 11 SIN currently
being executed by CS 10110. PC is initially generated
from Procedure 11's PBP and CEP and is thereafter
incremented by CS 10110 micromachine as Procedure
11’s SIN sequences are executed. SSP and SSTO are, as
described in a following discussion, generated from
information contained in SS 10336's Stack Header
10512 and Frame Headers 10514. As indicated in FIG.
103 SSP points to start of SS 10336 while SSTO indi-
cates the current top frame on SS 10336, whether Pro-
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cedure Pointer Block 10516 or a MRF 10518 of MRS
10520, by indicating an offset relative to SSP. If Proce-
dure 11 calls a subsequent procedure, the contents of
MCR’s 10366 are transferred into Procedure 11’s Proce-
dure Pointer Block 10516 on SS 10336, and are returned
to MCR's 10366 upon return to Procedure 11.

Registers 10360 contain further pointers, described in
following detailed discussions of CS 10110 operation,
and certain registers which may be used to contain the
current procedure’s local data.

Referring now to Stack Registers 10362, MIS 10368
is an upward extension, or acceleration, of MRS 10520
of the current procedure. As previously stated, MRS
10520 is used by CS 10110 micromachine in executing
certain microroutines during execution of a particular
procedure. MIS 10368 enhances the efficiency of CS
10110 micromachine in executing these microroutines
by accelerating certain most recent MRFs 10518 of that
procedure’s MRS 10520 into FU 10120. MIS 10368 may
contain, for example, up to the eight most recent MRFs -
10518 of the current procedures MRS 10520. As various
microroutines are called or returned from, MRS 10520
MRF’s 10518 are transferred accordingly between SS
10336 and MIS 10368 so that MIS 10368 always con-
tains at least the top MRF 10518 of MRS 10520, and at
most eight MRFs 10518 of MRS 10520. MISPR 10356 is
a CS 10110 micromachine mechanism for maintaining
MIS 10368. MISPR 10356 contains a Current Pointer, a
Previous Pointer, and a Bottom Pointer. Current
Pointer points to the top-most MRF 10518 on MIS
10368. Previous Pointer points to the previous MRF
10518 on MIS 10368, and Bottom Pointer points to the
bottom-most MRF 10518 on MIS 10368. MISPR
10356’s Current, Previous and Bottom Pointers are
updated as MRFs 10518 are transferred between SS
10336 and MIS 10368. If Procedure 11 calls a subse-
quent procedure, all Procedure 11 MRFs 10518 are
transferred from MIS 10368 to Procedure 11's MRS
10520 on SS 10336. Upon return to Procedure 11, up to
seven of Procedure 11’'s MRFs 10518 frames are re-
turned from SS 10336 to MIS 10368.

Referring to MOS 10370, MOS 10370 is a stack mech-
anism used by CS 10110 micromachine for certain mi-
croroutines for handling fault or error conditions.
These microroutines always run to completion, so that
MOS 10370 resides entirely in FU 10120 and is not an
extension of a stack residing in a P 10310 in MEM
10112, MOS 10370 may contain, for example, eight
frames. If more than eight successive fault or error
conditions occur, this is regarded as a major failure of
CS 10110. Control of CS 10110 may then be transferred
to DP 10118. As will be described in a following discus-
sion, diagnostic programs in DP 10118 may then be
used to diagnose and locate the CS 10110 faults or er-
rors. In other embodiments of CS 10110 MOS 10370
may contain more or fewer stack frames, depending
upon the degree of self diagnosis and correction capa-
bility desired for CS 10110.

RCWS 10358 is a two-part stack mechanism. A first
part operates in parallel with MIS 10368 and a second
part operates in parallel with MOS 10370. As previ-
ously described, CS 10110 is a microcode controlled
system. RCWS is a stack for storing the current micro-
instruction being executed by CS 10110 micromachine
when the current procedure is interrupted by a fault or
error condition, or when a subsequent procedure is
called. That portion of RCWS 10358 associated with
MIS 10368 contains an entry for each MRF 10518 resid-
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ing in MIS 10368. These RCWS 10358 entries are trans-
ferred between SS 10336 and MIS 10368 in parallel with
their associated MRFs 10518, When resident in SS
10336, these RCWS 10358 entries are stored within
their associated MRFs 10518. That portion of RCWS
10358 associated with MOS 10370 similarly operates in
parallel with MOS 10370 and, like MOS 10370, is not an
extension of an MEM 10112 resident stack.

In summary, each process active in CS 10110 exists as
a separate, complete, and self-contained entity, or Vir-
tual Process, and is structurally organized on a domain
basis. Each Virtual Process includes, besides procedure
and data objects, a set of MAS’s for storing local data of
that processes procedures. Each Virtual Process also
includes a CS 10110 micromachine stack, SS 10336, for
storing CS 10110 micromachine state pertaining to each
stacked procedure of the Virtual Process. CS 10110
micromachine includes a set of information structures,
register 10360, MIS 10368, MOS 10370, and RCWS
10358, used by CS 10110 micromachine in executing the
Virtual Process’s procedures. Certain of these CS 10110
micromachine information structures are shared with
the currently executing Virtual Process, and thus are
effectively acceleration mechanisms for the current
Virtual Process, while others are completely internal to
CS 10110 micromachine.

A primary feature of CS 10110 is that each process’
macrostacks and secure stack resides in MEM 10112.
CS 10110’s macrostack and secure stacks are therefore
effectively unlimited in depth.

Yet another feature of CS 10110 micromachine is the
use of GRF 10354. GRF 10354 is, in an embodiment of
CS 10110, 2 unitary register array containing for exam-
ple, 256 registers. Certain portions, or address locations,
of GRF 10354 are dedicated to, respectively, GRs
10360, MIS 10368, and MOS 10370. The capacities of
GR 10360, MIS 10368, and MOS 10370, may therefore
be adjusted, as required for optimum CS 10110 effi-
ciency, by reassignment of GRF 10354’s address space.
In other embodiments of CS 10110, GRs 10360, MIS
10368, and MOS 10370 may be implemented as func-
tionally separate registers arrays.

Having briefly described the structure and operation
of Process Structures 10210, VP State Block 10218 will
be described next below.

C. Virtual processor State Blocks and Virtual Process
Creation (FIG. 102)

Referring again to FIG. 102, VP State Blocks 10218
is used in management and control of processes. VP
State Blocks 10218 contains a VP State Block for each
Virtual Process (VP) selected for execution by CS
10110. Each such VP State Block contains at least the
following information:

(1) the state, or identification number of a VP,

(2) entries identifying the particular principle and
particular process of the VP;

(3) an AON pointer to that VP’s secure stack (e.g., SS
10336);

(4) the AON’s of that VP’s MAS stack objects (e.g.,
MAS’s 10328 to 10334); and,

(5) certain information used by CS 10110's VP Man-
agement System.

The information contained in each VP State Block
thereby defines the current state of the asociated VP,

A Process is loaded into CS 10110 by building a prim-
itive access record and loading this access record into
CS 10110 to appear as an already existing VP. A VP is
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created by creating a Process Object, including pointers
to macro-and secure-stack objects created for that VP,
micromachine state entries, and a pointer to the user’s
program. CS 10110’s KOS then generates Macro- and
Secure-Stack Objects with headers for that process and,
as described further below, loads protection informa-
tion regarding that process’ objects into Protection
Structures 10230. CS 10110’s KOS then copies this
primitive machine state record into a vacant VPSB
selected by CS 10110’s VP Manager, thus binding the
newly created VP into CS 10110. At that time a KOS
Initializer procedure completes creation of the VP for
example by calling in the user’s program through a
compiler. The newly creatd VP may then be executed
by CS 10110.

Having briefly described VP State Blocks 10218 and
creation of a VP, CS 10110’s Addressing Structures
10220 will be described next below.

D. Addressing Structures 10220 (FIGS. 103, 106, 107,
108)

L. Objects, UID’s, AON’s, Names, and Physical
Addresses (FIG. 106)

As previously described, the data space accessible to
CS 10110 is divided into segments, or containers, re-
ferred to as objects. In an embodiment of CS 10110, the
addressable data space of each object has a capacity of
232 information and is structured into 218 pages with
each page containing 214 bits of information.

Referring to FIG. 106A, a schematic representation
of CS 10110’s addressing structure is shown. Each ob-
Ject created for use in, or by operation of, a CS 10110 is
permanently assigned a unique identifier (UID). An
object’s UID allows an object to be uniquely identified
and located at any future point in time. Each UID is an
80 bit number, so that the total addressable space of all
CS 10110’s includes 280 objects wherein each object
may contain up to 232 bits of information. As indicated
in FIG. 106, each 80 bit UID is comprised of 32 bits of
Logical Allocation Unit Identifier (LAUID) and 48 bits
of Object Serial Number (OSN). LAUIDs are associ-
ated with individual CS 10110 systems. LAUIDs iden-
tify the particular CS 10110 system generating a partic-
ular object. Each LAUID is comprised of a Logical
Allocation Unit Group Number (LAUGN) and a Logi-
cal Allocation Unit Serial Number (LAUSN).
LAUGN:S are assigned to individual CS 10110 systems
and may be guaranteed to be unique to a particular
system. A particular system may, however, be assigned
more than one LAUGN so that there may be a time
varying mapping between LAUGNs and CS 10110
systems. LAUSNS are assigned within a particular sys-
tem and, while LAUSNs may be unique within a partic-
ular system, LAUSNSs need not be unique between sys-
tems and need not map onto the physical structure of a
particular system.

OSNs are associated with individual objects created
by an LAU and are generated by an Architectural
Clock in each CS 10110. Architectural clock is defined
as a 64 bit binary number representing increasing time.
Least significant bit of architectural clock represents
increments of 600 picoseconds, and most significant bit
represents increments of 127 years. In the present em-
bodiment of CS 10110, certain most significant and least
significant bits of architectural clock time are disre-
garded as generally not required practice. Time indi-
cated by architectural clock is measured relative to an
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arbitrary, fixed point in time. This point in time is the
same for all CS 10110s which will ever be constructed.
All CS 10110s in existence will therefore indicate the
same architectural clock time and all UIDs generated
will have a common basis. The use of an architectural
clock for generation of OSNs is advantageous in that it
avoids the possibility of accidental duplication of OSNs
if a CSC 10110 fails and is subsequently reinitiated.

As stated above, each object generated by or for use
in a CS 10110 is uniquely identified by its associated
UID. By appending Offset (O) and Length (L) informa-
tion to an object’s UID, a UID logical address is gener-
ated which may be used to locate particular segments of
data residing in a particular object. As indicted in FIG.
106, O and L fields of a UID logical address are each 32
bits. O and L fields can therefore indicate any particular
bit, out of 232—! bits, in an object and thus allow bit
granular addressing of information in objects.

As indicated in FIG. 106 and as previously described,
each object active in CS 10110 is assigned a short tem-
porary unique identifier valid only within JP 10114 and
referred to as an Active Object Number (AON). Be-
cause fcwer objects may be active in a CS 10110 than
may exist in a CS 10110’s address space, AON’s are, in
the present embodiment of CS 10110, 14 bits in length.
A particular CS 10110 may therefore contain up to 214
active objects. An object’s AON is used within JP
10114 in place of that object’s UID. For example, as
discussed above with reference to process structures
10210, a procedure’s FP points to start of that proce-
dure’s frame on its process’ MAS. When that FP is
residing in SS 10336, it is expressed as a UID. When that
procedure is to be executed, FP is transferred from SS
10336 to ABR’s 10364 and is translated into the corre-
sponding AON. Similarly, when that procedure is
stacked, FP is returned to SS 10336 and in doing so is
translated into the corresponding UID. Again, a partic-
ular data segment in an object may be addressed by
means of an AON logical address comprising the ob-
ject’s AON plus associated 32 bit Offset (O) and Length
(L) fields.

Each operand appearing in a process is assigned a
Name and all references to a process’s operands are
through those assigned Names. As indicated in FIG.
106B, in the present embodiment of CS 10110 each
Name is an 8, 12, or 16 bit number. All Names within a
particular process will be of the same length As will be
described in a following discussion, Names appearing
during execution of a process may be resolved, through
a procedure’s Name Table 10350 or through Name
Cache 10226, to an AON logical address As described
below, an AON logical address corresponding to an
operand Name may then be evaluated to a MEM 10112
physical address to locate the operand referred to.

The evaluation of AON logical addresses to MEM
10112 physical addresses is represented in FIG. 106C.
An AON logical address’s L field is not involved in
evaluation of an AON logical address to a physical
address and, for purposes of clarity of presentation, is
therefore not represented in FIG. 106C. AON logical
address L field is to be understood to be appended to the
addresses represented in the various steps of the evalua-
tion procedure shown in FIG. 106C.

As described above, objects are 232 bits structured
into 2!8 pages with each page containing a 214 bits of
data. MEM 10112 is similarly physically structured into
frames with, in the present embodiment of CS 10110,
each frame containing 214 bits of data. In other embodi-
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ments of CS 10110, both pages and frames may be of
different sizes but the translation of AON logical ad-
dresses to MEM 10112 physical addresses will be simi-
lar to that described momentarily.

An AON logical address O field was previously de-
scribed as a 32 bit number representing the start, rela-
tive to start of the object, of the addressed data scgment
within the object. The 18 most significant bits of O field
represent the number (P) of the page within the object
upon which the first bit of the addressed data occurs.
The 14 least significant bits of O field represent the
offset (Op), relative to the start of the page, within that
page of the first bit of the addressed data. AON logical
address 0 field may therefore, as indicated in FIG.
106C, be divided into an 18 bit page (P) field and a 14 bit
offset within page (Op) field. Since, as described above,
MEM 10112 physical frame size is equal to object page
size, AON logical address Opfield may be used directly
as an offset within frame (OF) field of the physical ad-
dress. As will be described below, an AON logical
address AON and P fields may then be related to the
frame number (FN) of the MEM 10112 frame in which
that page resides, through Addressing Mechanisms
10220.

Having briefly described the relationships between
UIDs, UID Logical Addresses, Names, AONs, AON
Logical Addresses, and MEM 10112 Physical Ad-
dresses, Addressing Mechanisms 10220 will be de-
scribed next below.

2. Addressing Mechanisms 10220 (FIG. 107)

Referring to FIG. 107, a schematic representation of
Computer System 10110’s Addressing Mechanisms
10220 is shown. As previously described, Addressing
Mechanisms 10220 comprise UID/. AON Tables 10222,
Memory Management Tables 10224, Name Cache
10226, and Address Translation Unit 10228.

UID/AON Tables 10222 relate each object’s UID to
its assigned AON and include AOT Hash Table
(AOTHT) 10710, Active Object Table (AOT) 10712,
and Active Object Table Annex (AOTA) 10714.

An AON corresponding to a particular UID is deter-
mined through AOTHT 10710. The UID is hashed to
provide a UID index into AOTHT 10710, which then
provides the corresponding AON. AOTHT 10710 is
effectively an acceleration mechanism of AOT 10712
to, as just described, provide rapid translation of UIDs
to AONs. AONs are used as indexes into AOT 10712,
which provides a corresponding AOT Entry (AOTE).
An AOTE as described in following detailed discus-
sions of CS 10110, includes, among other information,
the UID corresponding to the AON indexing the
AOTE. In addition to providing translation between
AONSs and UIDs, the UID of an AOTE may be com-
pared to an original UID to determine the correctness
of an AON from AOTHT 10710.

Associated with AOT 10712 is AOTA 10714. AOTA
10714 is an extension of AOT 10712 and contains cer-
tain information pertaining to active objects, for exam-
ple the domain of execution of each active procedure
object.

Having briefly described CS 10110’s mechanism for
relating UIDs and AONs, CS 10110’s mechanism for
resolving operand Names to AON logical addresses
will be described next below.
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3. Name Resolution (FIGS. 103, 108)

Referring first to FIG. 103, each procedure object in
a VP, for example KOSPO 10318 in VP 10310, was
described as containing a Name Table (NT) 10350.
Each NT 10350 contains a Name, Table Entry (NTE)
for each operand whose Name appears in its procedure.
Each NTE contains a description of how to resolve the
corresponding Name to an AON Logical Address, in-
cluding fetch mode information, type of data referred to
by that Name, and length of the data segment referred
to.

Referring to FIG. 108, a representation of an NTE is
shown. As indicated, this NTE contains seven informa-
tion fields: Flag, Base (B), Predisplacement (PR),
Length (L), Displacement (D), Index (I), and Inter-ele-
ment Spacing (IES). Flag Field, in part, contains infor-
mation describing how the remaining fields of the NTE
are to be interpreted, type of information referred to by
the NTE, and how that information is to be handled
when fetched from MEM 10112. L Field, as previously
described, indicates length, or number of bits in, the
data segment. Functions of the other NTE fields will be
described during the following discussions.

In a present embodiment of CS 10110, there are five
types of NTE: (1) base (B) is not a Name, address reso-
lution is not indirect; (2) B is not a Name, address reso-
lution is indirect; (3) B is a Name, address resolution is
indirect; (4) B is a Name, address resolution is indirect.
A fifth type is an NTE selecting a particular element
from an array of elements. These five types of NTE and
their resolution will be described below, in the order
mentioned.

In the first type, B is not a Name and address resolu-
tion is not indirect, B Field specifies an ABR 10364
containing an AON plus offset (AON/0) Pointer. The
contents of D Field are added to the O Field of this
pointer, and the result is the AON Logical Address of
the operand. In the second type, B is not a Name and
address resolution is indirect, B Field again specifies an
ABR 10364 containing an AON/O pointer. The con-
tents of PR Field are added to the O Field of the
AON/O pointer to provide an AON Logical Address
of a Base Pointer. The Base Pointer AON Logical Ad-
dress is evaluated, as described below, and the Base
Pointer fetched from MEM 10112. The contents of D
Field are added to the O Field of the Base Pointer and
the result is the AON Logical Address of the operand.

NTE types 3 and 4 correspond, respectively to NTE
types 1 and 2 and are resolved in the same manner ex-
cept that B Field contains a Name. The B Field Name is
resolved through another NTE to obtain an AON/O
pointer which is used in place of the ABR 10364 point-
ers referred to in discussion of types 1 and 2.

The fifth type of NTE is used in references to ele-
ments of an array. These array NTEs are resolved in the
same manner as NTE types 1 through 4 above to pro-
vide an AON Logical Address of the start of the array.
I and IES Fields provide additional information to lo-
cate a particular element in the array. I Field is always
Name which is resolved to obtain an operand value
representing the particular element in the array. IES
Field provides information regarding spacing between
elements of the array, that is the number of bits between
adjacent element of the array. IES Field may contain
the actual IES value, or it may contain a Name which is
resolved to an AON Logical Address leading to the
inter-element spacing value The I and IES values, ob-
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tained by resolving the I and IES Fields as just de-
scribed, are multiplied together to determine the offset,
relative to the start of the array, of the particular ele-
ment referred to by the NTE. This within array offset is
added to the O Field of the AON Logical Address of
the start of the array to provide the AON Logical Ad-
dress of the element.

In the current embodiment of CS 10110, certain NTE
fields, for example B, D, and Flag fields, always contain
literals. Certain other fields, for example, IES, D, PRE,
and L fields, may contain either literals or names to be
resolved Yet other fields, for example I field, always
contain names which must be resolved.

Passing of arguments from a calling procedure to a
called procedure has been previously discussed with
reference to Virtual Processes 10212 above, and more
specifically with regard to MAS’s 10328 1o 10334 of VP
0310 Passing of arguments is accomplished through the
calling and called procedure’s Name Tables 10350. In
illustration, a procedure W(a,b,c) may wish to pass
arguments a, b, and c to procedure X(u,v,w), where
arguments, v and w correspond to arguments a, b, and
c. At compilation, NTEs are generated for arguments g,
b, and ¢ in Procedure W'’s procedure object, and NTEs
are generated for arguments u, v and w in Procedure
X’s procedure object Procedure X’s NTEs for u, v, and
w are constructed to resolve to point to pointers in
Linkage Pointer Block 10416 of Procedure X’s Frame
10412 in MAS. To pass arguments a, b, and ¢ from
Procedure W to Procedure X, the NTEs of arguments
a, b, and c are resolved t AON Logical Addresses (e,
AON/O form). Arguments a, b, and c’s AON Logical
Addresses are then translated to corresponding UID
addresses which are placed in Procedure X’s Linkage
Pointer Block 10416 at those places pointed to by Pro-
cedure X's NTE:s for u, v, and w. When Procedure X is
executed, the resolution of Procedure X's NTEs for u,
v, and w will be resolved to locate the pointers, in Pro-
cedure X’s Linkage Pointer Block 10416 to arguments
a, b, and c. When arguments are passed in this manner,
the data type and length information are obtained from
the called procedure’s NTEs, rather than the calling
procedure’s NTEs. This allows the calling procedure to
pass only a portion of, for example, arguments a, b, or ¢,
to the called procedure and thus may be regarded as a
feature of CS 10110’s protection mechanisms.

Having briefly described resolution of Names to
AON/Offset addresses, and having previously de-
scribed translation of UID addresses to AON addresses,
the evaluation of AON addresses to MEM 10112 physi-
cal addresses will be described next below.

4. Evaluation of AON Addresses to Physical Addresses
(FIG. 107)

Referring again to FIG. 107, a partial schematic rep-
resentation of CS 10110’s Memory Management Table
10224 is shown. Memory Hash Table (MHT) 10716 and
Memory Frame Table (MFT) 10718 are concerned
with translation of AON addresses into MEM 10112
physical addresses and will be discussed first. Working
Set Matrix (WSM) 10720 and Virtual Memory Manager
Request Queue (VMMRQ) 10722 are concerned with
management of MEM 10112’s available physical ad-
dress base and will be discussed second. Active Object
Request Queue (AORQ) 10728 and Logical Allocation
Unit Directory (LAUD) 10730 are concerned with
locating inactive objects and management of which
objects are active in CS 10110 and will be discussed last.
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Translation of AON/O Logical Addresses to MEM
10112 physical addresses was previously discussed with
reference to FIG. 106C. As stated in that discussion,
objects are divided into pages. Correspondingly, the
AON/O Logical Address’ O Field is divided into an 18
bit page number (P) Field and a 14 bit offset within a
page (Op) Field. MEM 10112 is structured into frames,
each of which in the present embodiment of CS 10110 is
equal to a page of an object. An AON/O address’ Op
Field may therefore be used directly as an offset within
frame (OF) of the corresponding physical address. The
AON and P fields of an AON address must, however,
be translated into a MEM 10112 frame represented by a
corresponding Frame Number (FN).

Referring now to FIG. 107, an AON address’ AON
and P Fields are “hashed” to generate an MHT index
which is used as an index into MHT 10716. Briefly,
“hashing” is a method of indexing, or locating, informa-
tion in a table herein indexes to the information are
generated from the information itself through a “hash-
ing function”. A hashing function maps each piece of
information to the corresponding index generated from
it through the hashing function. MHT 10716 then pro-
vides the corresponding FN of the MEM 10112 frame
in which, that page is stored. FNs are used as indexes
-into MET 10718, which contains, for each FN, an entry
describing the page stored in that frame. This informa-
tion includes the AON and P of the page stored in that
MEM 10112 frame. An FN from MHT 10716 may
therefore be used as an index into MFT 10718 and the
resulting AON/P of MFT 10718 compared to the origi-
nal AON/P to confirm the correctness of the FN ob-
tained from MHT 10716. MHT 10716 is an effectively
acceleration mechanism of MFT 10718 to provide rapid
translation of AON address to MEM 10112 physical
addresses.

MFET 10718 also stores “used” and “modified” infor-
mation for each page in MEM 10112. This information
indicates which page frames stored therein have been
used and which have been modified. This information is
used by CS 10110 in determining which frames may be
deleted from MEM 10112, or are free, when pages are
to be written into MEM 10112 from backing store (ED
10124). For example, if a page’s modified bit indicates
that that page has not been written into, it is not neces-
sary to write that page back into backing store when it
is deleted from MEM 10112; instead, that page may be
simply erased.

Referring finally to ATU 10228, ATU 10228 is an
acceleration mechanism for MHT 10716. AON/O ad-
dresses are used directly, without hashing, as indexes
into ATU 10228 and ATU 10228 correctly provides
corresponding FN and Opoutputs. A CS 10110 mecha-
nism, described in a following detailed discussion of CS
10110 operation, continually updates the contents of
ATU 10228 so that ATU 10228 contain the FN’s and
Op; (OF;s) of the pages most frequently referenced by
the current process. If ATU 10228 does not contain a
corresponding entry for a given AON input, an ATU
fault occurs and the FN and Of information may be
obtained directly from MHT 10716.

Referring now to WSM 10720 and VMMRQ 10722,
as previously stated these mechanisms are concerned
with the management of MEM 10112's available ad-
dress space. For example, if MHT 10716 and MFT
10718 do not contain an entry for a page referenced by
the current procedure, an MHT/MFT fault occurs and
the reference page must be fetched from backing store
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(ED 10124) and read into MEM 10112. WSM 10720
contains an entry for each page resident in MEM 10112.
These entries are accessed by indexes comprising the
Virtual Processor Number (VPN) of the virtual process
making a page reference and the P of the page being
referenced. Each WSM 10720 entry contains 2 bits
stating whether the particular page is part of a VP’s
working set, that is, used by that VP, and whether that
page has been referenced by that VP. This information,
together with the information contained in that MFT
10718 entries described above, is used by CS 10110’
Virtual Memory Manager (VMM) in transferring pages
into and out of MEM 10112.

CS 10110’s VMM maintains VMMRQ 10722, which
is used by VMM to control transfer of pages into and
out of MEM 10112. VMMRQ 10722 includes Virtual
Memory Request Counter (VMRC) 10724 and a4 Queue
of Virtual Memory Request Entries (VMREs) 10726.
As will be discussed momentarily, VMRC 10724 tracks
the number of currently outstanding request for pages.
Each VMRE 10726 describes a particular page which
has been requested. Upon occurrence of a MHT/MFT
(or page) fault, VMRC 10724 is incremented, which
initiates operation of CS 10110’s VMM, and a VMRE
10726 is placed in the queue. Each VMRE 10726 com-
prises the VPN of the process requesting the page and
the AON/O of the page requested. At this time, the ve
making the request is swapped out of JP 10114 and
another VP bound to JP 10114. VMM allocates MEM
10112 frame to contain the requested page, using the
previously described information in MFT 10718 and
WSM 10720 to select this frame. In doing so, VMM
may discard a page currently resident in MEM 10112
for example, on the basis of being the oldest page, an
unused page, or an unmodified page which does not
have to be written back into backing store. VMM then
requests an 1/0 operation to transfer the requested page
into the frame selected by the VMM. While the 1/0
operation is proceeding, VMM generates new entries in
MHT 10716 and MFT 10718 for the requested page,
cleans the frame in MEM 10112 which is to be occupied
by that page, and suspends operation. I0S 10116 will
proceed to execute the 1/0 operation and writes the
requested page directly into MEM 10112 in the frame
specified by VMM. 10S 10116 then notifies CS 10110°s
VMM that the page now resides in memory and can be
referenced. At some later time, that VP requesting that
page will resume execution and repeat that reference.
Going first to ATU 10228, that VP will take an ATU
10228 fault since VP 10212 has not yet been updated to
contain that page. The VP will then go to MHT 10716
and MFT 10718 for the required information and, con-
currently, WSM 10720 and ATU 10228 will be updated.

In regard to the above operations, each VP active in
CS 10110 is assigned a Page Fault Frequency Time
Factor (PFFT) which is used by CS 10110’s VMM to
adjust that VP’s working set so. that the interval be-
tween successive page faults for that VP lies in an opti-
mum time range. This assists in ensuring CS 10110’s
VMM is operating most efficiently and allows CS
10110’s VMM to be tuned as required.

The above discussions have assumed that the page
being referenced, whether from a UID/O address, an
AON/O address, or a Name, is resident in an object
active in CS 10110. While an object need not have a
page in MEM 10112 to be active, the object must be
active to have a page in MEM 10112, A VP, however,
may reference a page in an object not active in CS
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10110. If such a reference is made, the object must be
made active in CS 10110 before the page can be brought
into MEM 10112. The result is an operation similar to
the page fault operation described above. CS 10110
maintains an Active Object Manager (AOM), including
Active Object Request Queue (AORQ) 10728, which
are similar in operation to CS 10110’s VMM and
VMMRQ 10722. CS 10110’s AOM and AORQ 10728
operate in conjunction with AOTHT 10710 and AOT
10712 to locate inactive objects and make them active
by assigning them AON’s and generating entries for
them in AOTHT 10710, AOT 10712, and AOTA 10714,

Before a particular object can be made active in CS
10110, it must first be located in backing store (ED
10124). All objects on backing store are located through
a Logical Allocation Unit Directory (LAUD) 10730,
which is resident in backing store. An LAUD 10730
contains entries for each object accessible to the partic-
ular CS 10110. Each LAUD 10730 entry contains the
information necessary to generate an AOT 10712 entry
for that object. An LAUD 10730 is accessed through a
UID/O address contained in CS 1011¢’s VMM. A ref-
erence to an LAUD 10730 results in MEM 10112
frames being assigned to that LAUD 10730, and LAUD
10730 being transferred into MEM 10112. If an LAUD
10730 entry exists for the referenced inactive object, the
LAUD 10730 entry is transferred into AOT 10712, At
the next reference to a page in that object, AOT 10712
will provide the AON for that object but, because the
page has not yet been transferred into MEM 10112, a
page fault will occur. This page fault will be handled in
the manner described above and the referenced page
transferred into MEM 10112.

Having briefly described the structure and operation
of CS 10110’s Addressing Structure, including the rela-
tionship between UIDs, Names, AONSs, and Physical
Addresses and the mechanisms by which CS 10110
manages the available address space of MEM 10112, CS
10110°s protection structures will be described next
below.

E. CS 10110 Protection Mechanisms (FIG. 109)

Referring to FIG. 109, a schematic representation of
Protection Mechanisms 10230 is shown. Protection
Tables 10232 include Active Primitive Access Matrix
(APAM) 10910, Active Subject Number Hash Table
{ASNHT) 10912, and Active Subject Table (AST)
10914. Those portions of Protection Mechanism 10230
resident in FU 10120 include ASN Register 10916 and
Protection Cache (PC) 10234,

As previously discussed, access rights to objects are
arbitrated on the basis of subjects. A subject has been
defined as a particular combination of a Principle, Pro-
cess, and Domain (PPD), each of which is identified by
a corresponding UID. Each object has associated with
it an Access Control List (ACL) 10918 containing an
ACL Entry (ACLE) for each subject having access
rights to that object.

When an object becomes active in CS 10110 (i-e., is
assigned an AON) each ACLE in that object’s ACL
10918 is written into APAM 10910. Concurrently, each
subject having access rights to that object, and for
which there is an ACLE in that object's ACL 10918, is
assigned an Active Subject Number (ASN). These
ASNSs are written into ASNHT 10912 and their corre-
sponding PPDs are written into AST 10914. Subse-
quently, the ASN of any subject requesting access to
that object is obtained by hashing the PPD of that sub-
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ject to obtain a PPD index into ASNHT 10912,
ASNHT 10912 will in turn provide & corresponding
ASN. An ASN may be used as an index into AST
10914. AST 10914 will provide the corresponding PPD,
which may be compared to an original PPD to confirm
the accuracy of the ASN.

As described above, APAM 10910 contains an ACL
10918 for each object active in CS 10110. The access
rights of any particular active subject to a particular
active object are determined by using that subject’s
ASN and that object’s AON as indexes into APAM
10910. APAM 10910 in turn provides a 4 bit output
defining whether that subject has Read (R) Write (W)
or Execute (E) rights with respect to that object, and
whether that particular entry is Valid (V).

ASN Register 10916 and PC 10234 are effectively
acceleration mechanisms of Protection Tables 10232,
ASN Register 10916 stores the ASN of a currently
active subject while PC 10234 stores certain access
right information for objects being used by the current
process. PC 10234 entries are indexed by ASNs from
ASN register 10916 and by a mode input from JP 10114.
Mode input defines whether the current procedure
intends to read, write, or execute with respect to a par-
ticular object having an entry in PC 10234, Upon re-
ceiving ASN and mode inputs, PC 10234 provides a
go/nogo output indicating whether that subject has the
access rights required to execute the intended operation
with respect to that object.

In addition to the above mechanism, each procedure
to which arguments may be passed in a cross-domain
call has associated with it an Access Information Array
(AIA) 10352, as discussed with reference to Virtual
Processes 10212. A procedure’s AIA 10352 states what
access rights a calling procedure (subject) must have to
a particular object (argument) before the called proce-
dure can operate on the passed argument CS 10110’s
protection mechanisms compare the calling procedures
access rights to the rights required by the called proce-
dure. This insures the calling procedure may not ask a
called procedure to do what the calling procedure is not
allowed to do. Effectively, a calling procedure can pass
to a called procedure only the access rights held by the
calling procedure.

Finally, PC 10234, APAM 10910, or AST 10914
faults (i.e., misses) are handled in the same manner as
described above with reference to page faults in discus-
sion of CS 10110’s Addressing Mechanisms 10220. As
such, the handling of protection misses will not be dis-
cussed further at this point.

Having briefly described structure and operation of
CS 10110’s Protection Mechanisms 10230, CS 10110’s
Micro-Instruction Mechanisms 10236 will be described
next below.

F. CS 10110 Micro-Instruction Mechanisms (FIG. 110)

As previously described, CS 10110 is a multiple lan-
guage machine. Each program written in a high level
user language is compiled into a corresponding S-Lan-
Buage program containing instructions expressed as
SINs. CS 10110 provides a set, or dialect, of microcode
instructions, referred to as S-Interpreters (SINTs) for
each S-Language. SINTs interpret SINs and provide
corresponding sequences of microinstructions for de-
tailed control of CS 10110,

Referring to FIG. 110, a partial schematic representa-
tion of CS 10110’s Micro-Instruction Mechanisms 10236
is shown. At system initialization all CS 10110 micro-
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code, including SINTs and all machine assist micro-
code, is transferred from backing store to Micro-Code
Control Store (mCCS) 10238 in MEM 10112. The Mi-
cro-Code is then transferred from mCCS 10238 to FU
Micro-Code Structure (FUmC) 10240 and EU Micro-
Code Structure (EUmC) 10242. EUmC 10242 is similar
in structure and operation to FUmC 10240 and thus will
be described in following detailed descriptions of CS
10110’s structure and operation. Similarly, CS 10110
machine assist microcode will be described in following
detailed discussions. The present discussion will con-
cern CS 10110°s S-Interpreter mechanisms.

CS 10110’s S-Interpreters (SINTs) are loaded into
S-Interpret Table (SITT) 11012, which is represented in
FIG. 110 as containing S-Interpreters 1 to N. Each SIT
contains one or more sequences of micro-code; each
sequence of microcode corresponds to a particular SIN
in that S-Language dialect. S-Interpreter Dispatch
Table (SDT) 11010 contains S-Interpreter Dispatchers
(SDs) 1 to N. There is one SD for each SINT in SITT
11012, and thus a SD for each S-Language dialect. Each
SD comprises a set of pointers. Each pointer in a partic-
ular SD corresponds to a particular SIN of that SD’s
dialect and points to the corresponding sequence of
microinstructions for interpreting that SIN in that dia-
lect's SIT in SITT 11012. In illustration, as previously
discussed when a particular procedure is being executed
the SIP for that procedure is transferred into one of
mCR’s 10366. That SIP points to the start of the SD for
the SIT which is to be used to interpret the SINs of that
procedure. In FIG. 110, the SIP in mCRs 10366 is
shown as pointing to the start of SD2. Each S-Op ap-
pearing during execution of that procedure is an offset,
relative to the start of the selected SD, pointing to a
corresponding SD pointer. That SD pointer in turn
points to the corresponding sequence of microinstruc-
tions for interpreting that SIN in the corresponding SIT
in SITT 11012. As will be described in following discus-

_sions, once the start of a microcode sequence for inter-
preting an SIN has been selected, CS 10110 microma-
chine then proceeds to sequentially call the microin-
structions of that sequence from SITT 11012 and use
those microinstructions to control operation of CS
10110.

G. Summary of Certain CS 10110 Features and
Alternate Embodiments

The above Introductory Overview has described the
overall structure and operation and certain features of
CS 101, that is, CS 10110. The above Introduction has
further described the structure and operation and fur-
ther features of CS 10110 and, in particular, the physical
implementation and operation of CS 10110’ informa-
tion, control, and addressing mechanisms. Certain of
these CS 10110 features are summarized next below to
briefly state the basic concepts of these features as im-
plemented in CS 10110. In addition, possible alternate
embodiments of certain of these concepts are described.

First, CS 10110 is comprised of a plurality of indepen-
dently operating processors, each processor having 2
separate microinstruction control. In the present em-
bodiment of CS 10110, these processors include FU
10120, EU 10122, MEM 10112 and IOS 10116. Other
such independently operating processors, for example,
special arithmetic processors such as an array proces-
sor, or multiple FU 10120’s, may be added to the pres-
ent CS 10110.
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In this regard, MEM 10112 is a multiport processor
having one or more separate and independent ports to
each processor in CS 10110. All communications be-
tween CS 10110's processors are through MEM 10112,
so that MEM 10112 operates as the central communica-
tions node of CS 10110, as well as performing memory
operations. Further separate and independent ports may
be added to MEM 10112 as further processors are
added to CS 10110, CS 10110 may therefore be de-
scribed as comprised of a plurality of separate, indepen-
dent processors, each having a separate microinstruc-
tion control and having a separate and independent port
to a central communications and memory node which
in itself is an independent processor having a separate
and independent microinstruction control. As will be
further described in a following detailed description of
MEM 10112, MEM 10112 itself is comprised of a plural-
ity of independently operating processors, each per-
forming memory related operations and each having a
separate microinstruction control. Coordination of op-
erations between CS 10110’s processors is achieved by
passing “messages” between the processors, for exam-
ple, SOP’s and descriptors.

CS 10110’s addressing mechanisms are based, first,
upon UID addressing of objects That is, all information
generated for use in or by operation of a CS 10110, for
example, data and procedures, is structured into objects
and each object is assigned a permanent UID. Each
UID is unique within a particular CS 10110 and be-
tween all CS 10110’s and is permanently associated with
a particular object. The use of UID addressing provides
a permanent, unique addressing means which is com-
mon to all CS 10110’s, and to other computer systems
using CS 10110’s UID addressing.

Effectively, UID addressing means that the address
{or memory) space of a particular CS 10110 includes the
address space of all systems, for example disc drives or
other CS 10110s, to which that particular CS 10110 has
access. UID addressing allows any process in any CS
10110 to obtain access to any object in any CS 10110 to
which it has physical access, for example, another CS
10110 on the other side of the world. This access is
constrained only by CS 10110’s protection mechanism.
In alternate embodiments of CS 10110, certain UIDs
may be set aside for use only within a particular CS
10110 and may be unique only within that particular CS
10110. These reserved UIDs would, however, be a
limited group known to all CS 10110 systems as not
having uniqueness between systems, s0 that the unique
object addressing capability of CS 10110’s UID address-
ing is preserved.

As previously stated, AONs and physical descriptors
are presently used for addressing within a CS 10110,
effectively as shortened UIDs. In alternate embodi-
ments of CS 10110, other forms of AONs may be used,
or AONs may be discarded entirely and UIDs used for
addressing within as well as between CS 10110s.

CS 10110’s addressing mechanisms are also based
upon the use of descriptors within and between CS
10110s. Each descriptor includes an AON or UID field
to identify a particular object, an offset field to specify
a bit granular offset within the object, and a length field
to specify a particular number of bits beginning at the
specified offset. Descriptors may also include a type, or
format field identifying the particular format of the data
referred to by the descriptor. Physical descriptors are
used for addressing MEM 10112 and, in this case, the



4,445,177

73
AON or UID field is replaced by a frame number field
referring to a physical location in MEM 10112,

As stated above, descriptors are used for addressing
within and between the separate, independent proces-
sors (FU 10120, EU 10122, MEM 10112, and IOS
10116) comprising CS 10110. thereby providing com-
mon, system wide bit granular addressing which in-
cludes format information, In particular, MEM 10112
responds to the type information fields of descriptors by
performing formatting operations to provide requestors
with data in the format specified by the requestor in the
descriptor. MEM 10112 also accepts data in a format
specified in a descriptor and reformats that data into a
format most efficiently used by MEM 10112 to store the
data.

As previously described, all operands are referred to
in CS 10110 by Names wherein all Names within a
particular S-Language dialect are of a uniform, fixed
size and format. A K valye specifying Name size is
provided to FU 10120, at each change in S-Language
dialect, and is used by FU 10120 in parsing Names from
the instruction stream. In an alternate embodiment of
CS 10110, all Names are the same size in all S-Language
dialects, so that K values, and the associated circuitry in
FU 10120’s parser, are not required.

Finally, in descriptions of CS 10110s use of SOPs,
FU 10120's microinstruction circuitry was described as
storing one or more S-Interpreters. S-Interpreters are
sets of sequences of microinstructions for interpreting
the SOPs of various S-Language dialects and providing
corresponding sequences of microinstructions to con-
trol CS 10110. In an alternate embodiment of CS 10110,
these S-Interpreters (SITT 11012) would be stored in
MEM 10112. FU 10120 would receive SOPs from the
instruction stream and, using one or more S-Interpreter
Base Pointers (that is, architectural base pointers point-
ing to the SITT 11012 in MEM 10112), address the
SITT 11012 stored in MEM 10112. MEM 10112 would
respond by providing, from the SITT 11012 in MEM
10112, sequences of microinstructions to be used di-
rectly in controlling CS 10110. Alternately, the SITT
11012 in MEM 10112 could provide conventional in-
structions usable by a conventional CPU, for example,
Fortran or machine language instructions. This, for
example, would allow FU 10120 to be replaced by a
conventional CPU, such as a Data General Corporation
Eclipse ®). ’

Having briefly summarized certain features of CS
10110, and alternate embodiments of certain of these
features, the structure and operation of CS 10110 will be
described in detail below.

2. DETAILED DESCRIPTION OF CS 10110
MAJOR SUBSYSTEMS (FIGS. 201-206, 207-274)

Having previously described the overall structure
and operation of CS 10110, the structure and operation
of CS 10110°s major subsystems will next be individu-
ally described in further detail. As previously discussed,
CS 10110’s major subsystems are, in the order in which
they will be described, MEM 10112, FU 10120, EU
10122, I0S 10116, and DP 10118. Individual block dia-
grams of MEM 10112, FU 10120, EU 10122, 10S 10116,
and DP 10118 are shown in, respectively, FIGS. 201
through 205. FIGS. 201 through 205 may be assembled
as shown in FIG. 206 to construct a more detailed block
diagram of CS 10110 corresponding to that shown in
FIG. 101. For the purposes of the following descrip-
tions, it is assumed that FIGS. 201 through 205 have
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been assembled as shown in FIG. 206 to construct such
a block diagram. Further diagrams will be presented in
following descriptions as required to convey structure
and operation of CS 10110 to one of ordinary skill in the
art. .

As previously described, MEM 10112 is an intelli-
gent, priortizing memory having separate and indepen-
dent ports MIO 10128 and MJP 10140 to, respectively,
IOS 10116 and JP 10114. MEM 10112 is shared by and
is accessible to both JP 10114 and IOS 10116 and is the
primary memory of CS 10110. In addition, MEM 10112
is the primary path for information transferred between
the external world (through 1I0S 10116) and JP 10114.

As will be described further below, MEM 10112 is a
two-level memory providing fast access to data stored
therein. MEM 10112 first level is comprised of a large
set of random access arrays and MEM 10112 second
level is comprised of a high speed cache whose opera-
tion is generally transparent to memory users, that is JP
10114 and I0S 10116. Information stored in MEM
10112, in either level, appears to be bit addressable to
both JP 10114 and 10S 10116. In addition, MEM 10112
presents simple interfaces to both JP 10114 and IOS
10116. Due to a high degree of pipe lining (concurrent
and overlapping memory operations) MEM 10112 in-
terfaces to both JP 10114 and I0S 10116 appear as if
each JP 10114 and IOS 10116 have full access to MEM
10112. This feature allows data transfer rates of up to,
for example, 63.6 megabytes per second from MEM
10112 and 50 megabytes per second to MEM 10112,

In the following descriptions, certain terminology
used on those descriptions will be introduced first, fol-
lowed by description of MEM 10112 physical organiza-
tion. Then MEM 10112 port structures will be de-
scribed, followed by descriptions of MEM 10112’s con-
trol organization and control flow. Next, MEM 10112’s
interfaces to JP 10114 and 10S 10116 will be described.
Following these overall descriptions the major logical
structures of MEM 10112 will be individually de-
scribed, starting at MEM 10112’s interfaces to JP 10114
and JOS 10116 and proceeding inwardly to MEM
10112's first (or bulk) level of data stored. Finally, cer-
tain features of MEM 10112 microcode control struc-
ture will be described.

A. MEM 10112 (FIGS. 201, 206, 207-237)
a. Terminology

Certain terms are used throughout the following
descriptions and are defined here below for reference
by the reader.

A word is 32 bits of data

A byte is 8 bits of data

A block is 128 bits of data (that is, 4 words).

A block is always aligned on a block boundary, that is
the low order 7 bits of logical or physical address are
zero (see Chapter 1, Sections A.f and D. Descriptions of
CS 10110 Addressing).

The term aligned refers to the starting bit address of
a data item relative to certain address boundaries. A
starting bit address is block aligned when the low order
7 bits of starting bit address are equal to zero, that is the
starting bit address falls on a boundary between adja-
cent blocks. A word align starting bit address means
that the low order 5 bits of starting bit address are zero,
the starting bit address points to a boundary between
adjacent words. A byte aligned starting bit address
means that the low order 3 bits of starting bit address
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are zero, the starting bit address points to a boundary
between adjacent bytes.

Bit granular data has a starting bit address falling
within a byte, but not on a byte boundary, or the ad-
dress is aligned on a byte boundary but the length of the
data is bit granular, that is not a multiple of & bits.

b. MEM 10112 Physical Structure (FIG. 201)

Referring to FIG. 201, a partial block diagram of
MEM 10112 is shown. Major functional units of MEM
10112 are Main Store Bank (MSB) 20110, including
Memory Arrays (MA’s) 20112, Bank Controller (BC)
20114, Memory Cache (MC) 20116, including Bypass
Write File (BYF) 20118, Field Isolation Unit (FIU)
20120, and Memory Interface Controller (MIC) 20122

MSB 20110 comprises MEM 10112’s first or bulk
level of storage. MSB 20110 may include from one to,
for example, 16 MA 20112's. Each MA 20112 may have
a storage capacity, for example, 256 K-byte, 512 K-byte,
1 M-byte, or 2 M-bytes of storage capacity. As will be
described further below, MA 20112’s of different capac-
ities may be used together in MSB 20110 Each MA
20112 has a data input connected in parallel to Write
Data (WD) Bus 20124 and a data output connected in
parallel to Read Data (RD) Bus 20126. MA's 20112 also
have control and address ports connected in parallel to
address and control (ADCTL) Bus 20128. In particular,
Data Inputs 20124 of Memory Arrays 20112 are con-
nected in parallel to Write Data (WD) Bus 20126, and
Data Qutputs 20128 of Memory Arrays 20112 are con-
nected in parallel to Read Data (RD) Bus 20130. Con-
trol Address Ports 20132 of Memory Arrays 20112 are
connected in parallel to Address and Control
(ADCTL) Bus 20134.

Data Output 20136 of Bank Controller 20114 is con- '

pected to WD Bus 20126 and Data Input 20138 of BC
20114 is connected to RD Bus 20130 Control and Ad-
dress Port 20140 of BC 20114 is connected to ADCTL
Bus 20134. BC 20114’s Data Input 20142 is connected to
MC 20116’s Data Output 20144 through Store Back
Data (SBD) Bus 20146. BC 20114’ Store Back Address
Input 20148 is connected to MC 20116 Store Back Ad-
dress Output 20150 through Store Back Address (SBA)
Bus 20152. BC 20114's Read Data Output 20154 is con-
nected to MC 20116’s Read Data Input 20156 through
Read Data Out (RDO) Bus 20158. BC 20114’s Control
Port 20160 is connected to Memory Control (MCNTL)
Bus 20164.

MC 20116 has Output 20166 connected to MIO Bus
10131 through MIO Port 10128, and Port 20168 con-
nected to MOD Bus 10144 through MJP Port 10140.
Control Port 20170 of MC 20116 is connected to
MCNTL Bus 20164, Input 20172 of BYF 20118 is con-
nected to IOM Bus 10130 through MIO Port 10128, and
Output 20176 is connected to SBD Bus 20146 through
Bypass Write In (BWI) Bus 20178.

Finally, FIU 20120 has an Output 20180 and an Input
20182 connected to, respectively, MIO Bus 10129 and
IOM Bus 10130 through MIO Port 10128. Input 20184
and Port 20186 are connected to, respectively, JPD Bus
10142 and MOD Bus 10144 through MJP Port 10140.
Control Port 20188 is connected to MCNTL Bus 20164.
Referring finally to MIC 20122, MIC 20122 has Control
Port 20190 and Input 20192 connected to, respectively,
IOMC Bus 10131 and IOM Bus 10130 through MIO
Port 10128. Control Port 20194 and Input 20196 are
connected, respectively, to JPMC Bus 10147 and Physi-
cal Descriptor (PD) Bus 10146 through MJP Port
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10140. Control Port 20198 is connected to MCNTL Bus
20164.

c. MEM 10112 General Operation

Referring first to MEM 10112's interface to 1OS
10116, this interface includes MIO Bus 10129, IOM Bus
10130, and IOMC Bus 10131 Read and Write Ad-
dresses and data to be written into MEM 10112 are
transferred from I0S 10116 to MEM 10112 through
IOM Bus 10130. Data read from MEM 10112 is trans-
ferred to 10S 10116 through MIO Bus 10129. IOMC
10131 is a Bi-directional Control bus between MEM
10112 and 10S 10116 and, as described further below,
transfers control signals between MEM 10112 and 1I0S
10116 to control transfer of data between MEM 10112
and 10S 10116.

MEM 10112's interface to JP 10114 is MJP Port
10140 and includes JPD Bus 10142, MOD Bus 10144,
PD Bus 10146, and JPMC Bus 10147. Physical descrip-
tors, that is MEM 10112 physical read and write ad-
dresses, are transferred from JP 10114 to MEM 10112
through PD Bus 10146. S Ops, that is sequences of S
Instructions and operand names, are transferred from
MEM 10112 to JP 10114 through MOD Bus 10144
while data to be written into MEM 10112 from JP
10114 is transferred from JP 10114 to MEM 10112
through JPD Bus 10142. JPMC Bus 10147 is a By-direc-
tional Control bus for transferring command and con-
trol signals between MEM 10112 and JP 10114 for con-
trolling transfer of data between MEM 10112 and JP
10114. As will be described further below, MJP Port
10140, and in particular MOD Bus 10144 and PD Bus
10146, is generally physically organized as a single port
that operates as a dual port. In a first case, MJP Port
10140 operates as a Job Processor Instruction (JT) Port
for transferring S Ops from MEM 10112 to JP 10114. In
a second case, MOD 10144 and PD 10146 operate as a
Job Processor Operand (JO) Port for transfer of oper-
ands, from MEM 10112 to JP 10114, while JPD Bus
10142 and PD Bus transfer operands from JP 10114 to
MEM 10112.

Referring to MSB 20110, MSB 20110 contains MEM
10112’s first, or bulk, level of storage capacity. MSB
20110 may contain from one to, for example, 16 MA’s
20112. Each MA 20112 contains a dynamic, random
access memory array and may have a storage capacity
of, for example 256 Kilo-bytes, 512 Kilo-bytes, 1 Mega-
bytes, or 2 Mega-bytes. MEM 10112 may therefore
have a physical capacity of up to, for example, 16 Mega-
bytes of bulk storage. As will be described further
below MA 20112’s of different capacity may be used
together in MSB 20110, for example, four 2 Mega-byte
MA 20112's and four 1 Mega-byte MA 20112’s.

BC 20114 controls operation of MA’s 20112 and is the
path for transfer of data to and from MA’s 20112. In
addition, BC 20114 performs errof detection and cor-
rection on data transferred into and out of MA’s 20112,
refreshes data stored in MA’s 20112, and, during a re-
fresh operations, performs error detection and correc-
tion of data stored in MA’s 20112.

MC 20116 comprises MEM 10112's second, or cache,
level of storage capacity and contains, for example 8
Kilo-bytes of high speed memory. MC 20116, including
BYF 20118, is also the path for data transfer between
MSB 20110 (through BC 20114) and JP 10114 and 10S
10116. In general, all read and write operations between
JP 10114 and 1I0S 10116 are through MC 20116. 108
10116 may, however, perform read and write opera-



4,445,177

77 ‘

tions of complete blocks by-passing MC 20116. Block
write operations from I0S 10116 are accomplished
through BYF 20118 while block read operations are
performed through a data transfer path internal to MC
20116 and shown and described below. All read and
write operations between MEM 10112 and JP 10114,
however, must be performed through the cache internal
to MC 20116, as will be shown and described further
below.

As also shown and described below, FIU 20120 in-
cludes write data registers for receiving data to be writ-
ten into MEM 10112 from JP 10114 and I0S 10116, and
circuitry for manipulating data read from MSB 20110 so
that MEM 10112 appears as a bit addressable memory.
FIU 20120, in addition to providing bit addressability of
MEM 10112, performs right and left alignment of data,
zero fill of data, sign extension operations, and other
data manipulation operations described further below.
In performing these data manipulation operations on
data read from MEM 10112 to JP 10114, MOD Bus
10144 is used as a data path internal to MEM 10112 for
transferring of data from MC 20116 to FIU 20120, and
from FIU 20120 to MC 20116, That is, data to be trans-
ferred to JP 10114 is read from MC 20116, transferred
through MOD Bus 10144 to FIU 20120, manipulated by
FIU 20120, and transferred from FTU 20120 to JP 10114
through MOD Bus 10144.

MIC 20122 contains circuitry controlling operation
of MEM 10112 and, in particular, controls MEM
10112’s interface with JP 10114 and 10S 10116. MIC
20122 receives MEM 10112 read and write request, that
is read and write addresses through PD Bus 10146 and
IOM Bus 10130 and control signals through JPMC Bus
10147 and IOMC Bus 10131, and provides control sig-
nals to BC 20114, MC 20116, and FIU 20120 through
MCNTL Bus 20164,

Having described the overall structure and operation
of MEM 10112, the structure and operation of MEM
10112’s Port, MIO Port 10128, and MJP Port 10140,
will be described next, followed by descriptions of
MEM 10112’s control structure and the control and
flow of MEM 10112 read and write requests.

d. MEM 10112 Port Structure

MEM 10112 port structure is designed to provide a
simple interface to JP 10114 and IOS 10116. While
providing fast and flexible operation in servicing MEM
10112 read and write requests from JP 10114 and IOS
10116. In this regard, MEM 10112, as will be described
further below, may handle up to 4 read and write re-
quests concurrently and up to, for example, a 63.6 M-
byte per second data rate. In addition MEM 10112 is
capable of performing bit granular addressing, block
read and write operations, and data manipulations, such
as alignment and filling, to enable JP 10114 and IOS
10116 to operate most efficiently.

MEM 10112 effectively services requests from three
ports. These ports are MIO Port 10128 to IOS 10116,
hereafter referred to as 10 Port, and JI and JO Ports,
described above, to JP 10114. These three ports share
the entire address base of MEM 10112, but I0S 10116,
for example, may be limited from making full use of
MEM 10112’s address space. Each port has a different
set of allowed operations. For example, JO Port can use
bit granular addresses but can reference only 32 bits of
data on each request. JI Port can make read requests
only to word align 32 bit data items. IO Port may refer-
ence bit granular data, and, as described further below,
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may read or write up to 16 bytes on each read or write
request. The characteristics of each of these ports will
be discussed next below.

1. 10 Port Characteristics

108 10116 may access MEM 10112 in either of two
modes. The first mode is block transfers by-passing or
through the cache in MC 20116, and the second is non-
block transfer through the cache in MC 20116,

Block by-passes may occur for both read and write
operations. A read or write operation is eligible for a
block by-pass if the data is on block boundaries, is 16
bytes long, and the read or write request is not accom-
panied by a control signal indicating that an encache
(load into MC 20116’s cache) operation is to be per-
formed. A by-pass operation takes place only if the
block address, that is the physical address of the block
in MEM 10112 does not address a currently encached
block, that is the block is not present in MC 20116’s
cache. If the block is encached in MC 20116’s cache, the
read or write transfer is to MC 20116’s cache.

Partial block references, that is non-full block trans-
fers will go through MC 20116’s cache. If a cache miss
occurs, that is the reference data is not present in MC
20116’s cache, MEM 10112’s control structures transfer
the data to or from MSB 20110 and update MC 20116’s
cache. It should be noted that partial blocks may be as
short as one byte, or up to 15 bytes long. A starting byte
address may be anywhere within a block, but the partial
block’s length may not cross a block boundary.

Bit length transfers, that is transfers of data items
having a length of 1 to 16 bits and not a multiple of a
byte, or where address is not on a byte boundary, go
through MC 20116’s cache. These operations may cross
byte, word, or block boundaries but may not cross page
boundaries. These specific operations requested by 10
port determines whether a read or write request is a
partial block or bit length transfer.

2. JO Port Characteristics

All read or write requests from JO Port must go
through MC 20116’s cache; by-pass operations may not
be performed. The data transferred between MEM
10112 and JP 10114 is always 32 bits in length but, of the
32 bits passed, from zero to 32 bits may be valid data. JP
10114 determines the location of valid data within the
32 bits by referring to certain FIU specification bits
provided as part of the read or write request. As will be
described further below, FIU specification bits, and
other control bits, are provided to MIC 20122 by JP
10114 through JPMC Bus 10147 when each read or
write request is made.

While MEM 10112 does not perform block by-pass
operations to JP 10114, MEM 10112 may perform a
cache read-through operation. Such operations occur
on a JP 10114 read request wherein the requested data
is not present in MC 20116’s cache. If the JP 10114 read
request is for a full word, which is word aligned, MEM
10112’s Load Manager, discussed below, transfers the
requested data directly to JP 10114 while concurrently
loading the requested data into MC 20116’s cache. This
operation is referred to as a “hand-off” operation. These
operations may also be performed by 10 Port for 16 bit
half words aligned on the right hand half word of a 32
bit word, or if a full block is handed left and loaded into
MC 20116’s cache.
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3. JI Port Characteristics

All J1 Port requests are satisfied through MC 20116's
cache; MEM 10112 does not perform by-pass opera-
tions to JI Port. JI Port requests are always read re-
quests for full-word aligned words and are handed off,
as described above, if a cache miss occurs. In most other
respects, JI Port requests are similar to JO Port re-
quests.

Having described the overall structure and operation
of MEM 10112, including MEM 10112's input and out-
put ports to JP 10114 and 10S 10116, MEM 10112’s
control structure will be described next below.

e. MEM 10112 Control Structure and Operation (FIG.
207)

Referring to FIG. 207, a more detailed block diagram
of MIC 20116 is shown. FIG. 207 will be referred to in
conjunction with FIG. 201 in the following discussion
of MEM 10112’s control structure

1. MEM 10112 Control Structure

Referring first to FIG. 207, MCNTL Bus 20164 is
represented as including MCNTL-BC Bus 20164A,
MCNTL-MC Bus 20164B, and MCNTL-FIU Bus
20164C. Buses 20164A, 20164B, and 20164C are
branches of MCNTL Bus 20164 connected to, respec-
tively, BC 20114, MC 20116, and FIU 20120. Also rep-
resented in FIG. 207 are PD Bus 10146 and J PMC Bus
10147 to JP 10114, and IOM Bus 10130 and IOMC Bus
10131 to 1I0S 10116.

JO Port Address Register (JOPAR) 20710 and JI
Port Address Register JIPAR) 20712 have inputs con-
nected from PD Bus 10146. IO Port Address Register
(IOPAR) 20714 has an input connected from IOM Bus
10130. Port Control Logic (PC) 20716 has bi-directional
input/outputs connected from J PC 10147 and IOMC
Bus 10131. By-pass Read/Write Control Logic
(BR/WC) 20718 has a bi-directional input/output con-
nected from IOMC Bus 10131.

Outputs of JOPAR 20710, JIPAR 20712, and IOPAR
20714 are connected to inputs of Port Request Multi-
plexer (PRMUX) 20720 through, respectively, Buses
20732, 20734, 20736. PRMUX 20720’s output in turn is
connected to Bus 20738. Branches of Bus 20738 are
connected to inputs of Load Pointers (LF) 20724, Miss
Control (MISSC) 20726, and Request Manager (RM)
20722, and to Buses MCNTL-MC 20164B and
MCNTL-FIU 20164C.

Outputs of PC 20716 are connected to inputs of
JOPAR 20710, JIPAR 20712, IOPAR 20714, PRMUX
20720, and LP 20724 through Bus 20738. Bus 20740 is
connected between an input/output of PC 20716 and an
input/output of RM 20722.

An output of BR/WC 20718 is connected to
MCNTL-MC Bus 20164B through Bus 20742. Inputs of
BR/WC 20718 are connected from outputs of RM
20722 and Read Queue (RQ) 20728 through, respec-
tively, Buses 20744 and 20746.

RM 20722 has outputs connected to MCNTL-BC
Bus 20164A, MCNTL-FIU Bus 20164C, and input of
MISSC 20726, and an input of LP 20724 through, re-
spectively, Buses 20748, 20750, 20752, and 20754
MISSC 20726’s output is connected to MCNTL-BC
Bus 20164A. Outputs of LP 20724 are connected to
MCNTL-MC Bus 20164B and to an input of LM 20730
through, respectively, Buses 20756 and 20758. RQ
20728’s input is connected from MCNTL-MC Bus
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20164B through Bus 20760 and RQ 20728 has outputs
connected to an input of LP 20724, through Bus 20762,
and as previously described to an input of BR/WC
20718 through Bus 20746. Finally, LM 20730's output is
connected to MCNTL-MC Bus 20164B through Bus
20764.

Having described the structure of MIC 20122 with
reference to FIG. 207, and having previously described
the structure of MEM 10112 with reference to FIG.
201, MEM 10112's control structure operation will next
be described with reference to both FIGS. 201 and 207.

2. MEM 10112 Control Operation

Referring first to FIG. 207, JOPAR 20710, JIPAR
20712, and IOPAR 20714 are, as previously described,
connected from PD Bus 10146 from JP 10114 and IOM
Bus 10130 from IOS 10116. JPAR 20710, JIPAR 20712,
and IOPAR 20714 receive read and write request ad-
dresses from JP 10114 and I0S 10116 and store these
addresses for subsequent service by MEM 10112. As
will be described further below, these address inputs
from JP 10114 and I0S 10116 include FIU information
specifying what data manipulation operations must be
performed by FIU 20120 before requested data is trans-
ferred to the requestor or written into MEM 10112,
information regarding the destination data read from
MEM 10112 is to be provided to, information regarding
the type of operation to be performed by MEM 10112,
and information regarding operand length. Request
address information received and stored in JOPAR
20710, JIPAR 20712, and IOPAR 20714 is retained
therein until MEM 10112 has initiated service of the
corresponding requests. MEM 10112 will accept fur-
ther request address information into a given port regis-
ter only after a previous request into that port has been
serviced or aborted. Address information outputs from
JOPAR 20710, JIPAR 20712, and JOPAR 20714 are
transferred through PRMUX 20720 to Bus 20738 and
from there to RM 20722, MC 20116, and FIU 20120 as
service of individual requests is initiated. As will be
described below, this address information will be trans-
ferred through PRMUX 20720 and Bus 20738 to LP
20724 for use in servicing a cache miss upon occurrence
of a MC 20116 miss.

PC 20716 receives command and control signals per-
tinent to each requested memory operation from JP
10114 and IOS 10116 through JPMC Bus 10147 and
IOMC Bus 10131. PC 20716 includes request arbitration
logic and port state logic. Request arbitration logic
determines the sequence in which IO, JI, JO ports are
serviced, and when each port is to be serviced. In deter-
mining the sequence of port service, request drbitration
logic uses present port state information for each port
from the port state logic, information from JPMC Bus
10147 and IOMC Bus 10131 regarding each incoming
request, and information from RM 20722 concerning
the present state of operation of MEM 10112. Port state
logic selects each particular port to be serviced and, by
control signals through Bus 20738, enables transfer of
each port’s request address information from JOPAR
20710, JIPAR 20712, and IOPAR 20714 through
PRMUX 20720 to Bus 20738 for use by the remainder
of MEM 10112’s control logic in servicing the selected
port. In addition to request information received from
JP 10114 and 10S 10116 through JPMC Bus 10147 and
JOMC Bus 10131, port state logic utilizes information
from RM 20722 and, upon occurrence of a cache miss,
from LM 20730 (for clarity of presentation, this connec-
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tion is not represented in FIG. 207). Port state logic also
controls various port state flag signals, for example port
availability signals, signals indicating valid requests, and
signals indicating that various ports are waiting service.

RM 20722 controls execution of service for each
request. RM 20722 is a microcode controlled “micro-
machine” executing programs called for by requested
MEM 10112 operations. Inputs of RM 20722 include
request address information from IOPAR 20714,
JIPAR 20212, and JOPAR 20210, including informa-
tion regarding the type of MEM 10112 operation to be
performed in servicing a particular request, interrupt
signals from other MEM 10112 control elements, and,
for example, start signals from PC 20716’s request arbi-
tration logic. RM 20722 provides control signals to FIU
20120, MC 20116, and most other parts of MEM 10112’s
control structure.

Referring to FIG. 201, MC 20116’s cache is, for ex-
ample, an 8 Kilo-byte, four set associative cache used to
provide rapid access to a subset of data stored in MSB
20110. The subset of MSB 20110 data stored in MC
20116’s cache at any time is the data most recently used
by JP 10114 or I0S 10116. MC 20116’s cache, described
further below, includes tag store comparison logic for
determining encached addresses, a data store containing
corresponding encached data, and registers and logic
necessary to up-date cache contents upon occurrence of
a cache miss. Registers and logic for servicing cache
misses includes logic for determining the least recently
used cache entry and registers for capture and storage
of information regarding missed cache references, for
example modify bits and replacement page numbers.
Inputs to MC 20116 are provided from RM 20722, LM
20730 (discussed further below), FIU 20120, MSB
20110 (through BC 20114), LP 20724 (described further
below) and address information from PRMUX 20720.
Outputs of MC 20116 include data and go to FIU 20120
(through MOD Bus 10144), the data requestors (JP
10114 and IOS 10116), and a MC 20116 Write Back File
(described further below).

As previously described, FIU 20120 includes logic
necessary to make MEM 10112 appear bit addressable.
In addition, FIU 20120 includes logic for performing
certain data manipulation operations as required by the
requestors (JP 10114 or IOS 10116). Data is transferred
into FIU 20120 from MC 20116 through that portion of
MOD Bus 10144 internal to MEM 10112, is manipu-
lated as required, and is then transferred to the re-
questor through MOD Bus 10144 or MIO Bus 10129. In
the case of writes requiring read-modify-write of en-
cached data, the data is transferred back to MC 20116
through MOD Bus 10144 after manipulation. In gen-
eral, data manipulation operations include locating re-
quested data onto selected MOD Bus 10144 or MIO Bus
10129 lines and filling unused bus lines as specified by
the requestor. Data inputs to FIU 20120 may be pro-
vided from MC 20116 or JP 10114 through MOD Bus
10144 or from IOS 10116 through IOM Bus 10130, Data
outputs from FIU 20120 may be provided to MC 20116,
JP 10114, or JOS 10116 through these same buses. Con-
trol information is provided to FIU 20120 from RM
20722 through Bus 20748 and MCNTL-FIU Bus
20164C. Address information may be provided to FIU
20120 from JOPAR 20710, JIPAR 20712, or IOPAR
20714 through PRMUX 20720, Bus 20738, and
MCNTL-FIU Bus 20164C.

Returning to FIG. 207, MISSC 20726 is used in han-
dling MC 20116 misses. In the event of a request refer-

20

25

30

45

50

65

82

ring to data not in MC 20116’s cache, MISSC 20726
stores a block address of the reference and type of oper-
ation to be performed, this information being provided
from an address register in MC 20116 and from RM
20722. MISSC 20726 utilizes this information in gener-
ating a command to BC 20114, through MCNTL-BC
Bus 20164A, for a data read from MSB 20110 to obtain
the referenced data. BC 20114 places this command in a
queue, or register, and subsequently executes the com-
manded read operation. MISSC 20726 also generates an
entry into RQ 20728 (described further below) indicat-
ing the type of operation to be performed when refer-
enced data is subsequently read from MSB 20110.

RQ 20728 is, for example, a three-level deep queue
storing information indicating operations associated
with data being read from MSB 20110. Two kinds of
operation may be indicated: block by-pass reads and
cache loads. If a cache load is specified, that is a read
and store to MC 20116’s cache, is indicated, RM 20722
is interrupted and forced to place other MEM 10112
operations in idle until cache load is completed. A block
by-pass read operation results in by-pass read control
(described below) assuming control of the data from
MSB 20110. Inputs to RQ 20728 are control signals
from RM 20722, MISSC 20726, and BC 20114. RQ
20728 provides control outputs to LP 20724 (described
below) LM 20730 (described below) RM 20722, and
by-pass read control (described below).

LP 20724 is a set of registers for storing information
necessary for servicing MC 20116 misses that result in
order to load MC 20116’s tag store. LM 20730 uses this
information when data stored in MSB 20110 and read
from MSB 20110 to service a MC 20116 cache miss,
becomes available through BC 20114. Inputs to LP
20724 include the address of the missing reference, pro-
vided from JOPAR 20710, JIPAR 20712, or IOPAR
20714 through PRMUX 20720 and Bus 20738, com-
mands from RM 20722, and a control signal from RQ
20728. LP 20724 outputs include addresses of missed
references to MC 20116, through Bus 20756 and
MNCTL-MC 20164B, and command signals to LM
20730 and BR/WC 20718.

LM 20730, referred to above, controls loading of MC
20116’s cache with data from MSB 20110 after occur-
rence of a cache miss. RQ 20728, referred to above,
indicates, for each data read from MSB 20110, whether
the data read is the result of a MC 20116 cache miss. If
the data is read from MSB 20110 as a result of a cache
miss, LM 20730 proceeds to issue a sequence of control
signals for loading the data from MSB 20110 and its
associated address into MC 20116’s cache. This data is
transferred into MC 20116’s cache data store while the
block address, from LP 20724 is transferred into the tag
store (described in the following discussion) of MC
20116’s cache. If the transfer of data into MC 20116’s
cache replaces data previously resident in that cache,
and that previous data is “dirty”, that is has been writ-
ten into so as to be different from an original copy of the
data stored on MSB 20110, the modified data resident in
MC 20116’s cache must be written back into MSB
20110. This operation is performed through a Write
Back File contained in MC 20116 and described below.
In the event of such an operation, LM 20730 initiates a
write back operation by MC 20116 and BC 20114, also
as described below.

As will be described further in a following descrip-
tion, all MC 20116 cache load operations are full 4 word
blocks. A request resulting in a MC 20116 cache miss
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may result in a “hand-off”, that is a read operation of a
full 4 word block. Handoff operations also may be of
single 32 bit words wherein a 32 bit word aligned word
is transferred from JP 10114 or a 16 bit operand aligned
on the right half-word is transferred from 10S 10116. In
such a handoff operation, LM 20730 will send a valid
request signal to the requesting port and a handoff oper-
ation will be performed. Otherwise, a waiting signal
will be sent to the requesting port and the request will
re-enter the priority queue of PC 20716 for subsequent
execution. To accomplish these operations, LM 20730
receives input from RQ 20728, (not shown in FIG. 207
for clarity of presentation) and LP 20724. LM 20730
provides outputs to port state logic of PC 20716, to MC
20116, MC 20116’s Write Back File and MC 20116’s
Write Back Address Register and to BC 20114.

Referring to FIG. 201, as previously discussed 10S
10116 may request a full block write operation directly
to MSB 20110, Such a by-pass write request may be
honored if the block being transferred is not encached
in MC 20116’s cache. In such a case, RM 20722 will
initiate the transfer setting up By-Pass Write Control
logic in BR/WC 20718, and may then pass control of
the operation over to BR/WC 20718’s By-Pass Write
Control logic for completion. By-Pass Write Control
may then accept the remaining portion of the data block
from I0OS 10116, generating appropriate hand shaking
signals through JOMC Bus 10131, in load the data block
into BYF 20118 and MC 20116. MISSC 20726 will
provide a by-pass write command to BC 20114, through
MNCTL-PC Bus 20164A. BC 20114 will then transfer
the data block from BYF 20118 and into MA's 20112 in
MSB 20110.

As previously described, BYF 20118 receives data
from IOM Bus 10130 and provides data output to BC
20114 through BWI Bus 20178 and SBD Bus 20146.
BYF 20118 is capable of simultaneously accepting data
from IOM Bus 10130 while reading data out to BC
20114. Control of writing data into BYF 20118 is pro-
vided from BR/WC 20718’s By-Pass Write Control
logic.

10S 10116 may, as previously described, request a
full block read operation by-passing MC 20116’s cache.
In such a case, BR/WC 20718’s by-pass read control
handles data transfer to 1OS 10116 and generates re-
quired hand shaking signals to IOS 10116 through
IOMC Bus 10131. The data path for by-pass read opera-
tions is through a data path internal to MC 20116, rather
than through BYF 20118. This internal data path is
RDO Bus 20158 to MIO Bus 10129.

As previously described, BC 20114 manages all data
transfers to and from MA’s 20112 in MSB 20110. BC
20114 receives requests for data transfers from RM
20722 in an internal queue register. All data transfers to
and from MSB 20110 are full block transfers with block
aligned addresses. On data write operations, BC 20114
receives data from BWF 20118 or from MC 20116
Write Back File and transfers the data into MA’s 20112.
During read operations, BC 20114 fetches the data
block from MA's 20112 and places the data block on
RDO Bus 20158 while signalling to MIC 20122 that the
data is available. As described above, MIC 20122 tracks
and controls transfer of data and BYF 20118, MC
20116, and MC 20116’s Write Back File, and directs
data read from MSB 20110 to the appropriate destina-
tion, MC 20116’s Data Store, JP 10114, or IOS 10116.

In addition to the above operations, BC 20114 con-
trols refresh of MA's 20112 and performs error detec-
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tion and correction operations. In this regard, BC 20114
performs two error detection and correction opera-
tions. In the first, BC 20114 detects single and double bit
errors in data read from MSB 20110 and corrects single
bit errors. In the second, BC 20114 reads data stored in
MA’s 20112 during refresh operations and performs
single bit error detection. Whenever an error is de-
tected, during either read operations or refresh opera-
tions, BC 20114 makes a record of that error in an error
log contained in BC 20114 (described further in a fol-
lowing description). Both JP 10114 and I0S 10116 may
read BC 20114’s error log, and information from BC
20114's error log may be recorded in a CS 10110 main-
tenance log and to assist in repair and trouble shooting
of CS 10110. BC 20114's error log may be addressed
directly by RM 20722 and data from BC 20114’s error
log is transferred to JP 10114 or 10S 10116 in the same
manner as data stored in MSB 20110.

Referring finally to MA’s 20112, each MA 20112
contains an array of dynamic semiconductor random
access memories. BEach MA 20112 may contain 256
Kilo-bytes, 512 Kilo-bytes, 1 Mega-bytes, or 2 Mega-
bytes of data storage. The storage capacity of each MA
20112 is organized as segments of 256 Kilo-bytes each.
In addressing a particular MA 20112, BC 20114 selects
that particular MA 20112 as will be described further
below. BC 20114 concurrently selects a segment within
that MA 20112, and a block of four words within that
segment. Each word may comprise 39 bits of informa-
tion, 32 bits of data and 7 bits of error correcting code.
The full 39 bits of each MA 20112 word are transferred
between BC 20114 and MA's 20112 during each read
and write operation. Having briefly described the gen-
eral structure and operation of MEM 10112, certain
types of operations which may be performed by MEM
10112 will be described next below.

f. MEM 10112 Operations

MEM 10112 may perform two general types of oper-
ation. The first type are data transfer operations and the
second type are memory maintenance operations. Data
transfer operations may include read, write, and read
and set. Memory maintenance operations may include
read error log, repair block, and flush cache. Except
during a flush cache operation, the existence of MC
20116 and its operation is invisible to the requestors,
that is JP 10114 and IOS 10116.

A MEM 10112 read operation transfers data from MS
10112 to a requestor, either JP 10114 or 10S 10116. A
read data transfer is asynchronous in that the requestor
cannot predict elapsed time between submission of a
memory operation request and return of requested data.
Operation of a requestor in MEM 10112 is coordinated
by a requested data available signal transmitted from
MEM 10112 to the requestor.

A MEM 10112 write operation transfers data from
either JP 10114 or 10S 10116 to MEM 10112. During
such operations, JP 10114 is not required to wait for a
signal from MEM 10112 that data provided to MEM
10112 from JP 10114 has been accepted. JP 10114 may
transfer data to MEM 10112's JO Port whenever a JO
Port available signal from MEM 10112 is present; read
data is accepted immediately without further action or
waiting required of JP 10114. Word write operations
from 10S 10116 are performed in a similar manner. On
block write operations, however, IOS 10116 is required
to wait for a data taken signal from MEM 10112 before
sending the 2nd, 3rd and 4th words of a block.
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MEM 10112 has a capability to perform “lock bit”
operations. In such operations, a bit granular read of the
data is performed and the entire operand is transmitted
to the requestor. At the same time, the most significant
bit of the operand, that is the Lock Bit, is set to one in
the copy of data stored in MEM 10112. In the operand
sent to the requestor, the lock bit remains at its previous
value, the value before the current read and set opera-
tion. Test and set operations are performed by perform-
ing read and set operations wherein the data item length
is specified to be one bit.

As previously described, MEM 10112 performs cer-
tain maintenance operations,
MEM 10112’s Error Log in BC 20114 is a 32 bit register
containing an address field and an error code field. On

a first error to occur, the error type and in some cases, -

such as ERCC errors on read data stored in MSB 20110,
the address of the data containing the error is stored in
BC 20114’s Error Log Register. An interrupt signal
indicating detection of an error is raised at the same that
information regarding the error is stored in the Error
Log. If multiple errors occur before Error Log is read
and reset, the information regarding the first error will
be retained and will remain valid The Error Log code
field will, however, indicate that more than one error
has occurred.

JP 10114 may request a read Error Log operation
referred to as a “Read Log and Reset” operation. In this
operation, MEM 10112 reads the entire contents of
Error Log to JP 10114, resets Error Log Register, and
resets the interrupt signal indicating presence of an
error. IOS 10116, as discussed further below, is limited
to reading 16 bits at a time from MEM 10112. It there-
fore requires two read operations to read Error Log.
First read operation to IOS 10116 reads an upper 16 bits
of Error Log data and does not reset Error Log. The
second read operation is performed in the same manner
as a JP 10114 Read Log and Reset operation, except
that only the low order 16 bits of Error Log are read to
I0S 10116.

MEM 10112 performs repair block operations to
correct parity or ERCC errors in data stored in MC
20116’s Cache or in data stored in MA’s 20112. In a
repair block procedure, parity bits for data stored in
MC 20116’s Cache, or ERCC check bits of data stored
in MA’s 20112, are modified to agree with the data bits
of data stored therein. In this regard, repaired uncor-
rectible errors, such as two bit errors of data in MA’s
20112, will have good ERCC and parity values. Until a
repair block operation is performed, any read request
directed to bad data, that is data having parity or ERCC
check bits indicating invalid data, will be flagged as
invalid. Repair block operations therefore allow such
data to be read as valid, for example to be used in a data
correction operation. Errors are ignored and not logged
in BC 20114’s Error Log in repair block operations, A
write operation into an area containing bad data may be
accomplished if MEM 10112’s internal operation does
not require a read-modified-write procedure. Only byte
aligned writes of integral byte length data residing in
MC 20116 and word aligned writes of integral word
lengths of data in MSP 20110 do not require read-modi-
fied-write operation. By utilizing such write operations,
it is therefore possible to overwrite bad data by use of
normal write operations before or instead of repair
block operations.

MEM 10112 performs a cache flush operation in
event of a power failure, that is when MEM 10112 goes
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into battery back-up operation. In such an event, only
MA'’s 20112 and BC 20114 remain powered. Before JP
10114 and IOS 10116 lose power, JP 10114 and IOS
10116 must transfer to MEM 10112 any data, including
operating state, to be saved. This is accomplished by
using a series of normal write operations. After concly-
sion of these write operations, both JP 10114 and IOS
10116 transmit a flush cache request to MEM 10112,
Upon receiving two flush cache requests, MEM 10112
flushes MC 20116’s Cache so that all dirty data en-
cached in MC 20116's Cache is transferred into MA’s
20112 before power is lost. If only JP 10114 or I0S
10116 is operating, DP 10118 will detect this fact and
will have transmitted an enabling signal (FLUSHOK)
to MEM 10112 during system initialization. FLUSHOK
enables MEM 10112 to perform cache flush upon re-
ceiving a single flush cache request. After a cache flush
operation, no further MEM 10112 operations are possi-
ble until DP 10118 resets a power failure lock-out signal
to enable MEM 10112 to resume normal operation,

Having described MEM 10112’s overall structure and
operation and certain operations which may be per-
formed by MEM 10112, MEM 101125 interfaces to JP
10114 and IOS 10116 will be described next below.

g- MEM 1012 Interfaces to JP 10114 and IOS 10116
(FIGS. 209, 210, 211, 204)

As previously described, MJP Port 10140 and MIO
Port 10128 logically function as three independent
ports. These ports are an I0 Port to I0S 10116, a JP
Operand Port to JP 10114 and a JP Instruction Port to
JP 10114. Referring to FIGS. 209, 210, and 211, dia-
gramic representations of 10 Port 20910, JP Operand
(JPO) Port 21010, and JP Instruction (JPI) Port 21110
are shown respectively.

IO Port 20910 handles all IOS 10116 requests to
MEM 10112, including transfer of both instructions and
operands. JPO Port 21010 is used for read and write
operations of operands, for example numeric values, to
and from JP 10114. JPI Port 21110 is used to read SINS,
that is SOPs and operand NAMEs, from MEM 10112 to
JP 10114. Memory service requests to a particular port
are serviced in the order that the requests are provided
to the Port. Serial order is not maintained between
requests to different ports, but ports may be serviced in
the order of their priority. In one embodiment of the
present invention, I0 Port 20910 is accorded highest
priority, followed by JPO Port 21010, and lastly by JPI
Port 21110, with requests currently contained in a port
having priority over incoming requests. As described
above and will be described in more detail in following
descriptions, MEM 10112 operations are pipelined. This
pipelining allows interleaving of requests from IO Port
20910, JPO Port 21010, and JPI Port 21110, as well as
overlapping service of requests at a particular port. By
overlapping operations it is meant that one operation
servicing a particular port begins before a previous
operation servicing that port has been completed.

1. IO Port 20910 Operating Characteristics (FIGS. 209,
204)

Referring first to FIG. 209, a diagramic representa-
tion of 10 Port 20910 is shown., Signals are transmitted
between IO Port 20910 and 10S 10116 through MIO
Bus 10129, IOM Bus 10130, and IOMC Bus 10131. MIO
Bus 10129 is a unidirectional bus having inputs from
MC 20116 and FIU 20120 and dedicated to transfers of
data and instructions from MEM 10112 to I0S 10116,
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IOM Bus 10130 is likewisc a unidirectional bus and is
dedicated to the transfer, from 108 10116 to MEM
10112, of read addresses, write addresses, and data to be
written into MEM 10112. IOM Bus 10130 provides
inputs to BYF 20118, FIU 20120, and MIC 20122.
IOMC Bus 10131 is a set of dedicated signal lines for the
exchange of control signals between 10S 10116 and
MEM 10112

Referring first to MIO Bus 10129, MIO Bus 10129 is
a 36 bit bus receiving read data inputs from MC 20116’s
Cache and from FIU 20120. A single read operation
from MEM 10112 to IOS 10116 transfers one 32 bit
word (or 4 bytes) of data (MIO(0-31)) and four bits of
odd parity (MIOP(0-3)), or one parity bit per byte.

Referring next to IOM Bus 10130, a single transfer
from IOS 10116 to MEM 10112 includes 36 bits of infor-
mation which may comprise either a memory request
comprising a physical address, a true length, and com-
mand bits. These memory requests and data are multi-
plexed onto IOM 10130 by IOS 10116.

Data transfers from 10S 10116 to MEM 10112 each
comprise a single 32 bit data word (TOM(0-31)) and
four bits of odd parity (IOMP(0-3)) or one parity bit per
byte. Such data transfers are received by either BYF
20118 or FIU 20120.

Each 10S 10116 memory request to MEM 10112, as
described above, includes an address field, a length
field, and an operation code field. Address and length
fields occupy the 32 IOM Bus 10130 lines used for trans-
fer of data to MEM 10112 in IOS 10116 write opera-
tions. Length field includes four bits of information
occupying bits (IOM(0-3)) of IOM Bus 10130 and ad-
dress field contains 27 bits of information occupying bits
(IOM(4-31)) of IOM Bus 10130. Together, address and
length field specify a physical starting address and true
length of the particular data jtem to be written into or
read from MEM 10112, Operation code field specifies
the type of operation to be performed by MEM 10112,
Certain basic operation codes comprise 3 bits of infor-
mation occupying bits (IOMP (32-36)) of IOM Bus
10130; as described above. These same lines are used for
transfer of parity bits during data transfers. Certain
operations which may be requested of MEM 10112 by
10S 10116 are, together with their corresponding com-
mand code fields, are;

000 =read,

001 =read and set,

010=write,

011 =error,

100=read error log (first half),

101 =read error log (second half) and reset,

110=repair block, and

111 =flush cache.

Two further command bits may specify further oper-
ations to be performed by MEM 10112. A first com-
mand bit, indicates to MEM 10112 during write opera-
tions whether it is desirable to encache the data being
written into MEM 10112 in MC 20116’s Cache. I0S
10116 may set this bit to zero if reuse of the data is
unlikely, thereby indicating to MEM 10112 that MEM
10112 should avoid enchaching the data. 10S 10116
may set this bit to one if the data is likely to be reused,
thereby indicating to MEM 10112 that it is preferable to
encache the data. A second command bit is referred to
a CYCLE. CYCLE command bit indicates to MEM
10112 whether a particular data transfer is a single cycle
operation, that is a bit granular word, or a four cycle
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operation, thatis a block aligned block or a byte aligned
partial block.

IOMC 10131 includes a set of dedicated lines for
exchange of control signals between I0S 10116 and
MEM 10112 to coordinate operation of 10S 10116 and
MEM 10112, A first such signal is Load I0 Request
(LIOR) from I0S 10116 to MEM 10112. When JOS
10116 wishes to load a memory request into MEM
10112, IOS 10116 asserts LIOR to MEM 10112. 10S
10116 must assert LIOR during the same system cycle
during which the memory request, that is address,
fength, and command code fields, are valid. If LIOR
and 10 Port Available (IOPA) signals, described below,
are asserted during the same clock cyle, MEM 10112’s
port is loaded from IOS 10116 and IOPA is dropped,
indicating the request has been accepted. If a load of 2
request is attempted and TOPA is not asserted, MEM
10112 remains unaware of the request, LIOR remains
active, and the request must then be repeated when
IOPA is asserted.

IOPA is a signal from MEM 10112 to 10S 10116
which is asserted by MEM 10112 when MEM 10112 is
available to accept a new request from 10S 10116.
IOPA may be asserted while 2 previous request from
IOS 10116 is completing operation if the address,
length, and operation code fields of the previous request
are no longer required by MEM 10112, for example in
servicing bypass operations.

10 Data Taken (TIOMD) is a signal from MEM
10112 to I0S 10116 indicating that MEM 10112 has
accepted data from 108 10116. IOS 10116 places a first
data word on IOM Bus 10130 on the next system clock
cycle after a write request is loaded; that is, LIOR has
been asserted, a memory request presented, and IOPA
dropped.- MEM 10112 then takes that data word on the
clock edge beginning the next system clock cycle. At
this point, MEM 10112 asserts TIOMD to indicate the
data has been accepted. On a single word operations
TIOMD is not used by 10S 10116 as a first data word is
always accepted by MEM 10112 if IO Port 20910 was
available. On block operations, a first data word is al-
ways taken but a delay may occur between acceptance
of first and second words. I0S 10116 is required to hold
the second word valid on IOM Bus 10130 until MEM
10112 responds with TIOMD to indicate that the block
operation may proceed.

Data Available for 10 (DAVIO) is a signal asserted
by MEM 10112 to IOS 10116 indicating that data re-
quested by I0S 10116 is available. DAVIO is asserted
by MEM 10112 during the system clock cycle in which
MEM 10112 places the requested data on MIO Bus
10129. In any single word type transfer, DAVIO is
active for a single system clock transfer. In block type
transfers, DAVIO is normally active for four consecu-
tive system clock cycles. Upon event of a single cycle
“bubble” resulting from detection and correction of an
ERCC error by BC 20114, DAVIO will remain high for
four non-consecutive system clock cycles and with a
single cycle bubble, a non-assertion, in DAVIO corre-
sponding to the detection and correction of the error.

10 Memory Interrupt IMINT) is 2 signal asserted by
MEM 10112 to 10S 10116 when BC 20114 places a
record of a detected error in BC 20114’s Error Log, as
described above.

Previous MIO Transfer Invalid (PMIOI) signal is
similarly a signal asserted by MEM 10112 to 10S 10116
regarding errors in data read from MEM 10112 to 108
10116. If an uncorrectible error appears in such data,
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that is an error in two or more data bits, the incorrect
data is read to IOS 10116 and PMIOI signal asserted by
MEM 10112. Correctible, or single bit, errors in data do
not result in assertion of PMIOL MEM 10112 will assert
PMIOI to IOS 10116 of the next system clock cycle
following MEM 10112’s assertion of DAVIO.

Having described MEM 10112’s interface to I0S
10116, and certain operations which I0OS 10116 may
request of MEM 10112, certain MEM 10112 operations
within the capability of the interface will be described
next. First, operand transfers, for example of numeric
data, between MEM 10112 and IOS 10116 may be bit
granular with any length from one to sixteen bits. Oper-
and transfers may cross boundaries within a page but
may not cross physical page boundaries. As previously
described, MIO Bus 10129 and IOM Bus 10130 are
capable of transferring 32 bits of data at a time. The least
significant 16 bits of these buses, that is bits 16 to 31, will
contain right justified data during operand transfers.
The contents of the most significant 16 bits of these
buses is generally not defined as MEM 10112 generally
does not perform fill oerations on read operations to IO
Port 20910, nor does IOS 10116 fill unused bits during
write operations. During a read or write operation, only
those data bits indicated by length field in the corre-
sponding memory request are of significance. In all
cases, however, parity must be valid on all 32 bits of
MIOQ Bus 10129 and IOM Bus 10130.

Referring to FIG. 204A, 10S 10116 includes Data
Channels 20410 and 20412 each of which will be de-
scribed further in a following detailed description of
I0S 10116. Data Channels 20410 and 20412 each pos-
sess particular characteristics defining certain 10 Port
20910 operations. Data Channel 20410 operates to read
and write block aligned full and partial blocks. Full
blocks have block aligned addresses and lengths of 16
bytes. Partial blocks have byte aligned addresses and
lengths of 1 to 15 bytes; a partial block transfer must be
within a block, that is not cross block boundaries. A full
4 word block will be transferred between 10S 10116
and MEM 10112 in either case, but only those blocks
indicated by length of field in a corresponding MEM
10112 request are of actual significance in a write opera-
tion. Non-addressed bytes in such operations may con-
tain any information so long as parity is valid for the
entire data transfer. Data Channel 20412 preferably
reads or writes 16 bits at a time on double byte bound-
aries. Such reads and writes are right justified on MIO
Bus 10129 and IOM Bus 10130. The most significant 16
bits of these buses may contain any information during
such operations so long as parity is valid for the entire
32 bits. Data Channel 20412 operations are similar to
IOS 10116 operand read and write operations with
double byte aligned addresses and lengths of 16 bits.
Finally, instructions, for example controlling IOS 10116
operation, are read from MEM 10112 to IOS 10116 a
block at a time. Such operations are identical to a full
block data read.

Having described the operating characteristics of IO
Port 20910, the operating characteristics of JPO Port
21010 will be described next.

2. JPO Port 21010 Operating Characteristics (FIG. 210)

Referring to FIG. 210, a diagramic representation of
JPO Port 21010 is shown. As previously described, JPO
Port 21010 is utilized for transfer of operands, for exam-
ple numeric data, between MEM 10112 and JP 10114,
JPO Port 21010 includes a request input (address,
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length, and operation information) to MIC 20122 from
36 bit PD Bus 10146, a write data input to FIU 20120
from 32 bit JPD Bus 10142, a 32 bit read data output
from MC 20116 and FIU 20120 to 32 bit MOD Bus
10144, and bi-directional control inputs and outputs
between MIC 20122 and JPMC Bus 10147.

Referring first to JPO Port 21010°s read data output
to MOD Bus 10144, MOD Bus 10144 is used by JPO
Port 21010 to transfer data, for example operands, to JP
10114. MOD Bus 10144 is also utilized internal to MEM
10112 as a bi-directional bus to transfer data between
MC 20116 and FIU 20120. In this manner, data may be
transferred from MC 20116 to FIU 20120 where certain
data format operations are performed on the data before
the data is transferred to JP 10114 through MOD Bus
10144. Data may also be used to transfer data from FIU
20120 to MC 20116 after a data format operation is
performed in a write operation. Data may also be trans-
ferred directly from MC 20116 to JP 10114 through
MOD Bus 10144. Internal to MEM 10112, MOD Bus
10144 is a 36 bit bus for concurrent transfer of 32 bits of
data, MOD Bus 10144 bits (MOD(0-31)), and 4 bits of
odd parity, 1 bit per byte, MOD Bus 10144 bits
(MODP(0-3)). External to MEM 10112, MOD Bus
10144 is a 32 bit bus, comprising bits (MOD(0-31));
parity bits are not read to JP 10114.

Data is written into MEM 10112 through JPD Bus
10142 to FIU 20120. As just described, data format
operations may then be performed on this data before it
is transferred from FIU 20120 to MC 20116 through
MOD Bus 10144. In such operations, JPD Bus 10142
operates as a 32 bit bus carrying 32 bits of data, bits
(JPD (0-31)), with no parity bits. JO Port 21010 gener-
ates parity for JPD Bus 10142 data to be written into
MEM 10112 as this data is transferred into MEM 10112.

Memory requests are also transmitted to MEM 10112
from JP 10114 through JPD Bus 10142, which operates
in this regard as a 40 bit bus. Each such request includes
an address field, a length field, an FIU field specifying
data formating operations to be performed, operation
code field, and a destination code field specifying desti-
nation of data read from MEM 10112. Address field
includes a 13 bit physical page number field,
(JPPN(0-12)), and a 14 bit physical page offset field,
(JPPO(0-13)). Length field includes 6 bits of length
information, (JLNG(0-5)), and expresses true length of
the data item to be written to or read from MEM 10112.
As JPD Bus 10142 and MOD Bus 10144 are each capa-
ble of transferring 32 bits of data in a single MEM 10112
read or write cycle, 6 bits of length information are
required to express true length. As will be described in
a following description, JP 10114 may provide physical
page offset and length information directly to MEM
10112, perform logical page number to physical page
number translations, and may perform a Protection
Mechanism 10230 check on the resulting physical page
number. As such, MEM 10112 expects to receive
(JPPN(0-12)) later than (JPPO(0-13)) and
(JLNG(0-5)). (JPPO(0-13)) and (JLNG(0-5)) should,
however, be valid during the system clock cycle in
which a JP 10114 memory request is loaded into MEM
10112,

Operation code field provided to MEM 10112 from
JP 10114 is a 3 bit code, GMCMD(0-2)) specifying an
operation to be formed by MEM 10112. Certain opera-
tions which JP 10114 may request of MEM 10112, and
their corresponding operation codes, are:

000 =read;
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001 =read and set;

010=write;

011 =error;

100=error;

101 =read error log and reset;

110=repair block; and,

111 =flush cache.

Two bit FIU field, (JFIU(0-1)) specifies data manipu-
lation operations to be performed in executing read and
write operations. Among the data manipulation opera-
tions which may be requested by JP 10114, and their
FIU fields, are:

00=right justified, zero fill;

01 =right justified, sign extend;

10=left justify, zero fill; and,

11=left justify, blank fill.

For write operations, JPO Port 21010 may respond
only to the most significant bit of FIU field, that is the
FIU field bit specifying alignment.

Finally, destination field is a two bit field specifying a
JP 10114 destination for data read from MEM 10112.
This field is ignored for write operations to MEM
10112. A first bit of destination field, JPMDST, identi-
fies the destination to be FU 10120, and the second field,
EBMDST, specifies EU 10122 as the destination.

JPMC Bus 10147 includes dedicated lines for ex-
change of control signals between JPO Port 21010 and
JP 10114. Among these control signals is Load JO Re-
quest (LJOR), which is asserted by JP 10114 when JP
10114 wishes to load a request into MEM 10112. LJOR
is asserted concurrently with presentation of the mem-
ory request to MEM 10112 through PD Bus 10146. JO
Port Available (JOPA) is asserted by MEM 10112 when
JPO Port 21010 is available to accept a new memory
request from JP 10114. If LYOR and JOPA are asserted
concurrently, MEM 10112 accepts the memory request
from JP 10114 and MEM 10112 drops JOPA to indicate
that memory request has been accepted. As previously
discussed, MEM 10112 may assert JOPA while a previ-
ous request is being executed and the PD Bus 10146
information, that is the memory request previously pro-
vided concerning the previous request, is no longer
required.

If JP 10114 submits a memory request and JOPA is
not asserted by MEM 10112, MEM 10112 does not
accept the request and JP 10114 must resubmit that
request when JOPA is asserted. Because, as described
above, JPPN field of a memory request from JP 10114
may arrive late compared to the other fields of the
request, MEM 10112 will delay loading of JPPN field
for a particular request until the next system clock cycle
after the request was initially submitted. MEM 10112
may also obtain this JPPN field at the same time it is
being loaded into the port register by by-passing the
port register.

JP 10114 may abort a memory request upon asserting
Abort JP Request (ABJR). ABIR will be accepted by
MEM 10112 during system clock cycle after accepting
memory request from JP 10114 and ABJR will result in
cancellation of the requested operation. A single ABJR
line is provided for both JPO Port 21010 and J PI Port
1110 because, as described in a following description,
MEM 10112 may accept only a single request from JP
10114, to either JPQ Port 21010 or to JPI Port 21110,
during a single system clock cycle.

Upon completion of an operand read operation re-
quested through JPO Port 21010 MEM 10112 may
assert either of two data available signals to JP 10114.
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These signals are data available for FA(DAVFA) and
data available for EB(DAVEB). As previously de-
scribed, a part of each read request from JP 10114 in-
cludes a destination field specifying the intended desti-
nation of the requested data. As will be described fur-
ther below, MEM 10112 tracks such destination infor-
mation for read requests and returns destination infor-
mation with corresponding information in the form of
DAVFA and DAVEB. DAVFA indicates a destina-
tion in FU 10120 while DAVEB indicates a destination
in BU 10122. MEM 10112 may also assert signal zero
filled (ZFILL) specifying whether read data for JPO
Port 21010 is zero filled. ZFILL is valid only when
DAVERB is asserted.

For a JPO Port 21010 write request, the associated
write data word should be valid on the same system
clock cycle as the request, or one system clock cycle
later. JP 10114 asserts Load JP Write Data (LJWD)
during the system clock cycle when JP 10114 places
valid write data on JPD Bus 10142.

As previously discussed, when MEM 10112 detects
an error in servicing a JP 10114 request MEM 10112
places & record of this error in MC 20116’s Error Log.
When an entry is placed in Error Log for either JPO
Port 21010 or IO Port 20910, MEM 10112 asserts an
interrupt flag signal indicating a valid Error Log entry
is present. DP 10118 detects this flag signal and may
direct the flag signal to either JP 10114 or JOS 10116, or
both. 10S 10116 or JP 10114, as selected by DP 10118,
may then read and reset Error Log and reset the flag.
The interrupt flag signal is not necessarily directed to
the requestor, JP 10114 or I0S 10116, whose request
resulted in the error.

If an uncorrectible MEM 10112 error, that is an error
in twp or more bits of a single data word, is detected in
a read operation the incorrect data is read to JP 10114
and,an invalid data signal asserted. A signal, Previous
MOD Transfer Invalid (PMODI), is asserted by MEM
10112 on the next system clock cycle following either
DAVFA or DAVEB. PMODI is not asserted for single
bit errors, ‘instead the data is corrected and the cor-
rected data read to JP 10114.

Having described JPO Port 21010°s structure, and
characteristics, JPI Port 21110 will be described next
below.

3, JPI Port 21110 Operating Characteristics (FIG. 211)

Referring to FIG. 211, a diagramic representation of
JPI Port 21110 is shown. JPI Port 21110 includes an
address input from PD Bus 10146 to FIU 20120, a data
output to MOD Bus 10144 from MC 20116, and bi-
directional control inputs and outputs from MIC 20122
to JPMC Bus 10147. As previously described, a primary
function of JPI Port 21110 is the transfer of SOPs and
operand NAMEs from MEM 10112 to JP 10114 upon
request from JP 10114. JPI Port thereby performs only
read operations wherein each read operation is a trans-
fer of a single 32 bit word having a word aligned ad-
dress.

Referring to JPI Port 21110 input from PD Bus
10146, read requests to MEM 10112 by JP 10114 for
SOPs and operand NAMEs each comprise a 21 bit
word address. As described above, each JPI Port 21110
read operation is of a single 32 bit word. As such, the
five least significant bits of address are ignored by
MEM 10112. For the same reason, a JPI Port 21110
request to MEM 10112 does not include a length field,
an operation code field, an FIU field, or a destination
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code field. Length, operation code, and FIU code fields
are not required since JPI Port 21110 performs only a
single type of operation and destination code field is not
required because destination is inherent in a JPI Port
21110 request.

The 32 bit words read from MEM 10112 in response
to JPI Port 21110 requests are transferred to JP 10114
through MC 20116’s 32 bit output to MOD Bus 10144,
As in the case of JPO 21010 read outputs to JP 10114,
JPI Port 21110 does not provide parity information to
JP 10114,

Control signals exchange between JP 10114 and JPI
Port 21110 through JPMC Bus 10147 include Load JI
Request (LJIR) and JI Port Available (JIPA), which
operate in the same manner as discussed with reference
to JPO Port 21010. As previously described, JPO Port
21010 and JPI Port 21110 share a single Abort JP Re-
quest (ABJR) command. Similarly, JPO Port 21010 and
JPI Port 21110 share Previous MOD Transfer Invalid
(PMODI) from MEM 10112. As described above, a JPI
Port 21110 request does not include a destination field
as destination is implied. MEM 10112 does, however,

20

provide a Data Available Signal (DAVFI) to JP 10114 .

when a word read from MEM 10112 in response to a
JPI Port 21110 request is present on MOD Bus 10144
and valid.

Having described the overall structure and operation
of MEM 10112, and the structure and operation of
MEM 10112’s interfaces to JP 10114 and I0OS 10116, the
structure and operation of each major functional block
of MEM 10112 will next be described in further detail,
In general, these discussions will begin at MEM 10112’s
interfaces to JP 10114 and 10S 10116, and will progress
inwards to MA’s 20112. As such, MIC 20122 will be
described first, followed by descriptions of MC 20116,
FIU 20120, BC 20114, and MA’s 20112, in that order.

h. MIC 20122 Structure and Operation (FIGS. 207,
212-225)

MIC 20122, as previously described with reference to
FIG. 207, provides primary control for MEM 10112,
Among the functions controlled by MIC 20122 are:
selection and control of service of requests to 10 Port
20910, JPO Port 21010, and JPI Port 21110; interroga-
tion and service of MC 20116; control of data formating
operations by FIU 20120; control of data paths through
MEM 10112; and, initiation of BC 20114 operations in
Tésponse to request to MEM 10112. MIC 20122 is mi-
crocode controlled with primary control residing in
RM 20722. RM 20722 may initiate operations of subor-
dinate MIC 20122 circuits for example BR/WC 20718,
and subsequently execute operations in parallel with
those operations initiated by RM 20722. This division of
control responsibility, that is the capability of RM 20722
to initiate subordinate operations while executing paral-
lel operations, allows MEM 10112 to, for example,
overlap block transfers to and from IOS 10116 while
executing read and write operations between MC 20116
and JP 10114.

During the following descriptions, the sequence of
MIC 20122 operations executed for each MEM 10112
operation will be described together with the MIC
20122 structures involved in these operations. The fol-
lowing descriptions will begin at those portions of IO
Port 20714, JPI Port 20712, and JPO Port 20710 resi-
lent in MIC 20122, and will progress through, for ex-
tmple, RM 20722, LM 20730, and MIC 20122’s inter-
ace to BC 20114. FIG. 207 will be referred to during
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these descriptions, together with other figures showing
portions of MIC 20122 in further detail, which will be
introduced as required.

1. JOPAR 20710, JIPAR 20712, IOPAR 20714, and
PRMUX 20720 (FIG. 212)

Referring to FIGS. 212 and 212A, those portions of
IO Port 20910, JPO Port 21010, and JPI Port 21110
residing in MIC 20122, and PRMUX 20720, are shown
together with other MIC 20122 logic circuitry which
will be discussed further below.

As indicated in FIG. 212, JOPAR 20710, JIPAR
20712, and IOPAR 20714 are each composed of a set of
registers (for example, SN745194s) for receiving and
storing address, length, operation code, FIU code, and
destination code fields of memory requests. As de-
scribed above, inputs of JOPAR 20710, JIPAR 20712,
and IOPAR 20714 are connected from, respectively,
PD Bus 10146 and IOM Bus 10130. The memory re-
quest fields received and stored by JOPAR 20710,
JIPAR 20712, and IOPAR 20714, together with their
corresponding inputs from JO, JI and IO Ports, are
indicated in FIG. 212, Outputs of JOPAR 20710,
JIPAR 20712, and IOPAR 20714 are connected to in-
puts of PRMUX 20720, which is comprised of corre-
sponding sets of tri-state driver circuits (for example,
SN748244s).

The various outputs of PRMUX 20720 comprising
Bus 20738 are indicated in FIG. 212, Among these buses
are certain buses shared by IO Port 20910, JPO Port
21010, and JPI Port 21110, Tag Store Address (TSA)
Bus 21210 is a 20 bit bus for, in part, distributing block
address portions of address fields within MEM 10112
Next Data Store Word (NEXTDSW) Bus 21212,isa2
bit bus for distributing word within block information
of address fields within MEM 10112, Bit length infor-
mation from length fields of memory requests are dis-
tributed through MEM 10112 by five bit Bit Length
Number (BLN) Bus 21214. Finally, requested operation
information from operation code fields of memory re-
quests are distributed through 4 bit Request Operation
(REQOP) Bus 21216. Other buses comprising Bus
20738 will be described below as required.

Referring first to 10 Port 20910, including IOPAR
20714, IO Port Request Registers (IOPRR) 21218 re-
ceive 36 bits of request information from IOM Bus
10130. This information includes Physical Page Num-
ber (PPN), Physical Page Offset (PPO), Length Field
(BLN), and an Encache Bit indicating whether data to
be written into MEM 10112 is to be encached in MC
20116 and is loaded directly into IOPRR 21218. Adder
21240 receives BLN and the five least significant bits of
PPO and adds these inputs to generate a five bit Final
Bit Within-A-Word Address (FBA(0-4)), which is then
loaded into JOPRR 21218,

As will be described in a following description,
FBA(04) actually points one bit past actual final bit
address and is subsequently corrected in later request
processing. If calculation of FBA(0—4) resultsin a carry,
and FBA(0—4) is not 0, then the memory request is a
cross word reference, that is the data item extends
across a word boundary. This occurence is indicated by
setting to one an IO Cross Word (IOCW) flag which is
stored in IOPRR 21218,

Encode Logic (ENC) 21242 is a Read Only Memory
(ROM) and combinatorial logic receiving the three bit
operation code field, five least significant bits of PPQ of
address, and four bits of BLN. ENC 21242 encodes this
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information to generate a four bit Next 10 Operation
(OP) code which is subsequently loaded into IOPRR
21218, Operation code field of an 10S 10116 request
indicates only the general type of MEM 10112 opera-
tion to be executed in servicing a particular request. The
actual operation performed by MEM 10112 will depend
upon the specific operation command and the address
boundaries of the data item referred to in the particular
memory request. For example, a byte granular length
with a starting address aligned on a word boundary may
require MEM 10112 to exccute a different operation
than does a word granular length aligned on a word
boundary.

IOPA input to JOPRR 21218 is, as previously dis-
cussed, a signal generated by MEM 10112 indicating
that 10 Port 20910 is available to accept a memory
request from I0S 10116. IOPA is used in [OPRR 21218
as an enabling signal and, when asserted, allows a mem-
ory request from IOS 10116 to be transferred into
IOPRR 21218.

Three enabling signals to Gates 21224 of PRMUX
20720 gate the contents of IOPRR onto Bus 20738,
which, as indicated in FIG. 212, is comprised of certain
sub-buses. These enabling signals are generated by
other portions of MIC 20122 logic described in a fol-
lowing description. These enabling signals, the portions
of JOPRR 21218’s contents gated onto each of Bus
20738’s sub-bus by each signal, and Bus 20738’s sub-
buses, are:

IO Port Select IOPORTSEL)

(1) IOPORTSEL gates the low order five bits of
PPO onto Starting Bit Address (SBA) Bus 21226,
which transfers this information to FIU 20120. These
low order five bits of PPO define a starting bit address
within a word or, for block transfers, define a starting
byte address within a block.

(2) IOPORTSEL gates BLN (Length) onto BLN Bus
21214. Because 10S 10116 reads or writes at most 16
bits, or 16 bytes on block transfers, at a time the most
significant bit of length information on BLN Bus 21214
is forced to zero.

(3) IOPORTSEL gates FBA (Final Bit Address)
onto FBA Bus 21228 of Bus 20738. FBA defines a final
bit address within a word or a final byte within a block
address when block transfers are performed.

(4) IOPORTSEL gates encoded requestor operation
(NEXTOP) onto four bit Requestor Operation
(REQOP) Bus 21216 of Bus 20738.

(5) IOPORTSEL gates 1O Cross Word (IOCW) onto
Cross Word (CROSSWORD) Line 21230 of Bus 20738.
JOCW, together with any NEXTOP, are used within
MIC 20122 to control the operation performed by
MEM 10112 when the corresponding memory request
is serviced.

(6) IOS 10116 expects all data to be right aligned, half
words with no fill or extension, or block aligned, 32 bit
block transfers. As such, when servicing an I0S 10116
request, IOPORTSEL forces zeros onto two bit Align-
ment (ALIGN) Bus 21232 of Bus 20738. ALIGN Bus
21232, as described further below, transmits alignment
information to FIU 20120 where it is used in selecting
data formating operations performed by FIU 20120 in
servicing memory requests.

IO Block Selet IOBLKSEL)

(1) IOBLKSEL gates two bits of word and block
address information from PPO field of memory request
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onto NEXTDSW Bus 21212 through Word Address
Multiplexer (WAM) 21234. WAM 21234 also receives a
two bit word within block address information from
JOPAR 20710, and a two bit Load Sequence (LOAD-
SEQ) Word and Block Address generated by MIC
20122. As will be discussed further below, LOADSEQ
is generated by MIC 20122 during MC 20116 block load
operations, and is used to select blocks to be loaded into
MC 20116's cache. The selection of which WAM
21234’s inputs is transferred onto NEXTDSW Bus
21212 is determined by a two bit control input compris-
ing signals Load Active (LOADACT) and Automatic
Word Operation (AUTOWORDOP). AUTOWOR-
DOP selects whether NEXTDSW Bus 21212 will re-
ceive two bits of word and block address information
from one of requestor JOPAR 20710, JIPAR 20712,
and JIOPAR 20714, or from Request Manager RM)
20722. LOADACT selects WAM 21234 input LOAD-
SEQ during block loads of MC 20116. NEXTDSW Bus
21212 two bit word address information is, as described
in a following description, used to determine a next
word to be referenced in MC 20116’s cache.

(2) IOBLKSEL gates seven bits of block on page
address information onto bits 13 to 19 of TSA Bus 21210
from PPO field of IOPRR 21218.

IO Page Select (IOPAGESEL)

(1) IOPAGESEL gates 13 bits of PPN field from
IOPRR 21218 onto bits 0 to 12 of TSA Bus 21210.

As previously described, I0S 10116 may suggest to
MEM 10112 whether MEM 10112 should encache data
access by block operations that might otherwise by-pass
MC 20116’s cache. Encache bit of I0S 10116 memory
request is received and stored in IOPRR 21218 and
passed directly from there to other portions of MIC
20122 through single bit 10 Encache (IOENCACHE)
Bus 21236. If IOENCACHE bit is set to 1, MEM 10112
may not perform a MC 20116 cache by-pass operation
in servicing that particular memory request. If IOENC-
ACHE bit is not set to one, MEM 10112, and in particu-
lar MIC 20122, decides whether a block access opera-
tion must go through MC 20116’s cache, depending
upon whether the referenced data is presently encached
or not.

Referring to JOPAR 20710, JPO Port 21010 requests
are received and stored in Job Processor Operand Port
Request Register (J POPRR) 21233. Contents of
JPOPRR 21238 include a PPN field, a PPO field, a
BLN field and a FIU field, a destination (DEST) field,
an OP field, and a CROSSWORD field PPO field in-
cludes a 7 bit block-within-physical-page (PLA) field, a
two bit word-within-block (WD) field, and a 5 bit bit-
within-word (BIT) field. The PPN, PPO, BLN, FIU,
and DEST fields into JPOPRR 21233 are received
directly from JP 10114 as, respectively, J PPN(0-12),
JPPO(90-13), JLNG(0-5), JFIU10-1), and JMDST or
EBMDST, which have been previously discussed with
reference to MEM 10112’s interface to JP 10114. FBA
and CROSSWORD fields of JPOPRR 21233 are gener-
ated by Adder 21240 from the five least significant bits
of JPPO(0-13) and the 6 bits of JLNG({(0-5) in a manner
similar to that discussed with reference to IOPAR
20714. NEXTOP field is generated by Encoder (ENC)
21242 from the five least significant bits of JPPO(0-13),
the 6 bits of JLN(0-5) and 3 bit J MCMD(0-2).

JPO Port 21010 request information, that is JPOPRR
2123%'s fields and PPN field JPPN (0-12)) from PD
Bus 10146, are gated onto Bus 20738 through Gates
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21244 of PRMUX 20720. Enabling signals JO Port
Select, JO Port Block Select, JO Page Select, and JO
Late Page Select gate JOP Port 21010 request informa-
tion onto certain Bus 20738 sub-buses. These enabling
signals, the memory request fields gated by each, and
the corresponding sub-buses of Bus 20738 are:

JO Port Select (JOPORTSEL)

(1) JOPORTSEL gates 5 bit Starting Bit Address
(SBA) comprising BIT field of PPO field onto five bit
Starting Bit Address (SBA) Bus 21226. As previously
described, starting bit address information is provided
by SBA Bus 20226 to FIU 20120 for use in executing
data formating operations.

(2) JOPORTSEL gates length information, that is 5
bit BLN field, onto BLN Bus 21214. As previously
described, BLN Bus 21214 provides length information
to FIU 20120 for use in data formating operations.

(3) JOPORTSEL gates 5 bit FBA field onto FBA
Bus 21228 for use in by FIU 20120 in executing data
formating operations.

(4) JOPORTSEL gates 2 bit FIU field onto ALIGN
Bus 21232 to FIU 20120 for use in data formating opera-
tions. It should be noted, as described further below,
that ALIGN Bus 21232 does not go directly to FIU
20120, but to RM 20722 which generates corresponding
control signals to FIU 20120.

(5) JOPORTSEL gates 4 bit NEXTJPOP field onto
REQOP Bus 21216. As previously described, next oper-
ation information on REQOP Bus 21216 is used by MIC
20122 in determining what type of MEM 10112 opera-
tion is to be performed in servicing the associated mem-
ory request.

(6) JOPORTSEL gates CROSSWORD onto single
bit CROSSWORD Bus 21230, where it is used by MIC
20122 to determine whether the requested memory
operation involves crossing word boundaries.

JO Block Select (JOBLKSEL)

(1) JOBLKSEL gates BLK field of PPO field onto
bits 13 to 19 of TSA Bus 21210. As previously de-
scribed, TSA Bus 21210 transfers BLK field to MC
20116 for use in addressing MC 20116’s cache.

(2) JOBLKSEL gates WD field of PPO field to an
input of WAM 21234. As previously described, WAM
21234 may then switch WD field onto NEXTDSW Bus
21212 to MC 20116 for use in addressing MC 20116’s
cache.

JOPAGESEL

(1) JOPAGESEL gates 13 bit PPN field onto bits
0-12 of TSA Bus 21210, which in turn provides PPN
field to MC 20116 for use in addressing MC 20116’s
cache. TSA Bus 21210 also provides PPN field to Load
Pointer (LP) 20724 and to Increment Register (IN-
CREGQG) 21211.

JOLATEPAGESEL

(1) LATEPAGESEL may gate PPN (JPPN(0-12))
directly from PD Bus 10146 to bits 0-12 of TSA Bus
21210. LATEPAGESEL may do s0, for example,
when MEM 10112 and, in particular, MIC 20122 begins
execution of a request from JP 10114 on the clock cycle
immediately following the request. PPN (JPPN(0-12))
will always arrive one clock cycle after the request, as
described in a following description, and will be landed
into JPOPAR 21233, or JPIPRR 21248. LATEPAGE-
SEL allows PPN to by pass JPOPRR 21233 and

10

20

30

35

40

45

50

55

65

98
JPIPRR 21248 to TSA Bus 21210 to be available for use
during the same clock cycle in which it is received. It
should be noted that PPN is loaded into JPOPRR 21233
by TOOKIJO, rather than by JOPORTAYV.

Finally, 2 bit DEST field, IMDST, and EBMDST,
are provided directly to MIC 20122 through JP Oper-
and Destination (JODEST) Bus 21246 as two bit signal
JODEST. JODEST is used by MIC 20122 in generat-
ing control signals DAVEA and DAVESB to JP 10114
in indicating destination of data being read from MEM
10112 in response to the associated memory request.

Referring to JPI Port 21110, JPI Port 21110 may
accept only one type of memory request, a 32 bit, word
aligned read request. As will be described in a following
description of JP 10114, destination of all JPI 21110
memory requests is an instruction buffer in JP 10114,
JPI Port Request Register (JPIPRR) 21248 therefore
contains only a 13 bit PPN field (JPPN(0-12)) and a 14
bit PPO field (JPPO(0-13)), both received from PD Bus
10146. In addition, PPO field in JPIPRR 21248 stores
only 7 bit block within page field (BLK) and 2 bit word
within block field (WD). JPIPRR 21248 is enabled to
accept a memory request input from PD Bus 10146 by
enable signal inputs IPORTAV previously discussed,
and Took JI Port (TJIP) in a manner as previously
described with reference to JPO Port 21010,

Enable signals JI Page Select (J IPAGESEL), JI
Block Select (JIBLKSEL), and JI Port Select JI-
PORTSEL) gate JPIPRR 21248 contents, and a hard
wire control signal described below, through Gates
21250 of PRMUX 20720. These enable signals, the
JPIRR 21248 fields gated by these enabling signals, and
the sub-buses of Bus 20738 to which these fields are
gated, are:

JIPORTSEL

(1) JIPORTSEL gates 4 bit hard wired signal B,
binary code 1011, onto REQOP Bus 21216. As previ-
ously described, information on REQOP Bus 21216 is
used within MIC 20122 to select the particular MEM
10112 operation to be executed in servicing a particular
memory request. Binary code 1011 forces MIC 20122 to
select a 32 bit, word aligned read to JP 10114.

JIBLKSEL

(1) JIBLKSEL enables WD field of PPO field to an
input of WAM 21234 where it may be subsequently
gated onto NEXTDSW Bus 21212 as previously de-
scribed.

(2) JIBLKSEL gates block on page field BLK of
PPO field onto bits 13 to 19 of TSA Bus 21210, where
in turn it is provided to MC 20116 for use in addressing
MC 20116’s cache.

JIPAGESEL

(1) JIPAGESEL gates 13 bit PPN field onto bits 0-12
of TSA Bus 21210, where this information is provided
in turn to MC 20116’s for use in addressing MC 20116’s
cache.

Referring to LDPTR 20724, LDPTR 20724 data
inputs are connected from outputs of PRMUX 20720 to
receive 13 bits of PPN field and 7 bits of BLK field from
IOPRR 21218, JPOPRR 21238, and JPIPRR 21248.
LDPTR receives and stores PPN and BLK fields of the
memory request in an outstanding cache load to be
serviced. In particular, LDPTR stored PPN and BLK
fields of the currently outstanding cache load operation
being performed by MEM 10112 in servicing a memory
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request. Enable signal Any Load (ANYLOAD) enables
LDPTR 20724 to receive PPN and BLK fields of any
memory request currently being serviced Load Address
Select (LOADADRSEL) enable signal to gates 21252
of PRMUX 20720 may transfer the stored PPN and
BLK fields of LPTR 20724 onto, respectively, bits 0-12
and bits 13-19 of TSA Bus 21210 As previously de-
scribed, PPN and BLK information on TSA Bus 21210

is transferred to MC 20116 for addressing of MC

20116's cache.

PPN and BLK fields of LDPTR 20724 are used by
LM 20730, described below, to provide addressing in-
formation to MC 20116’s data cache during cache load
operations. LDPTR normally samples TSA Bus 21210’s
PPN and BLK fields during service of each memory
request until a MC 20116 cache miss occurs. Upon oc-
currence of such a miss, LDPTR is locked, storing PPN
and BLK fields of the memory request resulting in a
MC 20116 cache miss. LM 20730 may subsequently use
LDPTR 20724’s PPN and BLK fields to load the data
from MSB 20110 into MC 20116. Upon return of the
necessary data from MSB 20110 to MC 20116, LM
20730 may use LDPTR 20724's PPN and BLK fields to
update MC 20116’s cache tag store and address MC
20116’s cache and for loading the data into MC 20116’s
cache.

Associated with LDPTR 20724 is comparator 21254,
Comparator 21254 compares BLK fields currently pres-
ent on bits 14-19 of TSA Bus 21210 to LDPTR 20724’s
BLK field. Comparison of TSA Bus 21210 and LDPTR
20724 BLK fields detects the event of an attempted
access to an MC 20116 cache slot currently awaiting
updating by transfer of data from MSB 20110. Such a
“collision” will result in the conflicting, or second,
request to await execution until MC 20116’s cache is
updated by being loaded with data from MSB 20110.
Service of the second, colliding, request is delayed to
prevent a change in usage and dirty bit state of the MC
20116 cache block currently waiting updating and
which was determined at the time of the original MC
20116 cache miss. A pending MC 20116 cache update
does not affect access to other blocks in MC 20116’s
cache.

Referring to Increment Register (INCREG) 21211,
INCREG 21211 is used by RM 20722 to generate MC
20116 addresses, that is a PPN, BLK, and WD field, for
memory requests crossing word boundaries and for
flushing of MC 20116’s cache. Upon occurrence of a
memory request crossing word boundaries, two least
significant bits of PPN field the 7 bits of BLK field and
2 bits of WD field from IOPRR 21218, JPOPRR 21233,
or JPIPRR 21248 are read from PSA Bus 21210 to a
first input of Adder 21256. Two other inputs to Adder
21256 are single bit inputs ADDFOUR and ADDONE.
In event of cross word memory request, MC 20122
asserts input ADDONE to Adder 21256. Adder 21256
then generates an output equal to the word address, that
is PPN, BLK and WD fields, of the cross word memory
address plus one. Word address output of Adder 21256
is thereby that of the second word of the cross word
memory request. Adder 21256 output is then transferred
into INCREG 21211 upon occurrence of enabling sig-
nal Increment Register Enable (INCREGE). In servic-
ing the cross word memory request, RM 20722 will
transfer PPN, BLK, and WD fields of IOPRR 21218,
JPOPRR 21238, or JPIPRR 21248 to TSA Bus 21210 as
first word address of the cross word memory request.
Subsequently, RM 20722 will transfer BLK and WD
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field of INCREG 21211 to TSA Bus 21210 as second
word address of the cross word memory request. Con-
tents of INCREG 21211 are transferred onto TSA Bus
21210 through Gates 21258 of PRMUX 20720. En-
abling signals Increment Block Select (INCBLKSEL)
and. Increment Page Select INCPAGESEL) to Gates
21258 are used, respectively, to transfer BLK and WD
fields and PPN field to TSA Bus 21210. The original
PPN is not incremented as a cross word operation and
can not cross page boundaries.

As previously stated, RM 20722 may also use IN-
CREG 21211 in flushing MC 20116’s cache. In such
flush operations, MC 20116’s cache is scanned to deter-
mine which words stored therein are “dirty”, that is
have been written on to so as to contain different data
than the original copies of these words stored in MSB
20110. For these purposes, PPN, BLK and WD fields of
INCREG 21211, that is starting address of MC 20116
cache locations, and ADDFOUR input to 21256 is
enabled. INCBLKSEL and INCPAGESEL are then
asserted to transfer address onto TSA Bus 21210. Ad-
dresses transferred onto TSA Bus 21210 are fed back to
Adder 21256's first input, and increased by four by
Adder 21256's ADDFOUR input, and transferred into
INCREGE 21211 by enable input INCREG. INCREG
21211 thereby generates successive word addresses
incremented by four, and thereby generates successive
block addresses for MC 20116 cache. Whenever, as will
be described in the following description, MC 20116
detects a “dirty” block during a “FLUSH” operation,
that block is written back into MSB 20110.

Having described the structure and operation of
JOPAR 20710, JIPAR 20712, IOPAR 20714, PRMUX
20720, LDPTR 20724, and INCREG 21211, Port Con-
trol (PC) 20716 will be described next below.

2. Port Control 20716 (FIG. 213)

Referring to FIG. 213, Port Control (PC) 20716 is
shown. Due to the large number of interconnections
between logic elements of PC 20716, and between PC
20716 and other circuits of MIC 20122, signal intercon-
nections are not shown by connecting lines but, for
clarity of presentation, are indicated by commonality of
signal names between common electrical points.

Major functional elements of PC 20716, and certain
of their functions, are:

(1) Port Request State Logic (PRS) 21310; PRS
21310 determines and tracks validity of each memory
request received by 10 Port 20910, JPO Port 21010, or
JPI Port 21110.

(2) Port Wait Flag Logic (PWF) 21312, PWF 21312
generates port waiting signals, discussed previously,
whenever RM 20722 attempts to service a request at a
memory port and is unable to do so. Any port having an
asserted waiting flag signal is masked from the priority
queue, described below, that is inhibited from receiving
service, until that port’s waiting flag is removed.

(3) Request Priority Selection Logic (RPS) 21314;
RPS 21314 determines requesting port’s priority, that is
relative priority for IO Port 20910 JPO Port 21010, and
JPI Port 21110 and selects that port having highest
priority for service.

Referring to PRS 21310, PRS 21310 includes logic
for each MEM 10112 Port, that is 10 Port 20910, JPO
Port 21010, and JPI Port 21110, for determining and
tracking the validity of each request to each of these
ports and availability of each of these ports to JP 10114
and TOS 10116. A first set of signals generated by PRS



4,445,177

101

21310, IOPA and IOPA, JOPA and JOPA, JIPA and
JIPA, indicate, respectively, whether 10 Port 20910,
JPO Port 21010, and JPI Port 21110 are available to
accept memory requests. A second set of signals, IO
Request Valid (JIOREQVALID), JO Request Valid
(JOREQVALID), and JI Request Valid (JIREQ-
VALID) indicate whether a particular memory request
to, respectively 10 Port 20910, JPO Port 21010, or JPI
Port 21110, is valid. Port Available and Port Request
Validity signals are generated concurrently by PRS
21310.

Inputs to PRS 21310 include IOREQVALID,
JOREQVALID, and JIREQVALID from outputs of
Register 21320. These inputs serve PRS 21310 as an
indicator of a current state of Port availability as previ-
ously determined by PRS 21310. Input Hand-Off-Next
(HANDOFFNXT) from another portion of MIC 20122
(described below) indicates that a next operation to be
performed is a Hand Off operation as previously de-
scribed. Input Reset Request (RESETREQ) is a reset
signal generated by MIC 20122 indicating that a cur-
rently serviced request valid flag is to be reset, that is
terminated. Inputs IO Port Select (IOPORTSEL) and
IO Previous Port (IOPREVPORT) are MIC 20122
generated signals indicating, respectively, that IO Port
20910 is currently selected for service and that IO Port
20910 was the port to be serviced selected for service on
the previous clock cycle. Input (TMLOCKIO) is pro-
vided via FIU 20120 and indicates that the request valid
flag and port available signal for I0 Port 20910 is to
remain unchanged; this is a test and diagnostic function.
Load Port (LOADPORT) is a two bit input generated
by another portion of MIC 20122 and indicating which
Port, of 10 Port 20910, JPO Port 21010 or JPI Port
21110, is currently having data loaded into MC 20116’s
Cache on its behalf. LOADPORT is provided from
LOAD POINTER 20724, and is used to determine
which request valid to reset on a handoff. Taking IO
Requests (TAKINGIOREQ) is an MIC 20122 gener-
ated signal indicating that an IO Port 20910 request is
currently being accepted and setting the IO request
valid flag. JOPORTSEL and JIPORTSEL, JOPREV-
PORT and JIPREVPORT, TMLOCKJO and
TMLOCKIJI, and TAKINGJOREQ and TAKING-
JIREQ are similar in function and operation to, respec-
tively, IOPORTSEL, IOPREVPORT, TMLOCKIO,
and TAKINGIOREQ. Inputs JO Aborted (JOA-
BORTED) and JI Aborted (JIABORTED) are MIC
20122 generated signals indicating, respectively, that a
JPO Port 21010 or JPI Port 21110 request has been
aborted. Input Request Finish (REQFINISH) is gener-
ated by other portions of MIC 20122 to indicate conclu-
sion of servicing of a memory request. Input Keep Re-
quest Valid (KEEPREQVLD) is generated by other
portions of MIC 20122 to indicate that while a current
request may not be serviced immediately, for example
due to a need to transfer requested data from MSB
20110 to MC 20114, the request will be retained and
serviced when possible. KEEPREQVLD also resets
the reset valid flag, which would have been reset in
anticipation of completion of the request. Input TMDE-
PEXAM is a test and diagnostic signal set by DP 10118
to force all ports to appear busy to the requestors.

In summary, as described above and as previously
described, PRS 21310’s Port availability outputs, that is
IOPA, IOPA, JOPA, JOPA, JIPA and JIPA, indicate
when a particular port is available to receive 2 memory
request. PRS 21310’s request valid outputs, that is
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IOREQVALID, JOREQVALID, and JIREQVALID
indicate when a particular port has a currently out-
standing valid request. A LOADPORT Signal, that is
LIOR, LJOR, or LJIR, from JP 10114 or 10S 10116
will result in the corresponding port availability flag
being set and the corresponding request entering the
priority queue for service. Either RM 20722 or JP 10114
may reset the corresponding port availability and re-
quest valid flag for JP 10114. JP 10114 may abort a
memory request for either JPO Port 21010 or JPI Port
21110. An abort resets both the corresponding ports
validity and availability flag, and terminates processing
the corresponding request. There is one flag per port, as
described, and both the request valid and port available
signals are derived from the same signal. RM 20722 may
reset a particular port availability and port request flag
to indicate request not valid and port available on the
last sequence of the service sequence for that particular
port request. If the request valid flag is set by DP 10118,
it will remain set and continuously executed; if it is reset
by DP 10118, it cannot be set by a requestor. In addi-
tion, FIU 20120 may send signals TMLOCKIO,
TMLOCKJO, or TMLOCKIJ], to PRS 21310 to lock,
respectively, 10 Port 20910, JPO Port 21010, or JPI
Port 21110 and prevent the port from changing state. A
port so locked results in PRS 21310 indicating that the
port is unavailable. In general, TMLOCKIO,
TMLOCKJO, and TMLOCKJI are used for test and
diagnosis of MEM 10112. It should be noted that, in
general, PRS 21310’s request validity and port availabil-
ity outputs are based upon current information loaded
into JOPAR 20710, JIPAR 20712, and IOPAR 20714
and thus represent each particular port’s validity and
availability state, that is the current state of the request
being serviced for a particular port.

It may be necessary to suspend service of a particular
port’s request because RM 20722 is currently unable to
service that request. Such events may occur, for exam-
ple, when an IO request “collides”, that is conflicts
with, a MC 20116 cache load or because of a conflict
with a by-pass read operation. PWF 21312 includes
combinatorial logic for generating flags indicating
when particular ports are forced to wait for service.
These flags are I0 Wait For Bypass Read (IOWAIT-
BYRD), I0 Wait For Cache Load (IOWAITLOAD),
JO Waiting Cache Load (JOWAITING), and JI Wait-
ing Cache Load (JIWAITING). These signals are gen-
erated as outputs of PWF 21312 and stored in 4 bit PWF
Registers (PWFR) 21322. Inputs to PWF 21312 include
Set Wait For Bypass Read (SETWATBYRD) gener-
ate