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DESCRIPTION

Field

[0001] The present invention relates to network management systems for a communications
network, to slave power mode controllers for use with network management systems, to
controllers for controlling power consumption modes, to corresponding methods of managing
communications networks, to corresponding methods of controlling power consumption
modes, and to corresponding computer programs.

Background

[0002] As is explained in the IETF document "draft-ietf-eman-framework-05" network
management is currently divided into the five main areas defined in the ISO
Telecommunications Management Network model: Fault, Configuration, Accounting,
Performance, and Security Management (FCAPS) [X.700]. Absent from this management
model is any consideration of Energy Management, which is now becoming more important.
Energy Management has particular challenges in that a power distribution network is
responsible for the supply of energy to various devices and components, while a separate
communication network is typically used to monitor and control the power distribution network.

This EMAN framework document defines a framework for providing Energy Management for
devices within or connected to communication networks. The framework describes how to
identify, classify and provide context for a device in a communications network from the point of
view of Energy Management. The identified device or identified components within a device
can then be monitored for Energy Management by obtaining measurements for Power,
Energy, Demand and Power Quality. An Energy Object state can be monitored or controlled by
providing an interface expressed as one or more Power State Sets.

The IETF EMAN framework also defines a subset of the Management Information Base (MIB)
for power and energy monitoring of devices. Among other possible aspects of the generalized
power monitoring MIB, it defines also "Power States” in accordance with generalized power
monitoring MIB, it defines also "Power States" in accordance with IEEE 1621, DMTF, ACPI and
EMAN. The latter attempts to provide a uniform standard to model the different power
consumption levels of an equipment. https://datatracker.ietf.org/doc/draft-ietf-eman-energy-
monitoring-mib/

The Management Information Base (MIB) can be for use in energy management of devices
within or connected to communication networks. The MIB modules can provide a model for
energy management, including monitoring for power state and energy consumption of
networked elements. This MIB takes into account the Energy Management Framework [EMAN-
FRAMEWORK], which in turn, is based on the Requirements for Energy Management [EMAN-
REQ].




DK/EP 2904847 T3

[0003] The work leading to aspects of this invention relates to the ECONET project, which has
received funding from the European Union Seventh Framework Program (FP7/2007-2013)
under grant agreement n° 258454. The Green Abstraction Layer developed by the ECONET
consortium is aimed to be a standard and general purpose interface for exposing and
controlling the green capabilites and functionalities, which can be realized with different
typologies of network equipment and of hardware technologies, towards "general purpose"
operations, administration and management frameworks.

Summary

[0004] Embodiments of the invention provide improved methods and apparatus. According to
a first aspect of the invention, there is provided a network management system for a
communications network, the network having nodes comprising communications apparatus
capable of being operated in different power consumption modes which provide different levels
of performance in passing communications traffic. The network management system has a
path computation apparatus configured to select paths for the traffic using the communications
apparatus, based on information about traffic load in the network and on information about the
power consumption modes of the communications apparatus of at least one of the nodes.
There is also a power mode controller coupled to the path computation apparatus for
controlling the power consumption modes of at least one of the communications apparatus
according to information about traffic load and according to information about the paths
selected.

[0005] An effect of such combining of path computation and the control of power consumption
modes is that the overall power consumption of the network can be reduced for a given
amount of traffic compared to known techniques where the communications apparatus control
their own power consumption mode by detecting ftraffic load. More particularly this
improvement can arise from any or all of the following: Firstly, such combining enables the
power consumption mode control to match changes in traffic more closely and rapidly since it
can react to results of path computations rather than waiting for detection of such changes in
traffic. Secondly it can enable power consumption mode control for a given communications
apparatus to react to traffic over a wider area than merely the traffic that can be detected
locally. Thirdly such combining enables the path computation to be biased to use paths which
result in lower overall power consumption even if some of the modes need to be changed to
achieve this. Furthermore, since the power mode controller can have more traffic information
and more timely information, it is likely to be able to identify more quickly when
communications apparatus can be put into a lower power mode without undue risk of loss of
traffic due to delays in powering up again when there is more traffic. Thus again power can be
saved. References to passing traffic are intended to encompass switching or transmitting or
receiving or any kind of processing of the traffic. Traffic load is intended to encompass load on
the respective communication apparatus, or load on a group of communications apparatus or
overall load over the network or any of these according to the context.
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[0006] Any additional features can be added, or can be disclaimed from the aspects and
some such additional features are set out in more detail below. One such additional feature is
the path computation apparatus being configured to receive from the communications
apparatus, indications of the different levels of performance in passing the traffic for their
respective power consumption modes, and to carry out the path computation according to
such indications. This can help enable the path computation apparatus to optimise its
operation for lower overall power consumption with less of the delays and computational
overhead involved in determining the levels of performance from conventional raw information
about the power consumption modes. Also it can make it easier for the path computation
apparatus to work with many different types of communication apparatus. See figure 2 for
example.

[0007] Another such additional feature is the power mode controller being configured to
control the power consumption modes for at least one of the communications apparatus in
response to a request from a respective communications apparatus when it detects that its
traffic load has reached a traffic threshold. This can help reduce the communications overhead
between the controller and the communications apparatus and to enable the communications
apparatus to react more quickly without communications delays. Also it can help enable the
controller to be scaled to work with many communications apparatus without too much
processing and communications resources. See fig 3 for example.

[0008] Another such additional feature is that for conditions of decreasing traffic load, the
network management system is configured such that the path computation apparatus carries
out a path computation and the power mode controller is configured to subsequently control
the power consumption modes on the basis of the path computation. This can enable better
optimisation of overall power consumption as the power consumption mode is controlled based
on more up to date information about traffic loads. See fig 4 for example.

[0009] Another such additional feature is that for conditions of increasing traffic load, the
network management system is configured such that the power mode controller controls the
power consumption modes and the path computation apparatus is configured to carry out the
path computation subsequently on the basis of the power consumption modes. This can
enable better optimisation of overall power consumption as the capacity can be increased by
controlling the power consumption mode, and the path computation can be based on more up
to date information about capacity for the traffic. See fig 4 for example

[0010] Another aspect of the invention provides a slave power mode controller for a
communications network, the network having nodes, at least one of the nodes comprising
communications apparatus capable of being operated in different power consumption modes
which have different levels of performance in passing communications traffic. The slave power
mode controller has an interface for communication with the network management system,
and a processor coupled to the interface to receive power consumption mode commands from
the network management system, and configured to determine power consumption modes for
at least one of the communications apparatus based on traffic load and on the received power
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consumption mode commands. The processor is also configured to output the determined
power consumption modes to the respective communications apparatus, and to send to the
network management system, information about the power consumption modes of those ones
of the communications apparatus. This helps enable corresponding benefits to those of the
first aspect, regardless of whether the slave is distributed or centralized or partially distributed
and partially centralised. An example of a centralised version is having the slave Power Mode
Controller embedded within the NMS. This may be less efficient in terms of higher delay, etc,
but the cost reduction may justify it in smaller networks for instance. See figs 5 and 6 for
example.

[0011] Another such additional feature is the interface being configured to send to the network
management system, indications of the different levels of performance in passing the traffic for
respective power consumption modes of a respective one of the communications apparatus.
This can help enable the network management system to optimise its operation for lower
overall power consumption with less of the delays and computational overhead involved in
determining the levels of performance from conventional raw information about the power
consumption modes. Also it can make it easier for the network to tolerate many different types
of communications apparatus. See fig 7 for example.

[0012] Another such additional feature is the processor being configured to detect when the
traffic load for one of the communications apparatus reaches a traffic threshold, and to send a
request to the network management system for a command to alter the power consumption
mode. This can help reduce the communications overhead between the slave power mode
controller and the network management system to enable the slave power mode controller to
react more quickly without communications delays. Also it can help enable the controller to be
scaled to work with many communications apparatus without too much processing and
communications resources. See fig 8 for example.

[0013] Another such additional feature is the slave power mode controller being configured to
set the traffic threshold according to the current power consumption mode. This helps enable
reduce the communication overhead between the slave power controller and the network
management system, which can reduce costs or improve scalability for example. See fig 8 for
example.

[0014] Another such additional feature is the traffic threshold comprising at least a lower traffic
threshold, and/or and upper traffic threshold, and the processor being configured to send a
request for a lower power consumption mode when the traffic load reaches that lower traffic
threshold, or for a higher power consumption mode when the traffic load reaches that upper
traffic threshold. This can help enable the power consumption mode to be reduced more
quickly and thus save power. See fig 10 for example.

[0015] Another aspect of the invention provides a controller for a communications network,
the network having nodes, at least one of the nodes comprising communications apparatus
capable of being operated in different power consumption modes which have different levels of
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performance in passing communications traffic. The controller has a processor configured to
determine power consumption modes for at least one of the communications apparatus based
on traffic load and to output the determined power consumption modes to the respective
communications apparatus. An interface to the network management system is provided, the
processor being configured to use the interface to send information about the power
consumption modes of respective ones of the communications apparatus, wherein this
information comprises indications of the different levels of performance in passing the traffic for
the respective power consumption modes. This can provide corresponding benefits as set out
above. See figs 11 and 12.

[0016] Another such additional feature is the interface being configured to send an update of
traffic information to the network management system when the traffic load reaches a traffic
threshold. This can help enable reduce the communication overhead between the slave power
controller and the network management system, which can reduce costs or improve scalability
for example. See figure 8.

[0017] Another such additional feature is at least one of the power consumption modes
comprising a definition of selective resetting of a portion of circuitry of a respective
communications apparatus, to be carried out when the power consumption mode is changed.
This can help reduce delays in waking up from low power modes and can reduce impacts on
neighbouring circuitry for example. This can be combined with conventional configuration of
clock speeds and supply voltages for example. See fig 19 for example.

Another aspect of the invention provides a corresponding method of managing a
communications network having steps of selecting paths for the ftraffic using the
communications apparatus, based on information about the ftraffic in the network and on
information about the power consumption modes of the communications apparatus, and
controlling the power consumption modes of at least one of the communications apparatus
according to information about the traffic and information about the paths selected for the
traffic. This can provide corresponding benefits as set out above. Another aspect of the
invention provides a corresponding method of controlling power consumption modes in a
communications network, having steps of receiving power consumption mode commands from
the network management system, determining power consumption modes for at least one of
the communications apparatus based on traffic load and on the received power consumption
mode commands, and outputting the determined power consumption modes to the respective
communications apparatus. There is also a step of sending to the network management
system, information about the power consumption modes of those ones of the communications
apparatus. This can provide corresponding benefits as set out above.

Another aspect of the invention provides a corresponding method of controlling power
consumption modes in a communications network having steps of determining power
consumption modes for at least one of the communications apparatus based on traffic load,
outputting the determined power consumption modes to the respective communications
apparatus, and sending to the network management system information about the power
consumption modes of respective ones of the communications apparatus. The information
sent to the network management system comprises indications of the different levels of



DK/EP 2904847 T3

performance in passing the traffic for their respective power consumption modes. This can
provide corresponding benefits as set out above.

[0018] Another aspect of the invention provides a computer program on a computer readable
medium and having instructions which when executed by a computer, cause the computer to
carry out any of the above methods

Any of the additional features can be combined together and combined with any of the
aspects. Other effects and consequences will be apparent to those skilled in the art, especially
over compared to other prior art. Numerous variations and modifications can be made without
departing from the claims of the present invention. Therefore, it should be clearly understood
that the form of the present invention is illustrative only and is not intended to limit the scope of
the present invention.

Brief Description of the Drawings:

[0019] How the present invention may be put into effect will now be described by way of
example with reference to the appended drawings, in which:

Fig 1 shows a schematic view of an NMS according to an embodiment of the present invention
having PM control and path computation,

Fig 2 shows a schematic view of an embodiment which makes use of performance information,

Fig 3 shows a time chart showing steps using threshold based requests according to an
embodiment,

Fig 4 shows a time chart for another embodiment showing different ordering of steps for
increasing or decreasing traffic,

Fig 5 shows a schematic view of a network according to an embodiment, to show an example
of a slave power mode controller,

Fig 6 shows a time chart showing steps for an embodiment corresponding to that of figure 5,

Fig 7 shows another time chart to show the additional feature of obtaining performance level
information for sending to the NMS according to an embodiment,

Fig 8 shows another time chart to show controlling power consumption mode based on
requests from the slave power mode controller based on traffic load thresholds,

Fig 9 shows a schematic view of a network according to an embodiment, to show various
examples of locations of the slave power mode controller,

Fig 10 shows a time chart of how traffic load thresholds can vary over time according to
embodiments,
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Fig 11 shows a schematic view of a network according to another embodiment, arranged to
send performance levels to the NMS,

Fig 12 shows a time chart showing steps for an embodiment corresponding to that of figure 11,

Fig 13 shows examples of communications apparatus in the form of equipments having cards
of circuitry which can have different power consumption modes,

Figs 14 and 15 show functional diagrams with time sequences of events according to
embodiments and indicating flow of information between the NMS and the communications
apparatus,

Figs 16 to 18 show a portion of a network with traffic flows at different times showing routing
coordinated with to provide power consumption mode control, and

Figs 19 to 21 show examples of communications apparatus partitioned to provide selective
resets, selective clock control and selective power supply control respectively, to enable
operation in different power consumption modes.

Detailed Description:

[0020] The present invention will be described with respect to particular embodiments and
with reference to certain drawings but the invention is not limited thereto but only by the claims.
The drawings described are only schematic and are non-limiting. In the drawings, the size of
some of the elements may be exaggerated and not drawn to scale for illustrative purposes.

Abbreviations

[0021]

ACPI

Advanced Configuration and Power Interface Specification
DMTF

Desktop Management Task Force
BPM

Board Power Management
EA NMS -

Energy Aware NMS
EMAN

Energy MANagement
EPIC

Electro-Optical ICs
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Eth

Ethernet
GHG -

Green House Gas emissions
IP

Internet Protocol
MIB

Management Information Base
NMS

Network Management System
OPEX -

Operational Expenditure
OTN

Optical Transport Network
PLL -

Phase Locked Loop
PM

Power mode
PMM -

Power Management Mode
PoE

Power over Ethernet
QoS

Quality of Service
SDH

Synchronous Digital Hierarchy
WDM

Wavelength Division Multiplexing

Definitions:

[0022] Where the term "comprising" is used in the present description and claims, it does not
exclude other elements or steps and should not be interpreted as being restricted to the
means listed thereafter. Where an indefinite or definite article is used when referring to a

singular noun e.g. "a" or "an", "the", this includes a plural of that noun unless something else is
specifically stated.

[0023] Elements or parts of the described nodes or networks may comprise logic encoded in
media for performing any kind of information processing. Logic may comprise software
encoded in a disk or other computer-readable medium and/or instructions encoded in an
application specific integrated circuit (ASIC), field programmable gate array (FPGA), or other
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processor or hardware.

[0024] References to nodes can encompass any kind of node, not limited to the types
described, not limited to any level of integration, or size or bandwidth or bit rate and so on.
They can encompass switching nodes or endpoints and may be incorporated in equipment
having other functions, such as household goods, multimedia devices, vehicles, or factory
equipment for example.

[0025] References to links are intended to encompass any kind of links, not limited to wired or
wireless, not limited those of any particular protocol or frequency of operation, or technology or
type of multiplexing.

[0026] References to communications apparatus can include any kind of such apparatus for
example but not limited to: routers, switches, endpoints such as Power over Ethernet (PoE)
endpoints, protocol gateways for building management systems, intelligent meters, home
energy gateways, hosts and servers, sensor proxies, etc.

[0027] References to software can encompass any type of programs in any language
executable directly or indirectly on processing hardware.

[0028] References to processors, hardware, processing hardware or circuitry can encompass
any kind of logic or analog circuitry, integrated to any degree, and not limited to general
purpose processors, digital signal processors, ASICs, FPGAs, discrete components or logic
and so on. References to a processor are intended to encompass implementations using
multiple processors which may be integrated together, or co-located in the same node or
distributed at different locations for example.

Introduction

[0029] By way of introduction to the embodiments, how they address some issues with
conventional designs will be explained. Although traffic load varies over time, existing

[0030] Telecom equipments always provide maximum performance, and hence maximum
consumption, even during low load. Until now, telecom equipments have been designed so
that they are always running at full power, even if the traffic load varies.

Introduction to features of embodiments

[0031] The energy consumption decreasing technique herein proposed is based on
improvements in hardware, in firmware and in software. Some notable points which will be
described in more detail are:
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Providing telecoms apparatus which has power consumption modes to enable it to change its
power consumption under externally controlled defined power modes;

Defining power modes as a set of functionality enabled/disabled on the apparatus;

Defining an Energy Aware control plane, able to modify apparatus power consumption by
setting its power mode as a function of traffic load; and

Providing traffic routing that is power consumption aware and capable of minimizing overall
power consumption at a network level.

[0032] Power Modes (also referred to as power consumption modes or power management
modes) such as low power, fast sleeping, stand-by, etc. are incorporated into the basic design,
and adaptation of the performances (and hence of power consumption) can be carried out
according to the actual traffic load level. By means of the methods herein described, there can
be more energy efficient Telecom operation by dynamic performance and consumption
adaptation to any arbitrary traffic load situation, for example as a function of day-time, of
specific area service (e.g. vacation villages area, business area), and so on.

Embodiments are related to power-saving methods providing effective capability to lower the
performances of lightly utilized communications apparatus to save the power consumed, by
introducing novel energy management capabilities, which can include multiple low power
modes, idle and stand-by logic states, to dynamically adapt performances and therefore power
consumption to actual traffic load.

To this end, there are explained techniques, mechanisms and control criteria suitable for
various types of communications apparatus in the form of any telecom network element
(transport, access, wireless, routers, etc.), enabling energy saving by dynamically adapting
network capacities and resources to current traffic loads and user requirements, while ensuring
end-to-end Quality of Service.

Power consumption modes

[0033] Typically some of the most important factors in determining power consumption in any
design are the system Clock Speed and the system Supply Voltage. Switching power
dissipated by a device, i.e. the dynamic power consumption expression is:

P=CV2f

[0034] Dynamic power dissipation is proportional to the square of operating voltage and
linearly proportional to operating frequency and load capacitance. Therefore by lowering clock
frequency, dynamic power dissipation decreases linearly, and by reducing supply voltage, an
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exponential lowering can be obtained.

Note: whole Power Consumption of a given device is expressed by P = C V2 f + V Igiatic Where
Istatic is static (e.g. leakage) current. The reduction of the static current is a mere technological
step achievable for instance by shrinking die (e.g. from 45nm to 28nm, etc.) or, when
applicable, by other technological improvements such as Electro-Optical ICs (EPICs)
introduction. Note: less power consumption means less heat output, allowing the cooling fans
to be throttled down or turned off, reducing noise levels and further decreasing whole system
power consumption.

Power Modes can be applied by means of actual Traffic Load measurement, then retrieving
the information for slowing-down resources or even shutting-down unnecessary resources
when possible, under the control of an Energy Aware Control Layer.

[0035] Multiple levels of Power Modes can be envisaged such as Full Power/Full
Performances, Medium Power/Medium Performances, Low Power/Reduced Performances,
Fast Sleeping, Deep Sleeping, Standby, Off, each characterized by an additional power saving
but also by reduced performances and increased wake up time.

Power Consumption Modes examples

[0036] Power Consumption Modes definition, terms and granularity may depend on the
product type. Any of the following described modes can apply at System, at Card, as well as at
single Circuit Portion level (e.g. a given interface, engine, etc.) and some of them can be
extended: for instance multiple Low-Power modes can be possible, according to the given
circuitry. The number and types of modes can be a function of the traffic load, potential power
saving, and wake-up promptness. Two main categories can be identified: Operational Modes
and Sleeping Modes.

Operational Modes

[0037] Operational (or On) Modes are states in which the device completely or partially
performs its intended duties. On-Modes Power Management can be categorized by at least
three terms:

o On-Maximum: Operational state with all options applied (e.g. maximum clock speed,
max supply voltages, all ancillary functions on such as e.g. external synch, etc.).

* On-Normal: Operation state with a configuration such that maximum traffic load is
achieved but some ancillary function e.g. external synch is off.

* On-Low Power: Operational state with reduced traffic load capability (e.g. reduced
supply voltage, clock, memory banks, etc.). May be possible to set several On-Low
Power Modes, as an example: 9Gbps, 8Gbps, ... 1Gbps, etc.
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Sleeping Modes

[0038] Sleeping Modes are states in which the equipment, the card or the circuit portion is not
operative, i.e. cannot perform either completely or partially its intended duties. It is ready to
resume an Operational Mode, within a given "wake-up" time, through the use of remote control
or another signal (e.g. local receivers or tails detects some traffic) according to the sleeping
mode and implementation. According to power saving and wake-up promptness, Sleeping
Modes may be:

» Fast Sleep: no ftraffic can run, but most of circuitry is active, such as receivers are
listening for traffic while transmitters are off, and/or SW/HW reset is applied to part/whole
circuitry. This mode is stacked just below the lowest of the On-Low Power modes.

[0039] Deep Sleep: most circuitry is inactive, such as both receivers and transmitters are off,
and/or HW/SW reset is applied to part/whole circuitry. Moreover reduced or null V44 may apply

to some parts of circuitry.

[0040] Stand-by (or Soft-Off): major equipment parts are switched off via remote control or
command, but some minimal circuit is still on (i.e. a sort of heart-beating mode, where for
instance just a YP is running)

[0041] Power-Off Mode (or Hard-Off). Power-off mode has almost null power consumption
when the device is connected to an electrical supply. Power-Off mode may apply Vq4q off at the

whole card by remote control, but some very minimal residual power may be required to supply
electronic switches.

Energy Aware NMS

[0042] This method makes use of an Energy Aware management entity capable of minimizing
P_active, and maximizing Low Power Modes adoption without jeopardizing network
performances and QoS, by means of smart management policy, controlling entering and
exiting the PMM states.

[0043] Energy Aware management policy shall implement energy aware routing protocols to
maximize saving opportunities by filing as much as possible certain communication resources
so to put in Low-Power or Sleeping Modes as much as possible of remaining resources.

[0044] At Node or Network level, the Energy Aware NMS can compute the optimal Traffic
Routing and Power Management Mode for each device under control.
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[0045] For optimal working of an Energy Aware Network, the Energy Aware Network
Management System can take control over traffic by routing it by an energy aware perspective,
by identifying any alternative path, and by controlling the entering and exiting of the various
power consumption modes of the energy aware equipments under control. For this purpose
the EA NMS should know the Network Topology and the Actual Traffic Load, as well as for
example data throughput, transition time, latency and power consumption of each power
management state of each EA equipment under control, in order to maximize power saving
without affecting the QoS. For instance, by knowing how long it takes to get in and out a certain
sleeping modes, it will do so to make traffic routing at the right timing without jeopardizing QoS.

Fig 1 embodiment with PM control and path computation

[0046] Fig 1 shows a schematic view of a network according to an embodiment. An NMS 30
has amongst others, a power mode controller 10 and a path computation apparatus 20. These
can be implemented as software functions running on a server or any kind of processor for
example. The network has nodes 50 which have communications apparatus 60 for handling
the communications traffic in the network. The communications apparatus can be for example
systems, or cards or circuits which can be capable of being operated in different power
consumption modes which provide different levels of performance in passing the
communications traffic. The power consumption modes can be power states in accordance
with IEEE1621, DMTF, ACPI or EMAN or any other kind of power consumption mode. The
nodes can be dedicated to the network, or may be incorporated in equipment having other
functions, such as household goods, vehicles, or factory equipment for example.

[0047] The power mode controller is coupled to receive path selection information from the
path computation apparatus, and to receive traffic information such as traffic loads, from the
nodes 50 of the network. The path mode controller is arranged to output control signals to the
communications apparatus to control its power consumption mode. This control can be carried
out based on information about traffic load and according to information about the paths
selected. The path selection apparatus is coupled to receive traffic load information from the
communication apparatus and to receive information about power consumption modes of the
communications equipment from the power mode controller. The path selections for new traffic
demands can then be made by the path computation apparatus based on the traffic load
information and on information about the power consumption modes of the communications
apparatus. The path selection can use any type of path selection algorithm, adapted to make
use of the power consumption mode information, and an example is described in more detail
below. As discussed above, by combining path computation and the control of power
consumption modes, the overall power consumption of the network can be reduced for a given
amount of traffic compared to known techniques where the communications apparatus control
their own power consumption mode by detecting their own traffic load.
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[0048] Figure 2 shows a similar embodiment to that of figure 1, but in this case the path
computation apparatus additionally receives information about different levels of performance
in passing traffic, for the different power consumption modes of any of the communications
apparatus. This performance information could in some cases be derived by the path
computation apparatus from raw information about the power consumption mode, but at some
cost in computational overhead and delay. Also, by providing the path computation apparatus
with such performance information, the path computation can be more independent of the
types of communication apparatus in use, and this can make it easier for managing larger
networks with many different types and versions of communications apparatus.

Fig 3. threshold based requests for PM change

[0049] Figure 3 shows a time chart of some additional steps in operating a network according
to an embodiment, such as the embodiment of figs 1 or 2 or other embodiments. This is to
illustrate the additional feature of changing power consumption mode based on requests from
the communication apparatus when it detects its traffic load has reached a threshold. In figure
3 the left hand column shows actions of a communications apparatus and the right hand
column shows actions of the power mode controller 10. Time flows downwards.

[0050] The power mode controller sets an initial power mode at step 100. At step 110, the
communications apparatus sets a traffic load threshold. At step 120 the traffic load is detected
at the communications apparatus, and compared to the threshold at step 130. If it has reached
the threshold, then at step 140 a request is sent to the power mode controller to change the
power consumption mode. At step 150 the power mode controller responds by changing the
power consumption mode. In principle the threshold can be an upper or a lower limit, in some
cases there will be two thresholds to provide upper and lower limits. There can be different
thresholds for each of the different power consumption modes.

[0051] By detecting at the communications apparatus that the traffic load has reached a traffic
threshold, this can relieve the power mode controller from regular polling and thus help reduce
the communications overhead between the controller and the communications apparatus, and
reduce the computational overhead at the controller. It can enable the communications
apparatus to react more quickly without the latency and communications delays involved in
polling. Also it can help enable the controller to be scaled to work with many communications
apparatus without too much processing and communications resources.

Fig 4, ordering of path computation and PM control

[0052] Figure 4 shows a time chart for another embodiment, to show an example of the
additional feature of deciding the order in which steps of path computation and power
consumption mode control are made, depending on whether traffic load is increasing or
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decreasing. This can be added to the embodiment of figs 1 or 2 or any other embodiment. In
figure 4 the left hand column shows actions of a communications apparatus, the central
column shows actions of the power mode controller 10, and the right hand column shows
actions of the path computation apparatus. Time flows downwards.

[0053] At step 200 the increasing overall traffic load is detected by the path computation
apparatus to be sufficient to need additional capacity. This information is passed to the power
mode controller which changes power consumption modes of selected communications
apparatus to increase performance and thus provide more capacity. At step 220, these
changes are implemented at the respective communications apparatus. Then the path
computation apparatus computes new paths for new traffic demands using the increased
capacity at step 230. These new paths are set up at step 240 using the communications
apparatus. Some time later, there is detection at step 250 of decreasing traffic load overall,
sufficient that there is scope for saving power consumption by changing power consumption
modes. Now there is a different order of steps. At step 260 the path computation is carried out
first, to see if traffic can be rerouted to enable some parts to be powered down. Then at step
270 the power consumption mode control is carried out based on the rerouted traffic, so that
some communications apparatus can be powered down to a lower power mode. These power
mode changes are implemented at step 280 at the apparatus to reduce the overall power
consumption. In some cases traffic can be concentrated to use fewer communications
apparatus, which may involve increasing the power consumed by some apparatus, which is still
useful if it enables an overall reduction in power consumption by the network. This is enabled
by the cooperation between the power consumption mode controller and the path computation
apparatus set out above.

Figs 5-9. slave mode power controller examples

[0054] Figure 5 shows a schematic view of a network according to an embodiment, to show
an example of a slave power mode controller. The slave power mode controller is shown
coupled in between the NMS 30 and the communications apparatus 60. It has an interface 320
for communication with the NMS 30, and a processor 310 coupled to the interface to receive
power consumption mode commands from the NMS, and configured to determine power
consumption modes for at least one of the communications apparatus based on traffic load
and on the received power consumption mode commands. The slave power controller is also
arranged to output the determined power consumption modes to the respective
communications apparatus. Information about the power consumption modes of respective
ones of the communications apparatus are sent to the NMS. As discussed above, by
combining the control of power consumption modes with operations of the NMS, the overall
power consumption of the network can be reduced for a given amount of traffic compared to
known techniques where the communications apparatus control their own power consumption
mode by detecting their own traffic load. The NMS has a wider view of the network traffic load,
and of power consumption modes of communication apparatus across the network and so can
help enable overall power consumption to be reduced.
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[0055] Figure 6 shows a time chart for an embodiment corresponding to figure 5 to show the
operation of a slave power mode controller. The left column shows operations of the
communications apparatus, the central column shows the operations of the slave power mode
controller, and the right column shows the actions of the NMS. Time flows downwards. At step
400 the NMS sets power consumption modes and sends commands to the slave power mode
controller. At step 410 the slave power mode detects traffic loads, and determines power
consumption modes based on commands and on traffic loads. The slave power mode
controller can be responsible for one or for many communications apparatus, if for many, the
traffic load may be determined for individual apparatus, or for a group of apparatus. The traffic
load may be determined at the apparatus and sent to the slave power mode controller. The
decided power consumption mode is implemented at the communications apparatus at step
430. The slave power mode controller can then update the NMS by sending the information
about power consumption mode to the NMS, at step 440. The NMS can make use of this
information either as an input to help decide on power consumption modes for other
communications apparatus, or as an input to other NMS functions such as path computation
for example, or for any other use.

Figure 7 shows another time chart to show the additional feature of obtaining performance
level information for sending to the NMS. The left column shows operations of the
communications apparatus, the central column shows the operations of the slave power mode
controller, and the right column shows the actions of the NMS. Time flows downwards. Steps
400 to 430 are similar to those shown in fig 6. Before the slave power mode controller updates
the NMS by sending the information about power consumption mode to the NMS, at step 450,
the slave power mode controller obtains performance level information for the current power
consumption mode. This can be sent as part of the information about power consumption
mode, to the NMS at step 440. This can help enable the NMS to optimise its operation for
lower overall power consumption with less of the delays and computational overhead involved
in determining the levels of performance from conventional raw information about the power
consumption modes. Also it can make it easier for the network to tolerate many different types
of communications apparatus. The NMS can thus be made more independent of the types of
communication apparatus in use, and this can make it easier for managing larger networks
with many different types and versions of communications apparatus.

[0056] Figure 8 shows another time chart to show the additional feature of controlling power
consumption mode based on requests from the slave power mode controller when it detects its
traffic load has reached a threshold. The left column shows operations of the communications
apparatus, the central column shows the operations of the slave power mode controller, and
the right column shows the actions of the NMS. Time flows downwards.

[0057] At step 500, the slave power mode controller sets a traffic threshold according to a
current power consumption mode, at a level so that the slave power mode controller can
trigger a change in power consumption mode when the traffic load reaches a suitable level. As
discussed above there may be upper and lower thresholds. At step 410 traffic load is detected
by the slave power mode controller, the traffic load being for the respective communications
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apparatus, or for a group of apparatus, and may be detected at the apparatus and sent to the
slave power mode controller. At step 520 the traffic load is compared to the threshold, and if it
has reached the threshold, then a request for a change of power consumption mode is sent.

[0058] At step 530 the request is received and it is decided whether to change paths or to
change power consumption mode. If it is decided to change power consumption mode then a
command for such a change is sent to the slave power mode controller at step 540. The new
power consumption mode is sent to the respective communication apparatus at step 550, and
received and implemented in the communications apparatus at step 560.

[0059] There is an optional step 525 of sending a traffic load update to the NMS periodically
after the traffic load has been detected, or in some embodiments only if the threshold is
reached, so as to reduce the communications and processing overhead. There is a step 570 of
setting a new threshold after the power consumption mode has been changed. Figure 9 shows
a schematic view of a network according to an embodiment, to show various examples of
locations of the slave power mode controller. There are three different locations, and in
different examples the slave mode controllers may be placed at only one of these or any of two
or three of the locations shown. The left-most of the slave power mode controllers is shown
coupled in between the NMS 30 and the communications apparatus 60, but is located at or in
the NMS. The central of the slave power mode controllers is shown coupled in between the
NMS 30 and the communications apparatus 60, and located at its own intermediate location
away from the NMS and from the nodes 50 having the communications apparatus. The right-
most of the slave power mode controllers is shown coupled in between the NMS 30 and the
communications apparatus 60, and located at or in the node 50 having the respective
communication apparatus.

Fig 10, thresholds varying over time

[0060] Figure 10 shows a graph of traffic load and thresholds varying over time as time flows
from left to right. The traffic load is shown represented as a bucket with a water filling level at
three different time instants. At a first time instant the load is between an upper threshold 580
(shown by a dark flag) and a lower threshold 590 (shown by a light flag). The top of the bucket
is the Power mode (PMM) ceiling indicating the maximum performance in terms of traffic load
capacity. The upper threshold is a little below the ceiling so that there is some margin to allow
time for the controller or NMS to take action. At a second time instant, the traffic load has
increased sufficient to cause a request to increase the capacity to be triggered. In response
the power consumption mode has been changed as shown by the increased ceiling. The upper
and lower thresholds have also been changed to be higher than before.

[0061] At the third instant the traffic load has decreased so a request to decrease the power
consumption mode has been sent and the mode has been changed, shown by the lower PMM
ceiling, and the lowered upper and lower thresholds.
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Figs 11, 12, controller

[0062] Figure 11 shows a schematic view of a network according to another embodiment, to
show an example of a controller coupled to an NMS and arranged to send performance levels
for power consumption modes to the NMS. It shows the controller has a processor 310
configured to determine power consumption modes for at least one of the communications
apparatus based on traffic load. The determined power consumption mode can be output to
the respective communications apparatus. An interface 320 is provided to the NMS, to send
information about the power consumption modes of respective ones of the communications
apparatus. Indications of the different levels of performance in passing the traffic for the
respective power consumption modes can be sent to the NMS from the controller.

[0063] Figure 12 shows a corresponding time chart for operation of the embodiment of figure
11. The left column shows operations of the communications apparatus, the central column
shows the operations of the controller 301, and the right column shows the actions of the NMS.
Time flows downwards. At step 600 the traffic load is detected by controller 301. Power
consumption mode is determined based on load and is output to the communications
apparatus at step 610. The new power consumption mode is implemented at step 620. At step
630 information is sent to the NMS including performance level indications for the modes. At
step 640 the NMS can carry out management such as path computation based on new
performance levels.

Fig 13, embodiment communications apparatus examples

[0064] Figure 13 shows examples of communications apparatus in the form of a number of
equipments A, B, # each having a number of cards of circuitry, and all belonging to a node. A
common part for the node is a node control part having an application layer and protocol stack
820 which communicates with a corresponding system control part on each equipment, having
an application layer and protocol stack 810. Equipment A has circuitry which is shown in more
detail, including line cards A, B and #. Line card A has circuitry which can have different power
consumption modes, including a digitally controlled DC/DC power supply 850 for outputting
power supply lines to other circuitry. Also shown is a digitally controlled clock 860, a transmitter
in the form of a laser diode LD 840, and a circuit 870 for data processing and local traffic load
monitoring. A fan unit 830 is provided with speed control by means of a controllable supply
voltage. A control bus is provided between the various elements of the card.

[0065] The controller or slave mode controller described above can optionally be implemented
as part of the application layer at the node control or system control part. These parts can
communicate with the NMS through a communications link (not shown). They can
communicate with the communications apparatus through the protocol stack of the node
control or the system control parts, to implement the power consumption mode control
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methods described above.

Figs 14, 15, another embodiment

[0066] Figures 14 and 15 show functional diagrams with time sequences of events flowing
from left to right, according to embodiments. The sequence of events is also indicated by
numbers 0-5. The functions are shown with arrows indicating flow of information between the
NMS 30 and the communications apparatus in the form of energy aware equipment 62. In
order to guarantee QoS, coordination between Traffic Load and PMM can be achieved by
means of the following procedure.

[0067] The Energy Aware NMS 30 can first:

e Run an Energy Aware "Discovery Function" (step 710)

[0068] By running the Energy Aware "Discovery Function" the Energy Aware NMS gets
following information by each Energy Aware equipment subtended (step 720):

» Get supported Power Management Modes

» Get expected performances (max traffic throughput, latency, power consumption,
transition time, i.e. time to sleep and time to wakeup) per each supported PMM

e Get actual Traffic Load per each card/interface

» Get actual (measured) power consumption (this is optional, not strictly required)

[0069] The Energy Aware NMS computes (step 730) the optimal Energy Aware Traffic Routing
and Power Management Modes. Per each element or card, the Energy Aware NMS sets (in
the following order when reducing performances, in reverse order when increasing
performances, as shown in figure 15) the following:

» Set Traffic Routing, (730) in order to maximize the energy saving obtainable by applying
the available set of PMMs.

» Set PMMs (step 740) accordingly to the actual Traffic Load. E.g as slack hours
approach, the EA NMS can first route traffic to fill few resources and then can put to
sleep remaining resources; while when busy hours approach, first it can wake up
resources and then it can route traffic to share load on resources made available.

[0070] The Energy Aware equipment can communicate with the Energy Aware NMS by
means of a generic North Bound interface, as with any generic Network Manager entity. Note
that some part of the equipment can spontaneously decide Low Power settings, such as
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reducing Fan Tray speed, etc. before the Energy Aware procedure for instance as function of
ambient temperature change, and/or after the Energy Aware procedure for instance turning off
Fans corresponding to cards set in Power-Off.

Information Model example

[0071] A list of gets and sets for an embodiment can be as follows:
Get Card type « (e.g. SDH, OTN, 1G, 100G, WDM, ...)

Get Card Configuration < (main, sdtby, IEEE1588, Eth, IP, ...)
Set PM_1 — On_Max (dc/dc max; clock speed max; ...)

Set PM_2 — e.g. IEEE in reset

Set PM_3 — Interface 1 Tx_off

Set PM_4 — Interface 2 Tx_off

Set PM_n — Interface n Tx_off

Set PM_o — Deep_Sleep (dc/dc min; clock speed null; ...)
Set PM_p — Power_Off (BPM dc/dc off; ...)

Get PM_1 « throughput; power; latency

Get PM_2 < throughput; power; latency

Get PM_p « throughput; power; latency

Get Actual Traffic Load < element 1

Get Actual Traffic Load < element 2

Get Actual Traffic Load « element n

[0072] Note that: An on board uP or other controller can decide itself to enter a spontaneous
Low Power setting, e.g. by reducing Traffic Engine clock speed if for instance less than x traffic
paths are on. A common part common to multiple circuits can spontaneously decide on a Low
Power setting, e.g. to reduce Fans Tray speed.

Actual Traffic Load
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[0073] Anotable issue for any method aimed to dynamic adaptation as function of traffic load,
is an effective procedure to get the Actual Traffic Load; this is not necessarily an easy task,
bearing in mind the following:

1. i) Energy Aware NMS could subtend a huge number of Network Elements

2.ii) Traffic Load get-procedure should be as prompt as possible, minimizing the time
between the get and the correspondent PMM set so nullifying the risk of QoS impacts by
inconsistent setting due to not detected traffic load changes

3. iii) A top-down cycling polling procedure risks overloading the Energy Aware NMS if too
frequent, while if too slow risks introducing unacceptable delay between Traffic Load
gathering and consequent PMM setting (e.g. gathering mechanism each 15 minutes,
such as for Performances Counters, risks to be too slow to guarantee QoS or anyhow
the optimal effectiveness of the energy saving mechanism; while it is still not able to
guarantee to not overload the EA NMS when subtending a very large number of

elements)

[0074] A solution to such issues is as follows:

1.1) Each element can provide spontaneous indication (down-top) of the proper Traffic
Load status just when strictly needed

2. i) Per each PM of each element there will be defined two Traffic Load thresholds, upper
and lower, such to discriminate if actual Traffic Load is in line with actual performances
capability, or if it is getting dangerously close to max allowed capability, or if traffic load is
too low i.e. there is oversized capability.

[0075] Each element can compute autonomously the proper Traffic Load status by watching
the local "packets counters" comparing the result with locally stored thresholds, selected as a
function of the given (actual) PM setting (the convenience to provide threshold levels update
capability by the EA NMS for instance during the Discovery Phase or overtime can be
evaluated).

[0076] According to threshold comparison outcome, the element can:

1.i) Send an Urgent Request towards the EA NMS, for a higher performing PMM setting,
as soon as Traffic Load is above the upper threshold (dark flag in fig 10).

2. ii) Send a Not-urgent Request towards the EA NMS, for a lower performing PMM setting,
as soon as Traffic load is below the lower threshold (light flag in fig 10).

3.iii) Don't send any request (don't do nothing), as long as Traffic Load is in between the
two thresholds.
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[0077] The EA NMS can promptly react to Urgent Requests by computing and providing the
new (higher performing) PM and/or new Traffic Routing configurations redistributing the traffic
so to off-load the critical elements.

[0078] The EA NMS can react with a lower priority to Not-urgent Requests by computing and
providing the new (lower performing) PM and/or new Traffic Routing configurations
redistributing the traffic so to properly utilize capabilities.

[0079] By means of this method, Energy Aware NMS is spared from the need to ask
repeatedly for actual traffic load from any subtended element. The Energy Aware NMS can
anyhow maintain the ability to request in a timely manner the exact percentage of the Traffic
Load of a given element, for unexpected needs or for further refinement of the load
distribution. In case of temporary unavailability of the Energy Aware NMS, for safety reasons
the On-Maximum configuration (i.e. maximum performances) can be superimposed by the
element's local controls. As soon as the Energy Aware NMS resumes, it will start a new
"Discovery Function".

Figs 16-18. EA Traffic Routing example

[0080] Operation of a path computation apparatus will now be discussed in more detail by way
of example with reference to figures 16 to 18 which show a three Node network portion, to
exploit EA Traffic Routing when it comes to Dynamic Performance Adaptation to Traffic Load
capable devices. There are three nodes A, B and C, linked by links A-B, B-C, and A-C. In the
three nodes Energy Aware Network of the example, traffic between Node A and Node B is
reduced step by step monitoring per each step the relevant traffic load (as discussed above in
relation to figures 14 and 15 for example). Operational power consumption modes are set
accordingly, until reaching traffic load levels that can be managed in such a way that can be
routed through alternative paths. As soon as these alternative paths can fully satisfy the actual
traffic load, link A-B in example can assume deeper and deeper sleeping power modes, such
as Fast Sleeping, Deep Sleeping or Power Off.

[0081] This can be achieved by the centralized at Node or Network level EA NMS or locally by
the equipment (energy aware) control, by means of comparison of the Actual Traffic with lower
| and higher 1 Traffic Thresholds, set in respect to the max throughput of each Node or Link.

« Fig 16 shows a first traffic flow condition for high performance (A-B in double link, A-C,
B-C):

o If traffic load reduces to a second traffic flow condition, then as shown in figure 17
all active traffic will be routed to just one of the two links A-B and the other link
enters the first sleeping mode, i.e. Fast Sleeping status, as soon as Traffic at both
A-B links is low enough compared to the maximum throughput, i.e. below the "|
threshold << max throughput" (as an example trigger can be at 2G assuming link
max throughput is 10G). One link runs 4G (out of 10G max, assuming Operational
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mode according to 4G traffic, in the example) the other sleeps with promptest
wake-up time. Note that this control could be local, without direct intervention of
the centralized EA NMS, which should just be kept up to date with what's going on.

o if Traffic A-B further decreases (very slack hours), the sleeping link can enter a
deeper sleeping mode, e.g. Deep Sleeping status, as soon as Traffic A-B is below
the "| threshold <<< max throughput" (as an example trigger can be at 500Kbps
assuming link is 10G). One link runs 500Kbps (out of 10G max) while the other
deep sleeps.

o if also Traffic A-C and Traffic B-C proportionally decreases, the EA NMS will route
all active traffic between Node A and Node B (i.e. the residual 500Kbps of traffic at
A-B, in this example) towards the Node C as soon as Traffic A-C and Traffic B-C is
below the "| threshold << max throughput", (say 2G assuming link is 10G) running
2.5G out of 10G max (it will be duty of the centralized EA NMS ensures that the
routed traffic is sustainable by the receiving Node/Link). Remaining Operational
link A-B can now go into a sleeping mode, entering the Fast Sleeping mode while
the sleeping link A-B can enter the deepest sleeping mode, e.g. Power Off.

o if Traffic A-C and Traffic B-C further decreases (e.g. deep night, winter time at
beach villages, etc.), as soon as Traffic A-C and Traffic B-C is below the "|
threshold <<< max throughput", (say 500Kbps assuming link is 10G) links A-B can
go into Deep Sleeping and Power Off mode respectively, or even both at Power
Off, maximizing power consumption saving, as shown in figure 18.

[0082] Note how the method is capable of adequate tradeoff between traffic margin and
sleeping Power consumption modes in order to guarantee QoS in case of sudden peaks of
traffic.

« when Traffic A-C and Traffic B-C increases (traffic is ramping up, such as in the early
morning), as soon as Traffic A-C and/or Traffic B-C is above the "1 threshold <<< max
throughput”, (as an example trigger can be at 1G assuming link is 10G), one of the links
A-B will be forced to entering e.g. Fast Sleeping while the other can stay in Power Off
(see figure 17).

« if Traffic A-C and Traffic B-C further increases, now the EA NMS will set at a suitable
Operational mode one of the links A-B and then will route all active traffic between Node
A and Node B back towards the operating link A-B as soon as Traffic A-C and/or B-C is
above the "1 threshold << max throughput” (as an example trigger can be at 4G
assuming link max throughput is 10G; it will be a duty of the centralized EA NMS to
ensure that the routed traffic is sustainable by the Operational mode of the receiving
Node/Link). The sleeping link A-B will go back to a less deep sleeping mode, e.g. Deep
Sleeping.

« If Traffic A-B further increases, the operational mode will be set accordingly at the
operating link, while a less deeper sleeping mode, e.g. Fast Sleeping status will be set
for the sleeping link, as soon as Traffic A-B is above the 1 threshold <<< max throughput
(say 1G assuming link is 10G).



DK/EP 2904847 T3

e As soon as Traffic A-B further increases, the entering of an Operating PM of the still
sleeping link will be forced, as soon as Traffic A-B is above the 1 threshold << max
throughput, as shown in figure 16 (as an example trigger can be at 4G assuming link
max throughput is 10G). From now on, Operational power consumption mode transition
can occur at given thresholds as a function of traffic load.

Figs 19-21 Power consumption mode primitives: Reset. Clock, Power Partitioning

[0083] According to some examples of the herein proposed methods, Power Consumption
Modes can make use of one or more of three main techniques: Reset Partitioning, Clock
Partitioning and Scaling, and Power Supply Partitioning and Scaling. They can be applied in
various mixes of configurations according to the available circuitry, and will now be explained in
more detail.

Fig 19, Reset Partitioning

[0084] Reset functions can be multiple, partitioned (selective reset) such that at any single
card or subsystem can also apply selective resets to any device or single section of the given
card by means of dedicated reset functions. Fig 19 shows devices A, B and C (900, 910 and
920, respectively) which have for example HW resets by means of dedicated wires, and/or SW
reset by means of dedicated functions controlled by software. In one example, as a function of
the device, a SW reset of a circuit portion, e.g. a Transmitter, could avoid affecting for instance
PLL synchronization or bus synchronization, which would normally suffer a reset at the same
time. Hence such a selective reset can speed up wake up time and lower impacts on
neighboring devices. While HW reset can provide consistently lower power consumption but
require longer wake up time.

Fig 20, Clock Partitioning an calin

[0085] Clock Partitioning and Scaling is a technique where clock frequency of a pP or of a
Network Processor or any other applicable engine can be dynamically and selectively adjusted
"on the fly", saving power and reducing the amount of generated heat by the given chip. Figure
20 shows devices A, B and C (900, 910 and 920, respectively). Each device can have its own
dedicated clock, sourced by a multi-output Frequency Synthesizer (e.g. Digitally Controlled
Oscillators, Numerically Controlled Oscillators, Prescalers, etc.). Frequency scaling reduces the
number of instructions a processor can issue in a given amount of time, thus also reducing
performance.

Fig 21 Power Partitioning and Scaling
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[0086] Power Supply distribution can be partitioned with the granularity allowed by the specific
design; identifying all the devices that can be switched off in particular configurations or that
can be supplied by a reduced Voltage Supply. Figure 21 shows devices A, B and C (900, 910
and 920, respectively). Each of these devices can have a power supply line separated and
independently managed from the others.

[0087] Dynamic Voltage Scaling may be used in conjunction with frequency scaling, as the
frequency that a chip may run at is related to the operating voltage. According to the given
formula the saving by applying Voltage Scaling is proportional to the square of the voltage step

applied, i.e. to AV2, and thus could be particularly important.

[0088] By applying circuit partitioning, several different "islands" or domains are created over
the given card and/or equipment and/or given component (FPGA, efc. since the herein
described techniques can apply also at internal chip architectures). Domains can be related to
a given function, interface, process, single chips, circuit portions, etc. and should be tailored so
as to share with other domains the lowest possible numbers of interconnections at the lowest
possible frequency speed. In the case of Voltage Scaling sometimes Level Translators can be
recommended for connections between domains.

Concluding remarks

[0089] Nowadays power consumption is almost independent of traffic load. Until today designs
have a behavior Power vs. Load showing null or poor power consumption variation as function
of traffic loads. With the proposed Energy Aware design methods, it is possible to maximize the
power consumption dependency to the traffic load as well as adding significant sleeping states
to further improve the energy saving possibilities. The method allows dynamically adapting
network performances to actual traffic load, hence maximizing the saving of power. By means
of the herein described method notable saving in terms of GHG emissions as well as in terms
of operational expenditures can be achieved.
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-1-
STYRING AF EN KOMMUNIKATIONSANORDNINGS STRGMFORBRUGSFUNKTIONER
PATENTKRAV

1. Netverksstyringssystem (il et kommunikationsnetverk, hvilket netvaerk har knuder (50), hvor
mindst én af knuderne omfatter en kommunikationsanordning (60), der kan anvendes i forskellige
strgmforbrugsfunktioner, der tilvejebringer forskellige ydeevneniveauer til transmission af
kommunikationstrafik, hvilket netvaerksstyringssystem har:

en stiberegningsanordning (20), der er konfigureret til at valge stier for trafikken ved anvendelse
af kommunikationsanordningen, baseret pa informationer om trafikbelastning i netverket og pa
informationer om kommunikationsanordningens strgmforbrugsfunktioner for mindst én af knuderne, og en
strgmforbrugsstyreenhed (10) koblet til stiberegningsanordningen til styring af strgmforbrugsfunktionerne
for mindst én af kommunikationsanordningerne i henhold til informationer om trafikbelastning og i henhold

til informationer om de valgte stier, og

hvor strgmforbrugsstyreenheden er konfigureret til at styre (150) strgmforbrugsfunktionerne for
mindst én af kommunikationsanordningerne som reaktion pa en anmodning fra en tilsvarende
kommunikationsanordning om en anden strgmforbrugsfunktion, nar den detekterer, at dens trafikbelastning

har naet en trafikterskel.

2. Netvarksstyringssystem ifglge krav 1, hvor stiberegningsanordningen er konfigureret til at
modtage fra kommunikationsanordningen indikationer af de forskellige ydeevneniveauer til transmission af
trafikken for deres tilsvarende strgmforbrugsfunktioner, og til at foretage stiberegningen i henhold til

sadannc indikationcr.

3. Netvarksstyringssystem ifglge et hvilket som helst af de foregaende krav, hvor, til betingelser med
reduktion af trafikbelastning, netverksstyringssystemet er konfigureret saledes, at stiberegningsanordningen
udfgrer en stiberegning (260) og strgmforbrugsstyreenheden er konfigureret til efterfglgende at styre
strgmforbrugsfunktionerne (270) pa basis af stiberegningen, og/eller hvor, til betingelser med @ggning af
trafikbelastning, netvarksstyringssystemet er konfigureret saledes, at strgmforbrugsstyreenheden styrer
strgmforbrugsfunktionerne (210) og stiberegningsanordningen er konfigureret til at udfgre stiberegningen

(230) efterfplgende pa basis af strgmforbrugsfunktionerne.

4, Slavestrgmforbrugsstyreenhed (300) til et kommunikationsnetvaerk, hvilket netverk har knuder
(50), hvor mindst én af knuderne omfatter en kommunikationsanordning (60), der kan anvendes i
forskellige strgmforbrugsfunktioner, der har forskellige ydeevneniveauer til transmission af
kommunikationstrafik, —hvilket netveerk ogsa har et netverksstyringssystem (30), hvilken
slavestrgmforbrugsstyreenhed har:

et interface (320) til kommunikation med netvaerksstyringssystemet, og en processor (310), der er
koblet til interfacet for at modtage strgmforbrugsfunktionskommandoer fra netvarksstyringssystemet, og
konfigureret til at bestemme (420) strgmforbrugsfunktioner for mindst én af kommunikationsanordningerne
baseret pa de modtagne stremforbrugsfunktionskommandoer, og til at sende de bestemte
strgmforbrugsfunktioner til den tilsvarende kommunikationsanordning, og hvor processoren er konfigureret

til at detektere (410), nar trafikbelastningen for én af kommunikationsanordningerne nér en trafiktaerskel, og
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til at sende (520) en anmodning til netverksstyringssystemet om en kommando til at ndre
strgmforbrugsfunktionen.

S. Slavestrgmforbrugsstyreenhed ifglge krav 4, hvor interfacet er konfigureret til at sende til
netverksstyringssystemet indikationer (450) om de forskellige ydeevneniveauer til transmission af trafikken
for tilsvarende strgmforbrugsfunktioner for en tilsvarende af kommunikationsanordningerne, og eventuelt
slavestrgmforbrugsstyreenheden er konfigureret til at indstille trafikteersklen (400) i forhold til den aktuelle

strgmforbrugsfunktion.

6. Slavestrgmforbrugsstyreenhed ifglge krav 4 eller 5, hvor trafiktersklen omfatter mindst en lavere
trafikterskel (590) og en gvre trafikterskel (580), og hvor processoren er konfigureret til at sende en
anmodning (520) om en lavere strgmforbrugsfunktion, nar trafikbelastningen nar denne lavere trafikteerskel,
og til at sende en anmodning (520) om en hgjere strgmforbrugsfunktion, ndr trafikbelastningen nér denne
hgjere trafikterskel.
7. Styreenhed til et kommunikationsnetvark, hvilket netveerk har knuder (50), hvor mindst én af
knuderne omfatter en kommunikationsanordning (60), der kan anvendes i forskellige
strgmforbrugsfunktioner, der har forskellige ydeevneniveauer til transmission af kommunikationstrafik,
hvilket netvark ogsa har ct netvarksstyringssystem (30), hvilken styreenhed har:

en processor (310), der er konfigureret til at bestemme strgmforbrugsfunktioner for mindst én af
kommunikationsanordningerne  baseret pa trafikbelastning og til at sende de bestemte
strgmforbrugsfunktioner til den tilsvarende kommunikationsanordning, og

et interface (320) til netvaerksstyringssystemet, hvilken processor er konfigureret til at anvende
interfacet til at scende informationer om strgmforbrugsfunktioncrne for den mindst cne af
kommunikationsanordningerne,

hvor informationerne, der sendes til netvarksstyringssystemet, omfatter indikationer (450) om de
forskellige ydeevneniveauer til transmission af trafikken for de tilsvarende strgmforbrugsfunktioner.
8. Styreenheden ifglge et hvilket som helst af kravene 4 til 7, hvor interfacet er konfigureret til at
sende (525) en opdatering af trafikinformationer til netveerksstyringssystemet, nar trafikbelastningen nar en
trafikterskel, og/eller hvor mindst én af strgmforbrugsfunktionerne omfatter en definition af selektiv
nulstilling af en del af kredslgbet (900, 910, 920) for en tilsvarende kommunikationsanordning (60, 62), der
skal udfgres, nar strgmforbrugsfunktionen andres.
9. Fremgangsmade til et netverksstyringssystem til styring af et kommunikationsnetveerk, hvilket
netverk har knuder, hvor mindst én af knuderne omfatter en kommunikationsanordning der kan anvendes i
forskellige strgmforbrugsfunktioner, der har forskellige ydeevneniveauer til transmission af
kommunikationstrafik, hvilken fremgangsmade omfatter fglgende trin:

udvelgelse af stier (230, 260) til wafikken ved anvendelse af kommunikationsanordningen, baseret
pa informationer om trafikken i netverket og pa informationer om strgmforbrugsfunktionerne for
kommunikationsanordningen, og

styring (150, 210, 270, 400, 420, 520, 550, 610) af strgmforbrugsfunktionerne for mindst én af
kommunikationsanordningerne ifglge informationerne om trafikken og informationerne om de stier, der er

valgt til trafikken, der endvidere omfatter
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styring af strgmforbrugsfunktionerne for mindst én af kommunikationsanordningerne som reaktion
pa en anmodning fra en tilsvarende kommunikationsanordning for en anden strgmforbrugsfunktion, nar
den detekterer, at dens trafikbelastning har naet en trafikterskel.
10. Fremgangsmade til en slavestrgmforbrugsstyreenhed til styring af strgmforbrugsfunktioner i et
kommunikationsnetvaerk, hvilket netverk har knuder (50), hvor mindst én af knuderne omfatter en
kommunikationsanordning (60), der kan anvendes i forskellige strgmforbrugsfunktioner, der har forskellige
ydeevneniveauer til transmission af kommunikationstrafik, hvilken fremgangsmade omfatter fglgende trin:

modtagelse af strgmforbrugsfunktionskommandoer fra netvaerksstyringssystemet,

bestemmelse (420) af strgmforbrugsfunktioner for mindst én af kommunikationsanordningerne
baseret pa de modtagne strgmforbrugsfunktionskommandoer,

afsendelse af de bestemte strgmforbrugsfunktioner til den tilsvarende kommunikationsanordning,
og

detektering (410), nar trafikbelastningen for én af kommunikationsanordningerne nar en
trafikterskel, og afsendelse (520) af en anmodning til netverksstyringssystemet om en kommando til at
@ndre strgmforbrugsfunktionen.
11. Fremgangsmade til en styreenhed til styring af strgmforbrugsfunktioner i et
kommunikationsnetvaerk, hvilket netverk har knuder (50), hvor mindst én af knuderne omfatter en
kommunikationsanordning (60), der kan anvendes i forskellige strgmforbrugsfunktioner, der har forskellige
ydeevneniveauer til transmission af kommunikationstrafik, hvilken fremgangsmade omfatter fglgende trin:

bestemmelse (610) af strgmforbrugsfunktioner for mindst én af kommunikationsanordningerne
baseret pa trafikbelastning,

afsendelse af de bestemte strgmforbrugsfunktioner til den tilsvarende kommunikationsanordning,
og

afsendclsc (630) til nctvarksstyringssystemet af informationer om strgmforbrugsfunktioncrne for
den mindst ene af kommunikationsanordningerne,

hvor informationerne, der sendes til netverksstyringssystemet, omfatter indikationer af de
forskellige ydeevneniveauer til transmission af trafikken for deres tilsvarende strgmforbrugsfunktioner.
12. Fremgangsmade til styring af strgmforbrugsfunktioner i en kommunikationsanordning (60), der
kan anvendes i forskellige strgmforbrugsfunktioner, der har forskellige ydeevneniveauer til transmission af
kommunikationstrafik, hvilken fremgangsmade omfatter fglgende trin:

modtagelse af en strgmforbrugsfunktionskommando fra en strgmforbrugsstyreenhed (10),

detektering af trafikbelastning (120) og

detektering (130), nar trafikbelastningen har naet en trafikterskel, og hvis det er tilfeldet,

afsendelse (140) af en anmodning til strgmforbrugsstyreenheden (10) om at @ndre
strgmforbrugsfunktionen.
13. Kommunikationsanordning (60), der kan anvendes i forskellige strgmforbrugsfunktioner, der har
forskellige ydeevneniveauer til transmission af kommunikationstrafik, hvor kommunikationsanordningen

(60) er konfigureret til at:
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4.

modtage en strgmforbrugsfunktionskommando fra en strgmforbrugsstyreenhed (10),
detektere trafikbelastning (120) og

detektere (130), nar trafikbelastningen har naet en trafikterskel, og hvis det er tilfeldet,

afsende (140) en anmodning til strgmforbrugsstyreenheden (10) om @ndring af
strgmforbrugsfunktionen.
14. Kommunikationsanordning (60) ifglge krav 13, hvor kommunikationsanordningen (60) er
konfigureret til at detektere trafikbelastning (120) ved at overvage en lokal pakketzller,

og konligureret Gl at detektere (130), ndr trafikbelastningen har naet en trafiktwrskel ved at
sammenligne pakketalleren med en lokalt lagret terskel.
15. Computerprogram pa et computerlaesbart medium, som har instruktioner, der, nar de udfgres af en

computer, far computeren til at udfgre fremgangsmaden ifglge et hvilket som helst af kravene 10 til 14.
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