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METHOD AND APPARATUS FOR IMPROVED SIGNIFICANCE FLAG CODING
USING SIMPLE LOCAL PREDICTOR

TECHNICAL FIELD

The present principles relate to video compression and decompression

systems generally and, more particularly to significance flag prediction in those
systems.

BACKGROUND

Digital video compression systems generally partition digital images into

smaller sized units of pixels to compress before transmission. In some compression
standards, those smaller sized units are macroblocks and blocks. Blocks are arrays of
luminance and chrominance values representative of the pixel values.

Video coding systems also use prediction and block-based transforms to
leverage redundancy in intra/inter frame correlation and achieve high compression
efficiency. Temporal redundancy is removed from a video sequence by predicting pixel
values in a current frame from those in previous frames. Spatial redundancy is
removed from a digital video image by predicting pixel values in a current block from
those in spatially neighboring blocks that have previously been coded. After
transforming the residual values resulting from prediction, the energy of the transform
coefficients generally takes up a lower number of coefficients in the frequency domain.
These transform coefficients are quantized and scanned in an order that allows them
to be entropy coded in some compression systems. Entropy coding makes the coded
bit-stream achieve its entropy boundary and further improves the coding efficiency.

An important usage of entropy coding in video coding system is the coding of
the quantized transform coefficients of a block, which is the residual data block after
intra/inter prediction, block transform, and quantization. For such data, entropy coding
tools have been developed, ranging from variable length coding, such as the Huffman
coding, to arithmetic coding. Huffman coding uses codes for component symbols, but
arithmetic coding can use codes for entire messages.

In the HEVC/H.265 video compression standard, a new tool for coding binary
data has been proposed that is based on arithmetic coding, namely the Context-
Adaptive Binary Arithmetic Coding (or CABAC). CABAC codes binary symbols. A

binary symbol s, which takes value 0 or 1, is coded followed by a probability p to be 1
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and 7-p to be 0. This probability is deduced from a context and is adapted after each
symbol coding to allow better modeling of probabilities.

CABAC is also the entropy coding method for the quantized transform
coefficient block in the International Organization for Standardization/International
Electrotechnical Commission (ISO/IEC) Moving Picture Experts Group-4 (MPEG-4)
Part 10 Advanced Video Coding (AVC) Standard/International Telecommunication
Union, Telecommunication Sector (ITU-T) H.264 Recommendation (hereinafter the
“MPEG-4 AVC Standard”). CABAC achieves high coding efficiency, but the non-
systematic implementation of the CABAC coding procedure results in two scanning
passes being performed to code a data block for AVC. In the first pass, CABAC codes
the significance map of the block according to a forward zigzag scanning order. In the
second pass, CABAC codes the non-zero values in an inverse zigzag scanning order.

Turning to FIG. 1, an example of CABAC coding is indicated generally by the
reference numeral 100. In the significance map coding pass, i.e., the first pass, CABAC
uses the sig_flag and last_flag to indicate the positions of the non-zero coefficients.

In the inverse zigzag coding of the non-zero values, two sub-coding processes
are used. In the first sub-coding process, a syntax called Bin_1 (i.e., the first bin) is
used to indicate whether or not a non-zero coefficient has an absolute value of one. If
the non-zero coefficient has an absolute value of one, then Bin_1 = 1 and the sign of
the non-zero coefficient is sent out. Otherwise, Bin_1 = 0 and the encoding moves to
the second sub-coding process. In the second sub-coding process, CABAC codes the
coefficients which have an absolute value greater than one, corresponding to Bin_1 =
0, and then sends out their respective signs.

In addition, the design of CABAC is mainly for smaller block sizes (e.g., 4x4 and
8x8). CABAC turns out to be less efficient for larger blocks (e.g., 16x16, 32x32, and
64x64).

For HEVC, after transforming a transforming a Transform Unit (TU) from the
pixel domain to the frequency domain using a transform (such as a Discrete Sine
Transform (DST) or Discrete Cosine Transform (DCT)), the transformed coefficients
are coded one by one using the following scheme:

e asignificance flag signaling whether or not the coefficient is non-zero

e if the significance flag is true, a sign bit
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e if the significance flag is true, a “greater than one” (greater1) flag signaling
whether or not the coefficient magnitude is strictly higher than one

e if the greater1 flag is true, a “greater than two” (greater2) flag signaling whether
or not the coefficient magnitude is strictly higher than two

e if the greater2 flag is true, the remainder of the coefficient magnitude is coded
using an expGolomb code.

Significance flags, greater1 flags and greater2 flags are coded using CABAC
with dedicated contexts. The following embodiments will focus on increasing the
coding efficiency of the significance flag by improving the contextual information of the
CABAC.

SUMMARY

These and other drawbacks and disadvantages of the prior art are addressed
by the present principles, which are directed to a method and apparatus for improved
significance flag coding using simple local predictors.

In two embodiments, methods are provided comprising modifying a significance
flag context based on a plurality of the last N significance flags corresponding to a
scanning order of a portion of an image, and coding, or decoding, a subsequent
significance flag using said modified significance flag context.

In other embodiments, apparatus are provided a processor, configured to
modifying a significance flag context based on a plurality of the last N significance flags
corresponding to a scanning order of a portion of an image, and an encoder, or decoder
that uses the modified significance flag context in encoding, or decoding, video for a
portion of an image.

In one particular embodiment, a method is provided comprising determining a
significance flag predictor using a vector that is representative of a plurality of the last
N significance flags corresponding to a scanning order of a portion of an image. The
method further comprises updating a probability value associated with a significance
flag context using the significance flag predictor and further comprises coding a
subsequent significance flag using the updated probability value associated with the
significance flag context.
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In another particular embodiment, a second method is provided comprising
selecting a first set of significant flag contexts to be used in coding a first significant
flag for a portion of an image and further comprising coding each subsequent
significant flag in the portion of the image using either the first set of significant flag
contexts or a second set of significant flag contexts based on the last N significant flags
corresponding to a scanning order of the portion of the image.

In another embodiment, a third method is provided comprising determining a
significance flag predictor using a vector that is representative of a plurality of the last
N significance flags corresponding to a scanning order of a portion of an image. The
method further comprises updating a probability value associated with a significance
flag context using the significance flag predictor, and, decoding a subsequent
significance flag using the updated probability value associated with the significance
flag context.

In yet another embodiment, a fourth method is provided comprising selecting a
first set of significant flag contexts to be used in coding a first significant flag for a
portion of an image, and, decoding each subsequent significant flag in the portion of
the image using either the first set of significant flag contexts or a second set of
significant flag contexts based on the last N significant flags corresponding to a
scanning order of the portion of the image.

In another embodiment, an apparatus is provided comprising a processor,
configured to implement a buffer to store significance flags in a scanning order, circuitry
to determine which one of a plurality of significance flag context sets to use, based on
the stored significance flags, to encode a next significance flag and a switch to enable
the selected significance flag context set to be sent to an encoder; and, an encoder
that uses the selected significance flag context set in encoding video for a portion of
an image.

In another embodiment, a second apparatus is provided comprising a
processor, configured to implement a buffer to store significance flags in a scanning
order and to generate a predictor, based on the stored significance flags, to update a
probability associated with a significance flag context, and, an encoder that uses the
updated probability in encoding video for a portion of an image.

In another embodiment, a third apparatus is provided comprising a processor,
configured to implement a buffer to store significance flags in a scanning order, circuitry
to determine which one of a plurality of significance flag context sets to use, based on
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the stored significance flags, to encode a next significance flag and a switch to enable
the selected significance flag context set to be sent to an encoder, and, a decoder that
uses the selected significance flag context set in decoding video for a portion of an
image.

In another embodiment, a fourth apparatus is provided comprising a
processor, configured to implement a buffer to store significance flags in a scanning
order and to generate a predictor, based on the stored significance flags, to update a
probability associated with a significance flag context, and, a decoder that uses the
updated probability in decoding video for a portion of an image.

In another embodiment, a non-transitory computer readable storage medium
is provided having stored thereon instructions for video encoding or decoding, when
executed, implement a method according to any one of the above methods.

In another embodiment, a non-transitory computer readable storage medium
is provided having stored thereon a bitstream generated according to any one of the
aforementioned encoding embodiments.

In another embodiment, a bitstream generated according to the video
encoding method is provided.

BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 shows one embodiment of an example of CABAC coding using the

present principles.

Figure 2 shows the neighborhood of significance flags used in prior methods to
adapt the context of the current significance flag to be coded.

Figure 3 shows an example of a context value showing as an 8 bit value.

Figure 4 shows an example of a process for updating of a context value.

Figure 5 shows a 16x16 Transform Unit divided into 16 blocks.

Figure 6 shows an example of a Transform Unit showing a subset of each of
the sub-blocks containing significant coefficients.

Figure 7 shows an example of a sub-block and the coefficients are scanned
following a given scan order.

Figure 8 shows 27 significance flag contexts for the luma Transform Block and

15 significance flag context for the chroma Transform Block.
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Figure 9 shows that 4x4 Transport Blocks, regardless of color channel, with
context indices depending only on the position of the coefficient in the unique sub-
block of the Transform Unit.

Figure 10 shows bottom and right sub-block coding flags, and the position of
the coefficient inside the current sub-block.

Figure 11 shows one embodiment of a method for encoding significance flags
using the present principles.

Figure 12a and 12b show two embodiments of apparatus for encoding
significance flags using the present principles.

Figure 13 shows one embodiment of a method for decoding significance flags
using the present principles.

Figure 14a and 14b show two embodiments of apparatus for decoding
significance flags using the present principles.

Figure 15 shows one embodiment of a method for encoding significance flags
using the present principles.

Figure 16a and 16b show two embodiments of apparatus for encoding
significance flags using the present principles.

Figure 17 shows one embodiment of a method for decoding significance flags
using the present principles.

Figure 18a and 18b show two embodiments of apparatus for decoding
significance flags using the present principles.

DETAILED DESCRIPTION

In the past, during the HEVC standardization process, and now during the

development of successors to the HEVC standard, it has been identified that more
efficient coding performance is achieved by adding a context dependence on the value
of the neighboring significance flags. This has not been accepted in the HEVC standard
because it increases the number of contexts and adds extra computation and memory-
bandwidth consumption in finding the neighboring flags and computing an associated
predictor. However, this is again being considered for the next generation of codecs.
Examples of tested neighborhoods used for significance flag coding are presented in
Figure 2. Figure 2 shows the neighborhoods of significance flags (hashed, A to K) used
to adapt the context of the current significance flag (X) to be coded used in prior
methods.
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The proposed solution is a new predictor for the significance flags. This
predictor does not depend on the spatial neighbors of the current significance flags to
be coded, but instead on criteria such as the last coded significance flag in the
scanning order, for example.

A particular implementation is provided that has the following advantages
compared to the prior art. The implementation does not require extra memory access
to preceding coded significance flags. The computational cost is negligible, and it does
not negatively impact the spatial independence of significance flags between Coding
Groups.

Two main embodiments are provided for using the new predictor. First, the new
predictor is used as a switch between duplicated contexts associated to significance
flags. And second, the new predictor is used as a modulation of the probability
determined form the current significance flag context.

While the first embodiment shows more coding gains, it requires more contexts.
The second embodiment still shows gain compared to HEVC, although less than the
first method, but it adds virtually no complexity to HEVC.

In HEVC, a context value is an 8 bit value as in Figure 3. The leading bit
represents the Most Probable Symbol (or MPS) and the next 7 bits represent a
probability p’ (or state) from which the probability p is deduced. The update of the
context value is made following the process shown in Figure 4, depending on whether
or not the coded symbol equals the MPS. The evolution is made through two tables,
tfransldxMPS if the coded symbol is the MPS, and transldxLPS if the coded symbol is
not the MPS, that is, it is the Least Probable Symbol (LPS). These tables are provided
in Table 1 for the entry p’, also named pStateldx.
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Table 1: tables for the evolution of the context state
Table 9-41 — State fransition table

pStateldx i 1 2 3 4 5 ] 7 8 L 10 11 12 13 14 15

transldzLps ] o 1 2 2 4 4 5 8 7 ) 9 9 1t 11 12

transkdxMps 1 2 3 4 5 & 7 8 9 10 11 12 13 14 15 16

phtateldx 14 17 18 19 20 21 22 23 24 25 16 27 18 20 30 31

transkdxLps 13 13 15 15 18 16 18 18 19 19 21 21 22 22 23 24

transkdxMps 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32

pStateldx 32 33 34 35 36 37 38 9 48 41 42 43 44 45 46 47

transkdxLps 24 25 26 26 27 27 28 29 29 30 30 30 3t 32 32 i3

fransIdzMps | 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48

pStateldx 48 49 50 51 52 53 54 55 56 57 58 50 a0 61 a2 63

transkdxLps 33 33 34 34 35 35 35 36 36 36 37 37 37 38 38 63

transkdsMps | 49 50 a1 32 53 54 55 56 57 58 59 60 6l 62 62 63

The probability pmpes of the symbol s to be the MPS is quantized linearly using 8 bits,

from 0 to 127. It is deduced from the context value by

pvps = (p'+64)/127 = (pStateldx+64)/127

and the probability p of the symbol sto be 1 is deduced obviously from pwmes
depending on the value of the MPS.

P = pmpPs if MPS=1,
p=1-pwps if MPS =0.

Context-Adaptive coding is a powerful tool that allows to follow dynamically the
statistics of the channel to which the symbol belongs. Also, each channel should have
its own context to avoid mixing statistics and losing the benefit of the process. This has
led to the extensive use of many contexts in HEVC/H.265, up to several hundred, in
order to model many channels.

In HEVC, a Transform Unit (TU) is divided, for example, into 4x4 blocks (labelled
as CG for Coding Group in Figure 5) that are coded with weak interaction between
them. Weak interaction means that coefficient coding between two blocks does not

SUBSTITUTE SHEET (RULE 26)
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directly interact. For instance, a 16x16 Transform Unit is divided into 16 blocks as
shown in Figure 5.

The transformed Transform Unit can be scanned in a particular order.
Depending on this order, the position of the last significant (non-zero) coefficient is
determined and coded in the bitstream. Consequently, only a subset of each of the
sub-blocks may contain significant coefficients, as shown in Figure 6.

Attached to each sub-block (labelled CG in Figure 5) is a coding flag signaling
if there is a significant flag in the sub-block. In Figure 6, only those sub-blocks with a
“?” have a coded flag that is encoded in the bitstream, while those with explicit “1” or
“2” in their blocks have their coding flag inferred by the following rules:

e Of course, the coding flag of the sub-block containing the last significant
coefficient is one

e Also, the coding flags of the sub-blocks coming after the sub-block containing
the last significant coefficient are zero

e The coding flag of the first (top left) sub-block is automatically inferred to one
as it is very likely that there is a significant coefficient at the low frequency
position. This inference may rarely be wrong, thus leading to the coding of 16
significance flags to zero.

Inside a sub-block, the coefficients are scanned following a given scan order, for
example, as shown in Figure 7. The associated significance flags are coded in this
order.

For HEVC, significance flags are coded using CABAC with many contexts that
depend on such things as slice type (I, P or B), luma or chroma channel, the Transform
Block size, neighboring sub-block coding flags, the position of the sub-block in the
Transform Block, and the position of the coefficient in the sub-block.

There are 42 context for each slice type, and thus a total of 3*42=126 contexts
as provided the HEVC standard document. The relevant table is shown in Table 2.

Figure 8 shows that there are 27 significance flag contexts for the luma
Transform Block and 15 significance flag context for the chroma Transform Block. The
DC coefficient has its own context, index 0 for luma and index 27 for chroma. These
contexts depend on the Transform Block size (4x4, 8x8 or 16x16 and larger). For 8x8
or larger luma Transform Blocks, the context index also depends on the position of the

SUBSTITUTE SHEET (RULE 26)
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sub-block (top-left or otherwise) in the Transform Block. The structure of the contexts
differ depending on whether the Transform Block size is 4x4, as detailed below.

Table 2: HEVC contexts for coding the significance flags using CABAC in HEVC
Table 9-29 — Values of initValue for cixIdx of sig_coeff flag

Initialization
variable
nitValue
nitValue
initValue
nitValue
nitValue
initValue

initValue

initValue

for slice | for slice P for slice B

For 4x4 Transport Blocks, regardless of color channel, the context indices
depend only on the position of the coefficient in the unique sub-block of the Transform
Unit. This is shown in Figure 9 for the luma 4x4 Transform Block, and this is similar for
chroma 4x4 Transform Block by adding a 27 value to the indices.

For Transform Block sizes equal or larger than 8x8, one notices from Figure 8
that there is one context to be chosen among three contexts. Applying a coherent shift
depending on the Transform Block size, the sub-block position and the color channel,
one may label these indices 0, 1 and 2 without ambiguity.

Figure 10 depicts that this label depends on the value of the bottom and right
sub-block coding flags, and the position of the coefficient inside the current sub-block.

The embodiments presented herein do not change the above-described methods
used to determine the context index. Instead, these embodiments provide extra
information via a new predictor to be used to refine a probability attached to the context,

or to choose between multiple significance flag context sets. The aforementioned

SUBSTITUTE SHEET (RULE 26)



WO 2018/002052 11 PCT/EP2017/065859

probability represents the probability of the current significance flag to be true. In either
case, the predictor, for updating a probability or for the decision as to which set of
significance flag contexts to use, is determined based on past significance flags, and
particularly using past significance flags according to a scanning order.

Some examples are now shown to demonstrate methods of constructing the
new predictor. Two embodiments will describe use of this predictor. In order to
synchronize a decoder with an encoder, the predictor proposed herein is generated in
both an encoder and a decoder.

The proposed predictor is a circular buffer B of size N storing the N values of
the last N coded, or decoded, significant flags. The circular buffer is filled as follows:

1. The initial state is all N entries set to zero

2. Starting from the last coefficient and going to the DC coefficient following the

reverse scan order, one proceeds with the coding, or decoding, of
significance flags as follows:
a. obtain the scanning position pos of the current significance flag
b. encode, or decode, the current significance flag f using the circular
buffer as predictor
c. update the circular buffer by B[pos mod N]=f
In a preferred variant, the size of the buffer is N=4 such that (I mod N) is simply
computed by using a binary mask and the buffer is updated by B[pos&3]=f.

In HEVC, only the update of the circular buffer has to be added to the encoding,
or decoding, process, such that the computational cost to determine the predictor state
is virtually zero. One should note that “modulo” is a complex operation, but using a
value of N that is a power of two allows the modulo operation to be implemented using
a mask, making the operation virtually costless.

In a first embodiment, one of a plurality of sets of significant flag contexts are
chosen based on the contents of the significance flag buffer, which stores the last N
significance flags in a scanning order. For example, in HEVC the 42 significant flag
contexts are duplicated to get two sets of 42 contexts. One of the duplicated sets is
for a “normal” regime and another set for a “full” regime in which most of the significant
flags are one. The switch between the two sets is driven by a 4 element circular buffer
predictor as previously described. The procedure is that for each sub-block, the
“‘normal” set is selected for coding of the first significant flag in the sub-block. Then for
the following significant flags, if the number of “1s” (trues) in the circular buffer is

SUBSTITUTE SHEET (RULE 26)
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greater than or equal to 3, then the “full” set is selected. If the number of “1s” (trues)
in the circular buffer is less than or equal to 1, then the “normal” set is selected. If the
number of “1s” (trues) in the circular buffer is equal to 2, then the same set as used for
the preceding significant flag is selected.

This example embodiment uses a circular buffer length of 4 and determines
which context set to use based on the number of 1s in the circular buffer. These values
are only used as an example here and do not limit the scope of the idea. A generalized
rule for this embodiment is that a switch between M different sets of contexts depends
on the number of 1sin the N length buffer. The exact number of 1s needed for switching
between the M sets can be different than this example, or the decision can be some
function of the contents of the buffer, for example, weighting the different positions in
the buffer with weights.

Figure 11 shows one embodiment of a method 1100 for encoding significance
flags using the present principles. The method commences at block 1101 and
proceeds to block 1110 for selecting an initial significance flag context set to use for
coding a first significance flag in a coding block or sub-block. The method proceeds
from block 1110 to block 1120 in which subsequent significant flags are coded using a
selected significance flag context set chosen from among a plurality of significance flag
context sets using the last N significance flags in a scanning order. The determination
can be based on the number of 1s of the last N significance flags in a scanning order,
or some other function of those significance flags.

Figure 12 shows two embodiments of apparatus for encoding significance flags
using the present principles. In the apparatus 1200 of Figure 12a, Buffer 1210 receives
on its input significance flags for sub-blocks in scanning order from Encoder 1250.
Buffer 1210 stores the last N significance flags from the scanning order. The output of
buffer 1210 is in signal connectivity with the input of a context determination circuit
1220 that determines, from the significance flags stored in Buffer 1210, a control signal
to be used to determine which of a plurality of significance flag context sets should be
used to code the next significance flag. The control signal can be based on the number
of 1sin the last N significance flags in a scanning order, or on some other function of
those significance flags.

The control signal is output from circuit 1220 to a first input of Switch 1240. Switch
1240 also receives N inputs, representing significance flag context sets 1 through N
1230, on its input ports. The control signal from circuit 1220 selects one of the N sets
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of significance flag contexts and outputs the selected significance flag context to
encoder 1250 on an output port. Encoder 1250 then uses the selected significance flag
context set to encode subsequent significance flags for additional sub-blocks.

Figure 12b shows an embodiment of an apparatus 1255 for encoding
significance flags using the present principles using a processor. Processor 1260
receives on its input significance flags for sub-blocks in scanning order from Encoder
1270. Processor 1260 determines which of a number of stored significance flag
context sets to output on an output port to an input of Encoder 1270 for subsequent
coding of additional significance flags for future sub-blocks. Processor 1260 can base
this determination on the number of 1s in the last N significance flags in a scanning
order, or on some other function of those significance flags.

Figure 13 shows one embodiment of a method 1300 for decoding significance
flags using the present principles. The method commences at block 1101 and
proceeds to block 1110 for selecting an initial significance flag context set to use for
decoding a first significance flag in a coding block or sub-block. The method proceeds
from block 1110 to block 1120 in which subsequent significant flags are decoded using
a selected significance flag context set chosen from among a plurality of significance
flag context sets using the last N significance flags in a scanning order. The
determination can be based on the number of 1s of the last N significance flags, or
some other function of those significance flags.

Figure 14 shows two embodiments of apparatus for decoding significance flags
using the present principles. In the apparatus 1400 of Figure 14a, Buffer 1410 receives
on its input significance flags for sub-blocks in scanning order from Decoder 1450.
Buffer 1410 stores the last N significance flags from the scanning order. The output of
buffer 1410 is in signal connectivity with the input of a context determination circuit
1420 that determines, from the significance flags stored in Buffer 1410, a control signal
to be used to determine which of a plurality of significance flag context sets should be
used to decode the next significance flag. The control signal can be based on the
number of 1s in the last N significance flags in a scanning order, or on some other
function of those significance flags. The control signal is output from circuit 1420 to a
first input of Switch 1440. Switch 1440 also receives N inputs, representing
significance flag context sets 1 through N 1430, on its input ports. The control signal
from circuit 1420 selects one of the N sets of significance flag contexts and outputs the
selected significance flag context to Decoder 1450 on an output port. Decoder 1450
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then uses the selected significance flag context set to decode subsequent significance
flags for additional sub-blocks.

Figure 14b shows an embodiment of an apparatus 1455 for decoding
significance flags using the present principles using a processor. Processor 1460
receives on its input significance flags for sub-blocks in scanning order from Decoder
1470. Processor 1460 determines which of a number of stored significance flag
context sets to output on an output port to an input of Decoder 1470 for subsequent
decoding of additional significance flags for future sub-blocks. Processor 1460 can
base this determination on the number of 1s in the last N significance flags in a
scanning order, or on some other function of those significance flags.

A second embodiment is an application of the proposed predictor to modulate
the context probability. This embodiment is a specific variation of a previously
disclosed idea in European Application 16305554.4, Context with Adaptive Probability
for Video Coding. That application discloses the idea is of modulating the probability
attached to a context by some information that subdivides the channel to which the
context is attached into sub-channels that share this common context.

Here, in the second embodiment, the probability p that the significant flag is 1
of the significant flag context is modified into pm depending on the predictor as follows:
pm = p+A
where A is a modulation value that depends on the predictor state.

In a variation of this second embodiment, the modulation value A is computed
by the following process. For each sub-block, an initial value A =0 is selected for the
coding of the first significant flag. Then, for the following significant flags, if the number
of “1s”in the circular buffer is greater than or equal to 3, then the value A=A, is selected.
If the number of “1s” in the circular buffer is less than or equal to 1, then the value A=A,
is selected. And, if the number of “1s” in the circular buffer is equal to 2, then the value
A=0 is selected. The values A, and A, are two parameters that are, respectively,
positive and negative. This variation of the second embodiment is easily generalized
by stating that the modulation value is determined by the number of “1s” in the circular
buffer.

In another variation, the modulation value is a weighted sum of the circular

buffer entries:

N-1
A= Z wi.B[K]
k=0
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where the wy's are weights that can depend on the scanning position.

Figure 15 shows one embodiment of a method 1500 for encoding significance
flags using the present principles. The method commences at block 1501 and
proceeds to block 1510 for determining a significance flag predictor from previous
significance flags in a scanning order. The predictor can be determined by counting
the number of 1s in the last N significance flags in a scanning order, or on some other
function of those significance flags. Control proceeds from block 1510 to block 1520
for updating a probability associated with a significance flag context based on the
determined predictor from block 1510. That probability can be updated, for example,
by adding a predictor to the current predictor, either a default value or the last predictor
value used. For example, with a 4 element buffer storing the last 4 significant flags in
a coding order, the predictor for the next significant flag context probability can be
determined by selecting a positive predictor if the number of 1s in the buffer at that
time is greater than or equal to 3, selecting a negative predictor if the number of 1s in
the buffer at that time is less than or equal to 1, and not adding any predictor to the
significant flag context probability if the number of 1s in the buffer is two. Control then
proceeds from block 1520 to block 1530 for coding a next significance flag using the
updated probability calculated in block 1520.

Figure 16 shows two embodiments of apparatus for encoding significance flags
using the present principles. Figure 16a shows an apparatus 1600 comprising a Buffer
of length N that stores significance flags for sub-blocks in a scanning order that are
being encoded by Encoder 1640. The significance flags are input to an input port of
Buffer 1610 and are sent from an output port of Buffer 1610 to an input of Predictor
Generator circuit 1620, which is in signal connectivity with Buffer 1610 and receives
the significance flags on an input port of Predictor Generator circuit 1620. Predictor
generator circuit 1620 can form a probability prediction by counting the number of 1s
in the last N significance flags in a scanning order, or on some other function of those
significance flags. The probability prediction is output on an output port of Predictor
Generator 1620 to afirst input port of Adder 1630, which adds the probability prediction
to the previous version of the probability on a second input port to Adder 1630. The
output of Adder 1630 is in signal connectivity with an input port of Encoder 1640, which
uses the updated probability associated with the significance flag context to be used
for the next coded significance flag, to be output from Encoder 1640.
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Figure 16b shows a similar embodiment as in Figure 16a, but the apparatus
1650 comprises Processor 1660 which performs the functions of Buffer 1610, Predictor
Generator circuit 1620 and Adder 1630 in Figure 16b. Encoder 1670 then uses the
updated probability, output from Processor 1660 and which is associated with the
significance flag context to be used for the next coded significance flag to be output
from Encoder 1670.

Figure 17 shows one embodiment of a method 1700 for decoding significance
flags using the present principles. The method commences at block 1701 and
proceeds to block 1710 for determining a significance flag predictor from previous
significance flags in a scanning order. The predictor can be determined by counting
the number of 1s in the last N significance flags in a scanning order, or on some other
function of those significance flags. Control proceeds from block 1710 to block 1720
for updating a probability associated with a significance flag context based on the
determined predictor from block 1710. That probability can be updated, for example,
by adding a predictor to the current predictor, either a default value or the last predictor
value used. For example, with a 4 element buffer storing the last 4 significant flags in
a coding order, the predictor for the next significant flag context probability can be
determined by selecting a positive predictor if the number of 1s in the buffer at that
time is greater than or equal to 3, selecting a negative predictor if the number of 1s in
the buffer at that time is less than or equal to 1, and not adding any predictor to the
significant flag context probability if the number of 1s in the buffer is two. Control then
proceeds from block 1720 to block 1730 for decoding a next significance flag using the
updated probability calculated in block 1720.

Figure 18 shows two embodiments of apparatus for decoding significance flags
using the present principles. Figure 18a shows an apparatus 1800 comprising a Buffer
of length N that stores significance flags for sub-blocks in a scanning order that are
being decoded by Decoder 1840. The significance flags are input to an input port of
Buffer 1810 and are sent from an output port of Buffer 1810 to an input of Predictor
Generator circuit 1820, which is in signal connectivity with Buffer 1810 and receives
the significance flags on an input port of Predictor Generator circuit 1820. Predictor
generator circuit 1820 can form a probability prediction by counting the number of 1s
in the last N significance flags in a scanning order, or on some other function of those
significance flags. The probability prediction is output on an output port of Predictor
Generator 1820 to afirst input port of Adder 1830, which adds the probability prediction
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to the previous version of the probability on a second input port to Adder 1830. The
output of Adder 1830 is in signal connectivity with an input port of Decoder 1840, which
uses the updated probability associated with the significance flag context to be used
for the next decoded significance flag, to be output from Decoder 1640.

Figure 18b shows a similar embodiment as in Figure 18a, but the apparatus
1850 comprises Processor 1860 which performs the functions of Buffer 1810, Predictor
Generator circuit 1820 and Adder 1830 in Figure 18b. Encoder 1870 then uses the
updated probability, output from Processor 1860 and which is associated with the
significance flag context to be used for the next decoded significance flag to be output
from Encoder 1870.

In these two embodiments and their variations, some number of preceding
significant flags used to predict the current significant flag are not spatial neighbors,
but are the last N coded significance flags. By last it is understood to be relative to the
scanning order of the coefficients. A variant with an N-circular buffer is provided with
very low complexity for values of N that are a power of two.

Particular advantages of these embodiments is that they improve the
compression efficiency of video compression techniques, such as HEVC successors,
without adding significant complexity to either an encoder or a decoder.

The aforementioned embodiments can be implemented in Set Top Boxes
(STBs), modems, gateways or other devices that perform video encoding or decoding.

The functions of the various elements shown in the figures can be provided
through the use of dedicated hardware as well as hardware capable of executing
software in association with appropriate software. When provided by a processor, the
functions may be provided by a single dedicated processor, by a single shared
processor, or by a plurality of individual processors, some of which may be shared.
Moreover, explicit use of the term “processor” or “controller” should not be construed
to refer exclusively to hardware capable of executing software, and may implicitly
include, without limitation, digital signal processor (“DSP”) hardware, read-only
memory (“ROM”) for storing software, random access memory (“RAM”), and
non-volatile storage.

Other hardware, conventional and/or custom, may also be included. Similarly,
any switches shown in the figures are conceptual only. Their function may be carried
out through the operation of program logic, through dedicated logic, through the

interaction of program control and dedicated logic, or even manually, the particular
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technique being selectable by the implementer as more specifically understood from
the context.

The present description illustrates the present principles. It will thus be
appreciated that those skilled in the art will be able to devise various arrangements
that, although not explicitly described or shown herein, embody the present principles
and are included within its scope.

All examples and conditional language recited herein are intended for
pedagogical purposes to aid the reader in understanding the present principles and
the concepts contributed by the inventor(s) to furthering the art, and are to be construed
as being without limitation to such specifically recited examples and conditions.

Moreover, all statements herein reciting principles, aspects, and embodiments
of the present principles, as well as specific examples thereof, are intended to
encompass both structural and functional equivalents thereof. Additionally, it is
intended that such equivalents include both currently known equivalents as well as
equivalents developed in the future, i.e., any elements developed that perform the
same function, regardless of structure.

Thus, for example, it will be appreciated by those skilled in the art that the block
diagrams presented herein represent conceptual views of illustrative circuitry
embodying the present principles. Similarly, it will be appreciated that any flow charts,
flow diagrams, state transition diagrams, pseudocode, and the like represent various
processes which may be substantially represented in computer readable media and
SO executed by a computer or processor, whether or not such computer or processor
is explicitly shown.

In the claims hereof, any element expressed as a means for performing a
specified function is intended to encompass any way of performing that function
including, for example, a) a combination of circuit elements that performs that function
or b) software in any form, including, therefore, firmware, microcode or the like,
combined with appropriate circuitry for executing that software to perform the function.
The present principles as defined by such claims reside in the fact that the
functionalities provided by the various recited means are combined and brought
together in the manner which the claims call for. It is thus regarded that any means
that can provide those functionalities are equivalent to those shown herein.

Reference in the specification to “one embodiment” or “an embodiment” of the
present principles, as well as other variations thereof, means that a particular feature,
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structure, characteristic, and so forth described in connection with the embodiment is
included in at least one embodiment of the present principles. Thus, the appearances
of the phrase “in one embodiment” or “in an embodiment”, as well any other variations,
appearing in various places throughout the specification are not necessarily all

referring to the same embodiment.
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CLAIMS

1. A method for video coding, comprising:
modifying a significance flag context based on a plurality of the last N
significance flags corresponding to a scanning order of a portion of an image; and

coding a subsequent significance flag using said modified significance flag

context.

2. A method for video decoding, comprising:
modifying a significance flag context based on a plurality of the last N
significance flags corresponding to a scanning order of a portion of an image; and

decoding a subsequent significance flag using said modified significance flag

context.

3. An apparatus for video coding, comprising:

a processor, configured to modifying a significance flag context based on a
plurality of the last N significance flags corresponding to a scanning order of a portion
of an image; and

an encoder that uses the modified significance flag context in encoding video

for a portion of an image.

4. An apparatus for video decoding, comprising:

a processor, configured to modifying a significance flag context based on a
plurality of the last N significance flags corresponding to a scanning order of a portion
of an image; and

a decoder that uses the modified significance flag context in decoding video for

a portion of an image.

5. The method of Claims 1 or 2, or the apparatus of Claims 3 or 4, wherein
the significance flag context is modified by updating a probability value associated with

the significance flag context.
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6. The method of Claims 1 or 2, or the apparatus of Claims 3 or 4, wherein
the significance flag context is modified by selecting an alternate set of significance
flag contexts to use for coding subsequent significance flags.

7. The method of Claims 1 or 2, or the apparatus of Claims 3 or 4, wherein

said significance flag context is modified based on a function of elements of said vector.

8. The method of Claims 1 or 2, or the apparatus of Claims 3 or 4, wherein
said significance flag context is modified based on a number of elements of said vector
that are true.

9. The method of Claims 1 or 2, or the apparatus of Claims 3 or 4, wherein

said scanning order is a zigzag scanning.

10.  The method of Claims 1 or 2, or the apparatus of Claims 3 or 4, wherein
said value of N is four.

11. A non-transitory computer readable storage medium having stored
thereon instructions for video encoding or decoding, when executed, implement a

method according to any one of claims 1,2 or 5 to 10.

12. A non-transitory computer readable storage medium having stored
thereon a bitstream generated according to any one of claims 1 or 5to 10.

13. A bitstream, generated according to the method of claim 1.
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