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(57) ABSTRACT 
A digital observation system and method for processing and 
transmitting video data between a video camera, or video 
cameras, and a base unit. The video data is transmitted, for 
example, by a communication protocol that is compliant with 
Ethernet physical drivers for transmitting and receiving data 
at around 100Mbps. Video is captured at a sensor in the video 
camera, digitally processed and transmitted, thus overcoming 
limitations associated with analog processing and allowing 
unique features to be added. Images and other data may be 
transmitted efficiently in their native format, with reduced 
overhead, and in a non-compressed format due to the data 
transmission rate at or below 100 Mbps. 
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DIGITAL OBSERVATION SYSTEM 

Matter enclosed in heavy brackets appears in the 
original patent but forms no part of this reissue specifica 
tion; matter printed in italics indicates the additions 
made by reissue. 

RELATED APPLICATIONS 

The present invention is related to patent application Ser. 
No 10/202,968 titled DIGITAL TRANSMISSION SYS 
TEM, to patent application Ser. No. 10/202,668 titled DIGI 
TAL CAMERASYNCHRONIZATION, and to patent appli 
cation Ser. No. 10/202,257 titled UNIVERSAL SERIAL 
BUS DISPLAY UNIT. These applications are commonly 
assigned, commonly filed, and are incorporated by reference 
herein. 

1. FIELD OF THE INVENTION 
The present invention relates to observation systems and, 

more particularly, to a digital observation system comprising 
a digital camera and a base unit. 

2. BACKGROUND OF THE INVENTION 
A conventional observation system is based on standard 

analog cameras attached, via a specialized cable, to a Cathode 
Ray Tube monitor for display. All video processing is per 
formed in the analog domain. This type of conventional sys 
tem has several limitations including noisy video, low inter 
laced resolution, slow frame rate or image roll during 
Switching, limited display capabilities and limited Storage 
and processing options. Therefore, it is desirable for the 
present invention to overcome the conventional limitations 
associated with processing video in the analog domain. 

SUMMARY OF THE INVENTION 

The present invention achieves technical advantages as a 
digital observation system and method for processing and 
transmitting video data between a video camera (or video 
cameras) and a base unit via, for example, a communication 
protocol that is compliant with Ethernet physical drivers for 
transmitting and receiving data at around 100 Mbs. With such 
a digital observation system, video is captured at a sensor in 
the video camera, digitally processed and transmitted, thus 
overcoming the aforementioned limitations and allowing 
unique features to be added. Images and other data may be 
transmitted efficiently (in their native format), with reduced 
overhead (header information can be minimized), and in a 
non-compressed format (since transmission occurs at or 
below 100 Mbs). 

In one embodiment, a digital observation system com 
prises a digital camera and a base unit. The digital camera 
includes a charge coupled device (CCD) image sensor 
memory, a CCD image sensor, a correlated double sampling 
(CDS) circuit, and a physical interface. The CCD image sen 
sor memory is adapted to store video data, while the CCD 
image sensor is adapted to transmit the stored video data in 
analog RGB color space format native to the CCD image 
sensor (analog RGB data), where the CCD image sensor 
comprises the CCD image sensor memory. The CDS circuit is 
adapted to receive the analog RGB data from the CCD image 
sensor and convert the analog RGB data into digital RGB data 
and the physical interface is adapted to receive the digital 
RGB data and transmit the digital RGB data with reduced 
operational overhead and increased operational functionality. 
The base unit includes a base unit physical interface, a base 
unit programmable logic device (PLD), and a display. The 
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2 
base unit physical interface is adapted to receive the digital 
RGB data with the reduced operational overhead and the 
increased operational functionality from the digital camera 
physical interface and display it via the display. The base unit 
PLD is coupled to the base unit physical interface and the 
display. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates a block diagram of a digital observation 
system in accordance with an exemplary embodiment of the 
present invention. 

FIG. 2 illustrates a block diagram of a digital camera in 
accordance with an exemplary embodiment of the present 
invention. 

FIG.3 illustrates a block diagram of a programmable logic 
device of the digital camera in accordance with an exemplary 
embodiment of the present invention. 

FIG. 4 illustrates a block diagram of a base unit in accor 
dance with an exemplary embodiment of the present inven 
tion. 

FIG. 5 illustrates a block diagram of a programmable logic 
device of the base unit in accordance with an exemplary 
embodiment of the present invention. 

FIG. 6 illustrates a flow chart for data processing in accor 
dance with an exemplary embodiment of the present inven 
tion. 

FIG. 7 illustrates an alternate flow chart for data processing 
in accordance with an exemplary embodiment of the present 
invention. 

DETAILED DESCRIPTION OF THE INVENTION 

Referring now to FIG. 1, a digital observation system 10 of 
the present invention is presented. The system 10 includes at 
least one digital camera 12 coupled to at least one base unit 14 
via, for example, an Ethernet connection. 

Referring now to FIG. 2, the digital camera 12 is presented. 
The digital camera 12 includes a charge coupled device 
(CCD) image sensor 20 which includes a CCD memory (not 
shown), a correlated double sampling (CDS) circuit 22, and a 
physical interface 24. Although the image sensor preferably 
used by the present invention is a CCD image sensor, a 
complementary metal oxide semiconductor (CMOS) image 
sensor may also be used. The CCD image sensor is a collec 
tion of tiny light-sensitive diodes, called photosites, which 
convert photons (light) into electrons (electrical charge). 
Each photosite is sensitive to light, wherein the brighter the 
light that hits a single photosite, the greater the electrical 
charge that will accumulate at that site. The value (accumu 
lated charge) of each cell in an image is read and an analog 
to-digital converter (ADC not shown) turns each pixels 
value into a digital value. In order to get a full color image, the 
sensor uses filtering to “look at the light in its three primary 
colors (Red Green Blue or RGB) optically or electrically, 
filtered or unfiltered. Once all three colors have been 
recorded, they can be added together to create a full spectrum 
of colors. 
The CCD memory is adapted to store video data and the 

CCD image sensor 20 is adapted to transmit the stored video 
data in analog RGB color space format native to the CCD 
image sensor (such data will hereinafter be referred to as 
“analog RGB data'). The CDS circuit 22 is adapted to receive 
the analog RGB data from the CCD image sensor 20 and 
convert the analog RGB data into digital RGB data, wherein 
the CDS circuit is operably coupled to the CCD image sensor. 
The physical interface 24, Such as an Ethernet physical inter 
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face for example, is adapted to receive the digital RGB data 
and transmit the digital RGB data with reduced operational 
overhead and increased operational functionality via an RJ45 
(or similar) connector 26, wherein the physical interface is 
operably coupled to the CDS circuit 22. The operational 
overhead includes at least one of a multi-drop operation, 
error detection, Source addressing, destination addressing, 
and multi-speed operation, while the operational functional 
ity includes at least one of header data, secondary data, and 
error correction. 
The digital camera 12 further includes a Field-Program 

mable Gate Array (FPGA) or Programmable Logic Device 
(PLD) 28 that interfaces to the CDS circuit 22 and controls 
timing signals to the CCD image sensor 20 to transmit the 
analog RGB data to the CDS circuit and is adapted to delay 
one line of the digital RGB data with the reduced operational 
overhead and the increased operational functionality trans 
mission when a transmission error correction occurs. The 
PLD 28 is a circuit that can be programmed to perform com 
plex functions. The digital camera PLD 28 is more fully 
discussed in the description of FIG. 3 below. An erasable 
programmable read-only memory 30, which is a type of 
memory that retains its contents until it is exposed to ultra 
violet light (the ultraviolet light clears its contents, making it 
possible to reprogram the memory), is coupled to the PLD 28. 
Additionally, a horizontal driver 32, a vertical driver 34, and 
an RJ11 (or similar) connector 40 are coupled to the PLD 28. 
The horizontal driver 32 and the vertical driver 34, further 
coupled to the CCD image sensor 20, convert logic level 
signals to Voltage levels that the CCD image sensor can ulti 
lize. A “remote control’ message may be sent from the PLD 
28 to an external module (such a voice or data platform), via 
the RJ11 connector 40, to indicate data to be transferred 
between the digital camera 12 and the external module (not 
shown) via commands from the base unit 14 (attached to the 
digital camera 12 via the RJ45 connector 26). A "call input' 
message may be sent to the PLD 28 from the external module. 
The digital camera 12 also includes a microphone 36 

coupled to an audio amplifier 38, for supporting full duplexed 
audio, which is further coupled to the RJ11 connector 40. The 
digital camera 12 preferably utilizes a single input Voltage of 
14V to 40V and generates the multiple voltages that are 
needed by the logic devices and the CCD image sensor 20. 
These multiple Voltages include a linear regulated output 
voltage 42 for the RJ11 device interface which provides 12V 
(25 mA max), a main system power Supply 44 which gener 
ates all of the multiple voltages other than the linear regulated 
output voltage 42 and provides 3.3 V (1.65A), a core voltage 
46 for the PLD 28 which provides 2.5 V (mA), a CCD ampli 
fier voltage 48 which provides 15 V (mA), and a CCD sub 
strate bias which provides -5.5V (mA). The digital camera 
12 additionally utilizes various clocks including clocks for 
CCD timing and clock generation, for outputting to the physi 
cal interface 24, and a main video processing clock. 

In a preferred embodiment, the digital camera 12 com 
prises a memory adapted to store video data, a first circuit (for 
example, the CCD image sensor 20) adapted to transmit the 
stored video data in a first representation of a first format (for 
example, analog RGB data), wherein the first circuit com 
prises the memory, a second circuit (for example, the CDS 
circuit 22) adapted to receive the data in the first representa 
tion of the first format from the first circuit and convert the 
data in the first representation of the first format into a second 
representation of the first format (for example, digital RGB 
data), wherein the first circuit is operably coupled to the 
second circuit, a third circuit (for example, the digital camera 
PLD) adapted to control timing signals to the first circuit to 
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4 
transmit the data in the first representation of the first format 
to the second circuit, wherein the third circuit interfaces to the 
first circuit and to the second circuit, and a fourth circuit (for 
example, the interface) adapted to receive the data in the 
second representation of the first format from the second 
circuit and transmit the data in the second representation of 
the first format, wherein the fourth circuit is operably coupled 
to the second circuit. 

In an alternate embodiment, the digital camera 12 com 
prises a memory adapted to store video data, a first circuit 
adapted to transmit the stored video data in a first format, 
wherein the first circuit comprises the memory, a second 
circuit adapted to receive the data in the first representation of 
the first format from the first circuit, wherein the first circuit 
is operably coupled to the second circuit, a third circuit 
adapted to control timing signals to the first circuit to transmit 
the data in the first format to the second circuit and convert the 
data in the first format into a second format (for example, 
digital RGB data), wherein the third circuit interfaces to the 
first circuit and to the second circuit, and a fourth circuit 
adapted to receive the data in the second format from the 
second circuit and transmit the data in the second format, 
wherein the fourth circuit is operably coupled to the second 
circuit. 

Referring now to FIG. 3, the digital camera PLD 28 is 
presented. The digital camera PLD 28, which contains logic 
that is responsible for timing, video processing, data recep 
tion and data transmission, includes a two video line delay 
memory 52 adapted to receive the digital RGB data from the 
CDS circuit 22. The digital RGB data is received at a first 
multiplexer 54 which transfers the data into a first line delay 
56 or into a second line delay 58 depending on which line 
delay is used for storing new data and which line delay is used 
for outputting to a destination Such as the base unit 14. For 
example, the first line delay 56 may be used to read in a new 
line of data from the CCD image sensor 20 via the CDS circuit 
22 while the second line delay 58 may output the data to be 
processed. If a line of data has to be repeated then the CCD 
image sensor 20 does not read in a new line into the first line 
delay 56 and the last line readout of the second line delay 58 
is repeated. A second multiplexer 60 transfers the line of data 
to be output to video processing modules (such as a data 
reduction circuit 72 and a gamma correct circuit 76) and 
transmission modules (such as a cyclic redundancy check 
(CRC) generator 78 and an Ethernet physical data transmis 
sion module 80). Such modules are described further below. 
The two line delays 56, 58 collectively hold the last two lines 
read out from the CCD image sensor 20. One line contains red 
and green data while the other line contains green and blue 
data. This is the format of the data in the CCD image sensor 
20. 
AY conversion circuit 64 requires red, green, and blue data 

so data from both line delays 56, 58 are read into the Y 
conversion circuit each time a conversion from RGB to YUV 
is to be calculated. YUV is a format that represents the signal 
as luminance and chrominance information and is a widely 
used video format for the transmission of digital video data. 
The Y conversion circuit 64 sends the YUV data to aYaverage 
circuit 66 which progressively calculates the average Y value 
for the whole image when all lines of the frame of data are 
readout. The Yaverage circuit 66 basically finds the average 
brightness of the whole image. Once the Y value for the whole 
image has been calculated, the data is sent to an exposure 
control circuit 68 which calculates the correct timing signals 
to be sent to the CCD image sensor 20 to get the proper 
exposure control for the CCD image sensor. The exposure 
control circuit 68 also sends an amplifier gain control to the 
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CDS circuit 22 which includes a variable gain amplifier (not 
shown) to adjust the signal level from the CCD image sensor 
20 before the analog to digital conversion. 
The Y conversion circuit also sends the Y value for each 

pixel to an auto tracking white (ATW) coefficient circuit 70 to 
discriminate the use of pixels with too large or small of a Y 
value so as to improve the ATW performance. ATW is used to 
make color corrections to ensure that white is the correct 
color. The ATW coefficient circuit 70 calculates an average 
red pixel value for the whole image along with the same for 
the blue and green pixels. It then calculates correction factors 
(gain changes) for the red pixels and the blue pixels so that the 
red, green, and blue pixel average for the whole frame are the 
same. As such, the whole frame includes equal values of red, 
green, and blue averages. These correction factors are fed to 
the multiplier 62 that connects the second multiplexer 60 and 
the data reduction circuit 72. The red correction factor is 
multiplied on all red pixels and the blue correction factor is 
calculated on all the blue pixels. The data reduction circuit 72 
is used to reduce the number of bits for each pixel back to nine 
bits. The CDS circuit 22 outputs ten bits for each pixel and the 
multiplier 62 increases that number by several more bits. As 
such, the data reduction circuit 72 truncates this amount back 
to nine bits. 

From the data reduction circuit 72, the pixels are sent to 
either a pixel mask 74, that is used to improve the perfor 
mance of the ATW coefficient circuit 70, or to the gamma 
correct circuit 76 that puts each pixel value through a non 
linear transfer function to enhance the values of pixels that are 
low. This action also corrects a non-linear transfer function at 
a final display in the base unit 14. The CRC generator 78 
calculates a CRC value for each line transmitted to the base 
unit 14. The CRC value is added to the end of the line trans 
mission so that the receiving base unit 14 can make the same 
calculation for the line of data it received to verify that the 
data received is correct. The Ethernet physical data transmis 
sion module 80 outputs header data to the base unit 14 prior to 
transmitting the line of video data. The header data consist of 
a preamble (so as to alert the receiver that new data is coming) 
and secondary data (such as the line number of the data to be 
transmitted) that the digital camera 12 needs to send to the 
base unit 14. The line of video data and the CRC data is 
transmitted as one continuous stream of data until the CRC is 
complete. In a preferred embodiment, the data is input into the 
Ethernet physical data transmission module 80 in groups of 4 
bits at a time, wherein two groups of 4 bits contains one pixel 
of data. As such, a pixel is sent as an 8 bit word. 
The Ethernet physical data receiver module 82, which is 

used to receive data from the base unit 14, removes the header 
data and outputs 4 bit words to a CRC checker module 84. It 
should be understood that the data may be input into the 
Ethernet physical data transmission module 80 and output to 
the CRC checker module 84 at a greater and/or a lesser 
aforementioned amount. The CRC checker module 84 calcu 
lates the CRC value as the data is received and sends the data 
to a data flow controller 86 which holds all of the data until all 
of it is received and the CRC is checked. If the CRC check 
shows the data is correct, the data flow controller 86 sends the 
data to the maintime base 88. The data sent informs the digital 
camera 12 if it is time to start a new frame of data or if the last 
line was received and further includes any control signals that 
the base unit 14 needs to send the camera to control the 
operation of the camera. The main time base 88 controls all of 
the timing functions of the camera 12 (but is preferably slaved 
to the base unit 14 time base) including exposure control and 
Video processing synchronization. The maintime base 88 can 
also send signals to a remote control and call controller 90 
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6 
which is connected to a connector (not shown) on the camera 
12 enabling signals to be input into the camera or output from 
the camera to control external devices (not shown) connected 
to the camera. External devices connected to the camera 12 
are thus enabled to communicate to the camera and the base 
unit 14 through the main time base 88 and the Ethernet physi 
cal data transmission and receiver modules 80, 82. The Main 
Time Base 88 also controls all of the timing for the CCD 
image sensor 20 through a CCD clock generator 90 and by 
sending signals directly to the CCD image sensor. The main 
time base further sends signals to a CDS controller 94 which 
sets all of the configurations for the CDS circuit 22 and 
controls the synchronization of the CDS samples of the ana 
log RGB data. 

In a preferred embodiment, the digital camera PLD 28 is 
adapted to control timing signals to the CCD image sensor 20 
to transmit analog RGB data to a CDS circuit 22 where the 
analog RGB data is converted to digital RGB data, and delay 
one line of the digital RGB data transmission (by a two video 
line delay memory) when a transmission error correction 
occurs, wherein the digital RGB data transmission comprises 
the reduced operational overhead and the increased opera 
tional functionality. 

In an alternate embodiment, the digital camera PLD 28 is 
adapted to receive digital RGB data from the CDS circuit 22, 
convert the received digital RGB data into digital YUV data, 
and transmit the digital YUV data to the CDS circuit 22, 
wherein the digital camera PLD interfaces to the CDS circuit. 

Referring now to FIG. 4, the base unit 14 is presented. The 
base unit 14 comprises a camera interface module (or base 
unit physical interface) 100 which interfaces to the digital 
camera 12 via RJ45 connectors 102. The camera interface 
module 100 is operably coupled to a base unit FPGA/PLD 
104 which is further operably coupled to a display 106 which 
is adapted to display the received video data. 
The base unit 14 further comprises a microprocessor 

including a USB interface 108 that receives (or is adapted to 
receive) video data from a first source. Such as, for example, 
a personal computer (not shown) via a physical USB interface 
or data port 110, and a video decoder 112 that receives other 
Video data from a second source. Such as another video 
Source, via a connection plug 114 and/or an RJ11 connector 
116. The microprocessor 108 manages and controls the 
operational functions of the base unit 14 including managing 
the display 106 and also controls a user interface. The micro 
processor 28 further controls the USB interface 110 and the 
data associated with it including data flow management, data 
transfer and reception. The video decoder 112 is used to 
digitize the incoming analog video signal and the decoder's 
112 output, for example, may be the spatial resolution of 4:2:2 
(intensity:reddishness: blueishness) YUV digital video data. 
There are a plurality of bits of data for each pixel and hori 
Zontal and vertical synchronization signals are output from 
the decoder 112 in addition to a data valid signal. The micro 
processor 108 can transmit the PLD 104 processed video data 
to the first source via the USB port 110 which may further 
receive audio data from the first source. 
An audio circuit 118 takes audio data and amplifies it for 

output to a speaker 120 and/or to the RJ11 connector. Audio 
information can also be received via the RJ11 connector 116 
and/or the microphone 122, and can also be output via the 
USB port 110 provided a D/A converter was present in the 
audio circuit. A real-time clock 124 transmits and receives 
time and date information between the video decoder 112, the 
microprocessor 108 and a second memory 126 and further 
stores configuration registers and timer functions. The second 
memory 126, which is operably coupled to the microproces 
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sor 108 and the video decoder 112, maintains operation code 
of the microprocessor. The base unit 14 preferably operates 
from an external 24V (or alternatively a 12V) DC wall mount 
power supply 128 that supplies all the power necessary for the 
display 106 to operate. A power supply 130 is designed to 
protect the base unit 14 from excess voltage inputs and to filter 
any noise from entering or exiting the display unit. The power 
supply 130 further creates multiple DC voltages (such as 
1.8V, 3.3V, and 5V) to supply various portions of the base unit 
14. 

In an exemplary embodiment, the display 106 is a video 
display monitor utilizing an LCD active matrix display with a 
VGA resolution of 640 pixels by 480 lines (although the 
resolution could be higher or lower). The interface to the 
display 106 is comprised of a plurality of logic level clock 
signals that are used for clocking, synchronization, and data 
transfer. The power supply module 130, which receives 
power from an external adapter (not shown), creates a plural 
ity of voltages to supply the display 106 and a backlight 132. 
The backlight 132 applies a voltage to tubes (not shown) that 
illuminate the display 106, where the tubes are operably 
coupled to the monitor. The base unit 14 will have enough 
memory, such as the memories 134 and 136 (which are pref 
erably synchronous dynamic random access memories), to 
store a number of images so that the rate for Switching display 
images is not effected by the transfer time of the data sent by 
the camera 12 and or a first source over the USB connection 
110. The base unit 14 may further be controlled by a keyboard 
138 which is operably coupled to the PLD 34. 
The PLD 104 is the primary controller for the functions of 

the various portions of the base unit 14. One of these functions 
includes managing (which includes reading, writing, and 
refreshing) the memories 134,136 that are utilized to store the 
images that are to be displayed on the display 106. The data 
input to the memories 134,136 are received from, the camera 
interface module 100, the video decoder 112, and/or the USB 
microprocessor 108. The memories 134, 136 size are depen 
dant on the screen resolution of the display 106 and can 
contain multiple images for display as well as buffer memory 
that will be utilized as a receiving buffer for new images. The 
output of the memory data is sent to a scalar (not shown) 
which is located in the PLD 104 to convert the data to the 
appropriate data size for the display 106. 

Other functions of the PLD 104 include controlling the 
data flow from the USB data port 110, the video decoder 112, 
the memories 134,136, and the display 106, interfacing to the 
display, developing all the necessary signals for a time-base 
of the display, direct memory access controlling of the data 
from the microprocessor 108 to the memories 134,136, man 
aging the user interfaces, transmitting the data to the micro 
processor, generating an “on screen display thereby 
enabling a user to program and adjust display parameters, 
buffering video data as it transfers from different circuit areas 
that operate at different data rates, Scaling the video data to be 
displayed to the appropriate resolution for the display, and 
controlling various first-in-first-out (FIFO) controllers (such 
as spot memory controllers and VCR memory controllers). 
Further functions include performing video processing Such 
as enhancing the video by controlling the contrast, brightness, 
color saturation, sharpness, and color space conversion of the 
video data that is received. 

In a preferred embodiment, the base unit 14 comprises the 
base unit physical interface 100 adapted to receive the digital 
RGB data with the reduced operational overhead and the 
increased operational functionality from the digital camera 
physical interface 24, the base unit PLD operably coupled to 
the base unit physical interface, and the display 106 adapted 
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to display the digital RGB data with reduced operational 
overhead and increased operational functionality, wherein the 
display is operably coupled to the PLD. The base unit PLD is 
further adapted to control timing signals to display the digital 
RGB data with the reduced operational overhead and the 
increased operational functionality. 

In a further embodiment, the base unit 14 comprises a first 
circuit (for example, the base unit interface 100) adapted to 
receive transmitted data in a second representation of a first 
format (for example, digital RGB data), a second circuit (for 
example, the display), and a third circuit (for example, the 
base unit PLD) adapted to control timing signals to the first 
circuit to transmit the data in the second representation of the 
first format for display via the second circuit, wherein the 
third circuit interfaces to the first circuit and to the second 
circuit. 

In an alternate embodiment, the base unit 14 comprises a 
physical interface adapted to receive digital YUV data with 
reduced operational overhead and increased operational 
functionality from a digital camera physical interface, a PLD 
operably coupled to the base unit physical interface, and a 
display adapted to display the digital YUV data with reduced 
operational overhead and increased operational functionality, 
wherein the display is operably coupled to the PLD. 

Referring now to FIG. 5, the base unit PLD 104 is pre 
sented. The base unit PLD 104 comprises a plurality of base 
unit FIFO modules 150 which manipulate the digital camera 
data received over, for example, an Ethernet transmission into 
a form that can be used by the base unit 14. The FIFO modules 
150 synchronize data from an asynchronous clock (which 
may be generated by the physical interface 24) to a system 
clock (such as a master time base 174, described further 
below), perform a CRC check and transmit a valid or non 
valid data receive, calculate a CRC and transmit control data 
to the digital camera 12, convert Bayer CFA data from 8-bit to 
24-bit RGB output, and output CIF resolution data (for 
example, 352x288) and VGA resolution data (for example, 
640x480). 
A pre-video processor multiplexer 152 receives the 24-bit 

RGB data from the FIFO modules 150 and creates a multi 
plexed high-speed data stream for processing to reduce the 
logic required for processing a plurality of video inputs. The 
24-bit RGB data is preferably multiplexed into one 24-bit 
stream at 62.5 MHz (for both VGA and CIF resolutions) and 
performs a color space conversion to YCrCb 4:4:4 (which is a 
color space similar to YUV). 
A decoder interface 154 receives data from the video 

decoder 112 and synchronizes the asynchronous decoder data 
to the system clock, converts the 4:2:2 data to 4:4:4 data for 
processing, scales the VGA resolution to CIF resolution, and 
outputs VGA resolution data. 
A video processing module 156 receives the YCrCb 4:4:4 

multiplexed 24-bit stream at 62.5 MHz from the pre-video 
processor multiplexer 152 and also receives the YCrCb 4:4:4 
data as well as the VGA resolution data from the decoder 
interface 154. This received data is processed by multiplexing 
the data from the decoder interface 154 into a high-speed 
serial digital camera stream, performing a 4:4:4 to 4:2:2 con 
version, parsing the data stream into three potential outputs 
(to the display 106, the USB interface 110, and/or the NTSC 
or video decoder 112, and stacking the display and USB bits 
into 32-bit wide words. 
The video processing module 156 outputs reformatted data 

to an LCD top module 158 and to a VCR top module. The 
LCD top module 158 performs SDRAM memory control 
functions and formats the output data to the required output 
format for display via the display 106. The VCR top module 
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160 performs SDRAM memory control functions and for 
mats the output data to the required output format to the 
microprocessor 108 (for USB data) or to the LCD 106 for 
display. The LCD top module 158 outputs a 16-bitYUV data 
stream to an LCD processing module 162 and to a micropro 
cessor interface 164. The LCD processing module 162 inter 
faces to the display 106, formats the data to the display and 
provides the following functions: YCrCb 4:2:2 to 4:4:4 con 
version, color, brightness, contrast, and sharpness adjust 
ment, YCrCb to RGB conversion, RGB 18-bit formatting, 
and on Screen display (such as a menu) insertion. The micro 
processor interface 164 stores the system wide control regis 
ters 166 and interfaces to the microprocessor 108. The VCR 
top module 160 outputs a 16-bit YUV data stream to the 
plurality of encoders 168-172 that format the data to the 
necessary configuration for the NTSC encoder interfaces 
Such as interfaces or connection plugs 116, 144. 
The master time base 174 generates the timing for the 

entire system 10. It has multiple counters on different clocks 
to control the different system inputs and outputs. The time 
bases controlled by the master time base 174 include: vertical 
synchronization to the camera 12 (or to a plurality of cam 
eras), NTSC encoder output, LCD master timing, LCD 
SDRAM frame synchronization, and NTSC SDRAM frame 
synchronization. A clock generator 176 generates various 
clock frequencies for the master time base 174 to operate, 
while a VCR alarm module 178 instructs a VCR to record 
under alarm conditions. The VCR alarm module 178 may be 
connected with the keyboard 138. 

In an alternate embodiment, the digital observation system 
10 comprises a digital camera and a base unit. The digital 
camera includes a CCD image sensor memory adapted to 
store video data, a CCD image sensor adapted to transmit the 
stored video data in analog RGB color space format native to 
the CCD image sensor (analog RGB data), wherein the CCD 
image sensor comprises the CCD image sensor memory, a 
CDS circuit adapted to receive the analog RGB data from the 
CCD image sensor and convert the analog RGB data into 
digital RGB data, wherein the CDS circuit is operably 
coupled to the CCD image sensor, a PLD adapted to: receive 
the transmitted digital RGB data from the CDS circuit, con 
vert the received digital RGB data into YUV color space 
format (digital YUV data), and transmit the digital YUV data 
to the CDS circuit, wherein the digital camera PLD interfaces 
to the CDS circuit, and a physical interface adapted to receive 
the digital YUV data and transmit the digital YUV data with 
reduced operational overhead and increased operational 
functionality, wherein the physical interface is operably 
coupled to the CDS circuit and wherein the digital camera 
PLD interfaces to the physical interface. The base unit 
includes a base unit physical interface adapted to receive the 
digital YUV data with the reduced operational overhead and 
the increased operational functionality from the digital cam 
era physical interface, a base unit PLD operably coupled to 
the base unit physical interface, and a display adapted to 
display the digital YUV data with reduced operational over 
head and increased operational functionality, wherein the 
display is operably coupled to the PLD. 
The digital camera PLD is further adapted to control timing 

signals to the CCD image sensor to transmit the digital YUV 
data to the CDS circuit, and to delay one line of the digital 
YUV data with the reduced operational overhead and the 
increased operational functionality transmission when a 
transmission error correction occurs. The digital YUV data 
with the reduced operational overhead and the increased 
operational functionality is further transmitted from the digi 
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tal camera physical interface and received by the base unit 
physical interface via a physical layer device. 

In a further alternate embodiment, a digital observation 
system comprises a first module (for example, a digital cam 
era) and a second module (for example, a base unit). The first 
module includes a memory adapted to store video data, a first 
circuit (for example, a CCD image sensor) adapted to trans 
mit the stored video data in a first representation of a first 
format (for example, analog RGB data), wherein the first 
circuit comprises the memory, a second circuit (for example, 
a CDS) adapted to receive the data in the first representation 
of the first format from the first circuit and convert the data in 
the first representation of the first format into a second rep 
resentation of the first format (for example, digital RGB data), 
wherein the first circuit is operably coupled to the second 
circuit, a third circuit (for example, a PLD) adapted to control 
timing signals to the first circuit to transmit the data in the first 
representation of the first format to the second circuit, 
wherein the third circuit interfaces to the first circuit and to the 
second circuit, and a fourth circuit (for example, an interface) 
adapted to receive the data in the second representation of the 
first format from the second circuit and transmit the data in the 
second representation of the first format, wherein the fourth 
circuit is operably coupled to the second circuit. 
The second module includes a first circuit (for example, a 

base unit interface) adapted to receive the transmitted data in 
the second representation of the first format, a second circuit 
(for example, a display), and a third circuit (for example, a 
base unit PLD) adapted to control timing signals to the first 
circuit of the second module to transmit the data in the second 
representation of the first format for display via the second 
circuit, wherein the third circuit interfaces to the first circuit 
of the second module and interfaces to the second circuit of 
the second module. 

Referring now to FIG. 6, a method for data processing is 
presented. The method begins at steps 180 and 182, respec 
tively, with receiving digital RGB data at a first module (for 
example, a first multiplexer of a two video line delay 
memory), and storing the data in a second module (for 
example, a first line delay). At step 184, receiving the data at 
a third module (for example, a second multiplexer) from the 
second module occurs (the second module is operably 
coupled to the first module and the third module). The method 
proceeds to steps 186 and 188, respectively, where reducing a 
number of bits per pixel of the data in a fourth module (for 
example, a data reduction module), and increasing a number 
of bits per pixel of a first set of the data in a fifth module (for 
example, a gamma correct module) occur. Determining a 
cyclic redundancy check (CRC) for a line of the data in a sixth 
module (for example, a CRC generator) occurs in step 190. 
The method may further comprise adding the CRC, by the 
sixth module, to the end of the data line, and transmitting, by 
a seventh module (for example, a physical interface) to a 
destination (for example, a base unit): header data and the 
data line comprising the CRC. 

Referring now to FIG. 7, another method for data process 
ing is presented. The method begins at steps 200 and 202, 
respectively, with a receiving of data (Such as image sensor 
data) by a first module (such as one or more of the FIFO 
modules 150) from an origination (such as the digital camera 
12), and converting, by the first module, the received data to 
RGB data (such as 24-bit RGB output data). At step 204, 
multiplexing the RGB data into one bit stream (such as a 
24-bit stream) by a second module (such as the pre-video 
processor multiplexer 152) occurs, and, at step 206, perform 
ing a color space conversion from the RGB data to YCrCb 
data (such as YCrCb 4:4:4 data) by the second module occurs. 
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At step 208 performing a color space conversion from the 
YCrCb data to anotherYCrCb data format (such as a conver 
sion from YCrCb 4:4:4 to YCrCb 4:2:2) by a third module 
(such as the video processing module 156) occurs. Such a 
conversion reduces the amount of data to be transmitted with 
insignificant image degradation. 
The method proceeds with formatting the other YCrCb 

data to a required output format by a fourth module (such as 
the LCD top 158) at step 210, and converting the formatted 
data to RGB data (such as RGB 4:4:4 data) by a fifth module 
(such as the LCD processing module 162) at step 212. The 
fifth module may additionally perform color, sharpness, con 
trast, and brightness alterations. 

The method may further include steps for multiplexing 
locally received data (such as data received from the decoder 
154) and remotely received data (such as the YCrCb 4:4:4 
data) into a high speed digital stream by the third module, and 
formatting the output data to various memory locations (such 
as memories 134). 

Although an exemplary embodiment of the system and 
method of the present invention has been illustrated in the 
accompanied drawings and described in the foregoing 
detailed description, it will be understood that the invention is 
not limited to the embodiments disclosed, but is capable of 
numerous rearrangements, modifications, and Substitutions 
without departing from the spirit of the invention as set forth 
and defined by the following claims. For example, a plurality 
of cameras 12 and base units 14 may be utilized with the 
present invention. Further, the camera physical transceiver 24 
and the base unit physical transceiver 26 may be operably 
coupled to each other via other connections, including cop 
per, fiber and wireless, if the transceivers were modified to 
accommodate such other connections. Additionally, the con 
nection 25 may comprise an entity with dynamic character 
istics thus altering maximum travel time, data transmission 
travel time, acknowledgement time, line time, and processing 
time. Also, the system 10 may operate at a varying distance 
which will alter the travel time and time for the system to start 
and process any transmissions. Further, various data trans 
mission protocols comprising different information and/or 
sizes of information may be used with the system 10. Addi 
tionally, a lesser or greater number of modules may comprise 
the system 10, the digital camera 12, and/or the base unit 14. 
What we claim is: 
1. A digital observation system comprising: 
a digital camera including: 

a charge coupled device (CCD) image sensor memory 
adapted to store video data; 

a CCD image sensor adapted to transmit the stored video 
data in analog RGB color space format native to the 
CCD image sensor (analog RGB data), wherein the 
CCD image sensor comprises the CCD image sensor 
memory; 

a correlated double sampling (CDS) circuit adapted to 
receive the analog RGB data from the CCD image 
sensor and convert the analog RGB data into digital 
RGB data, wherein the CDS circuit is operably 
coupled to the CCD image sensor, and 

a physical interface adapted to receive the digital RGB 
data and transmit the digital RGB data with reduced 
operational overhead and increased operational func 
tionality, wherein the physical interface is operably 
coupled to the CDS circuit; 

a programmable logic device (PLD) adapted to delay 
one line of the digital RGB data when a transmission 
error correction occurs; and 

a base unit including: 
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12 
a base unit physical interface adapted to receive the 

digital RGB data with the reduced operational over 
head and the increased operational functionality from 
the digital camera physical interface; 

a base unit programmable logic device (PLD) operably 
coupled to the base unit physical interface; and 

a display adapted to display the digital RGB data with 
reduced operational overhead and increased opera 
tional functionality, wherein the display is operably 
coupled to the PLD. 

2. The digital observation system of claim 1, wherein the 
base unit PLD is adapted to control timing signals to display 
the digital RGB data with the reduced operational overhead 
and the increased operational functionality. 

3. The digital observation system of claim 1, wherein the 
digital camera PLD is adapted to control timing signals to the 
CCD image sensor to transmit the analog RGB data to the 
CDS circuit, wherein the digital camera PLD interfaces to the 
CDS circuit. 

4. The digital observation system of claim 1, wherein the 
digital RGB data with the reduced operational overhead and 
the increased operational functionality is transmitted from the 
digital camera physical interface and received by the base unit 
physical interface via a physical layer device. 

5. A digital observation system comprising: 
a digital camera including: 

a charge coupled device (CCD) image sensor memory 
adapted to store video data; 

a CCD image sensor adapted to transmit the stored video 
data in analog RGB color space format native to the 
CCD image sensor (analog RGB data), wherein the 
CCD image sensor comprises the CCD image sensor 
memory; 

a correlated double sampling (CDS) circuit adapted to 
receive the analog RGB data from the CCD image 
sensor and convert the analog RGB data into digital 
RGB data, wherein the CDS circuit is operably 
coupled to the CCD image sensor, and 

a physical interface adapted to receive the digital RGB 
data and transmit the digital RGB data with reduced 
operational overhead and increased operational func 
tionality, wherein the physical interface is operably 
coupled to the CDS circuit; and 

a base unit including: 
a base unit physical interface adapted to receive the 

digital RGB data with the reduced operational over 
head and the increased operational functionality from 
the digital camera physical interface; 

a base unit programmable logic device (PLD) operably 
coupled to the base unit physical interface; and 

a display adapted to display the digital RGB data with 
reduced operational overhead and increased opera 
tional functionality, wherein the display is operably 
coupled to the PLD; and 

operational overhead reduction by elimination of at least 
one of: 
error detection; 
Source addressing; and 
destination addressing. 

6. A digital observation system comprising: 
a digital camera including: 

a charge coupled device (CCD) image sensor memory 
adapted to store video data; 

a CCD image sensor adapted to transmit the stored video 
data in analog RGB color space format native to the 
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CCD image sensor (analog RGB data), wherein the 
CCD image sensor comprises the CCD image sensor 
memory; 

a correlated double sampling (CDS) circuit adapted to 
receive the analog RGB data from the CCD image 
sensor and convert the analog RGB data into digital 
RGB data, wherein the CDS circuit is operably 
coupled to the CCD image sensor, 

a programmable logic device (PLD) adapted to: 
receive the transmitted digital RGB data from the 
CDS circuit; 

convert the received digital RGB data into YUV color 
space format (digital YUV data); 

transmit the digital YUV data to a Y average circuit 
which determines an average brightness; 

transmit the average brightness to an exposure control 
circuit, which generates an automatic gain control 
signal; and 

transmit the automatic gain control signal back to the 
CDS circuit; and 

a physical interface adapted to receive the digital YUV 
data and transmit the digital YUV data with reduced 
operational overhead and increased operational func 
tionality, wherein the physical interface is operably 
coupled to the CDS circuit and wherein the digital 
camera PLD interfaces to the physical interface; and 

a base unit including: 
a base unit physical interface adapted to receive the 

digital YUV data with the reduced operational over 
head and the increased operational functionality from 
the digital camera physical interface; 

a base unit PLD operably coupled to the base unit physi 
cal interface; and 

a display adapted to display the digital YUV data with 
reduced operational overhead and increased opera 
tional functionality, wherein the display is operably 
coupled to the base unit PLD. 

7. The digital observation system of claim 6, wherein the 
digital camera PLD is further adapted to control timing sig 
nals to the CCD image sensor to transmit the digital YUV data 
to the CDS circuit. 

8. The digital observation system of claim 6, wherein the 
digital camera PLD is further adapted to delay one line of the 
digital YUV data with the reduced operational overhead and 
the increased operational functionality transmission when a 
transmission error correction occurs. 

9. The digital observation system of claim 6, wherein the 
digital YUV data with reduced operational overhead and 
increased operational functionality is transmitted from the 
digital camera physical interface and received by the base unit 
physical interface via a physical layer device. 

10. A digital camera programmable logic device (PLD) 
configured to: 

control timing signals to a CCD image sensor to transmit 
analog RGB data to a CDS circuit where the analog RGB 
data is converted to digital RGB data; and 

delay one line of the digital RGB data transmission when a 
transmission error correction occurs; 

wherein the digital RGB data transmission comprises 
reduced operational overhead, with respect to a protocol 
standard; 

wherein the operational overhead includes at least one of: 
error detection; 
Source addressing: 
destination addressing; and 
multi-speed operation. 
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11. The digital camera PLD of claim 10 further comprising 

a two video line delay memory configured to delay the one 
line of the digital RGB data transmission when the transmis 
sion error correction occurs. 

12. A digital camera programmable logic device (PLD) 
configured to: 

receive digital RGB data from a correlated double sam 
pling (CDS) circuit; 

convert the received digital RGB data into digital YUV 
data; 

transmit the digital YUV data to a Y average circuit which 
determines the average brightness; 

transmit the average brightness to an exposure control cir 
cuit, which generates an automatic gain control (AGC) 
signal; and 

transmit the AGC signal to the CDS circuit, wherein the 
digital camera PLD interfaces to the CDS circuit. 

13. A digital observation system comprising: 
a digital camera including: 

an image sensor memory adapted to store video data, 
an image sensor adapted to transform the stored video 

data into analog RGB color space format native to the 
image sensor (analog RGB data), wherein the image 
sensor comprises the image sensor memory, 

an analog-to-digital converter adapted to receive the 
analog RGB data and convert the analog RGB data 
into digital RGB data, wherein the analog-to-digital 
converter is associated with the image sensor, 

a physical interface adapted to receive the digital RGB 
data and transmit the digital RGB data with reduced 
operational overhead and increased operational 
functionality, wherein the physical interface is oper 
ably coupled to the analog-to-digital converter, and 

a programmable logic device (PLD) adapted to delay 
the digital RGB data prior to transmission, wherein 
the programmable logic device (PLD) is adapted to 
delay one line of the digital RGB data when a trans 
mission error occurs, and 

a base unit including: 
a base unit physical interface adapted to receive the 

digital RGB data with the reduced operational over 
head and the increased operational fitnctionality from 
the digital camera physical interface, and 

a base unit programmable logic device (PLD) operably 
coupled to the base unit physical interface, and 

a memory associated with the base unit and being adapted 
to store the digital RGB data with reduced operational 
overhead and increased operational functionality prior 
to displaying a video image based on the digital RGB 
data. 

14. A digital observation system comprising: 
a digital camera including: 

an image sensor memory adapted to store video data, 
an image sensor adapted to transform the stored video 

data into analog RGB color space format native to the 
image sensor (analog RGB data), wherein the image 
sensor comprises the image sensor memory, 

an analog-to-digital converter adapted to receive the 
analog RGB data and convert the analog RGB data 
into digital RGB data, wherein the analog-to-digital 
converter is associated with the image sensor, 

a physical interface adapted to receive the digital RGB 
data and transmit the digital RGB data with reduced 
operational overhead and increased operational 
functionality, wherein the physical interface is oper 
ably coupled to the analog-to-digital converter, and 
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a module adapted to delay the digital RGB data prior to 
transmission, wherein the module is adapted to delay 
One line of the digital RGB data when a transmission 
error occurs, and 

a base unit including: 
a base unit physical interface adapted to receive the 

digital RGB data with the reduced operational over 
head and the increased operational functionality from 
the digital camera physical interface, and 

a base unit programmable logic device (PLD) operably 
coupled to the base unit physical interface, and 

a memory associated with the base unit and being adapted 
to store the digital RGB data with reduced operational 
overhead and increased operational functionality prior 
to displaying a video image based on the RGB data, 
wherein the digital camera is adapted to reduce opera 
tional overhead by elimination of at least one of 
error detection, 
source addressing, and 
destination addressing. 

15. A digital observation system comprising: 
a digital camera including: 

an image sensor memory adapted to store video data, 
an image sensor adapted to transform the stored video 

data into analog RGB color space format native to the 
image sensor (analog RGB data), wherein the image 
sensor comprises the image sensor memory, 

an analog-to-digital converter adapted to receive the 
analog RGB data and convert the analog RGB data 
into digital RGB data, wherein the analog-to-digital 
converter is associated with the image sensor, 

a programmable logic device (PLD) adapted to: 
receive transmitted digital RGB data from the analog 

to-digital converter, 
convert the received digital RGB data into YUV color 

space format (digital YUV data), 
transmit the digital YUV data to a Y average circuit 

which determines an average brightness, and 
transmit the average brightness to an exposure control 

circuit, which generates an automatic gain control 
Signal, and 

physical interface adapted to receive the digital YUV 
data and transmit the digital YUV data with reduced 
operational overhead and increased operational 
functionality, 

a base unit including: 
a base unit physical interface adapted to receive the 

digital YUV data with the reduced operational over 
head and the increased operational functionality from 
the digital camera physical interface, and 

a base unit PLD operably coupled to the base unit physi 
cal interface, and 
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a memory associated with the base unit and being adapted 

to store the digital YUV data with reduced operational 
overhead and increased operational functionality prior 
to displaying a video image based on the RGB data. 

16. The digital observation system of claim 15, wherein the 
digital observation system further includes a correlated 
double sampling circuit (CDS) and wherein the digital cam 
era PLD is filrther adapted to control timing signals to the 
image sensor to transmit the digital YUV data to the CDS 
circuit. 

17. The digital observation system of claim 16 wherein the 
CDS includes the analog-to-digital converter. 

18. The digital observation system of claim 15, wherein the 
digital camera PLD is filrther adapted to delay the digital 
YUV data with the reduced operational overhead and the 
increased operational finctionality prior to transmission. 

19. The digital observation system of claim 18, wherein the 
digital camera PLD is filrther adapted to delay one line of the 
digital YUV data with the reduced operational overhead and 
the increased operational functionality transmission when a 
transmission error correction occurs. 

20. The digital observation system of claim 15, wherein the 
digital YUV data with reduced operational overhead and 
increased operational functionality is transmitted from the 
digital camera physical interface and received by the base 
unit physical interface via a physical layer device. 

21. The digital observation system of claim 15 wherein the 
base unit filrther includes a module adapted to process CFA 
data from the digital camera to create data corresponding to 
a color image. 

22. A digital camera programmable logic device (PLD) 
configured to: 

control timing signals to an image sensor to transmit ana 
log RGB data to an analog-to-digital converter where 
the analog RGB data is converted to digital RGB data, 
and 

selectively delay digital RGB data transmission, 
wherein the PLD is configured to delay one line of the 

digital RGB data transmission when a transmission 
error correction occurs, 

wherein the digital RGB data transmission comprises 
reduced operational overhead with respect to a protocol 
Standard and 

wherein the operational overhead includes at least One of 
error detection, 
source addressing 
destination addressing, and 
multi-speed operation. 

23. The digital camera PLD of claim 22 filrther comprising 
a two video line delay memory configured to delay the One line 
of the digital RGB data transmission when the transmission 
error correction occurs. 

k k k k k 
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