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CROSS REFERENCE TO RELATED APPLICATIONS
[0001] This application claims the benefit of U.S. Provisional Application No.
62/325,0006 filed April 20, 2016, and U.S. Application No. 15/482,453 filed April 7, 2017, the
entireties of which are incorporated by reference.
TECHNICAL FIELD
[0002] This application relates generally to feature vector machine learning models and
data analysis in the context of time-expiring inventory, and particularly to the application of
regression-trees to feature vector machine outputs for utilization prediction relating to time-
expiring inventory.
BACKGROUND
[0003] In a typical transaction for a good or service, the manager that controls or owns
the good sets the price of the good and waits for an interested party to agree to pay the
proposed price. Oftentimes the manager fails to correctly price the good but because of
incomplete information in the market and other economic factors someone may eventually
agree to pay the price. However, pricing time-expiring inventories is a more challenging
endeavor because if the inventory is not sold or utilized before it expires, the inventory is
wasted and the manager receives no revenue. Thus, a manager of time expiring inventory is
susceptible to either pricing their inventory too high and risk losing revenue from expiration,
or pricing their inventory too low and receiving suboptimal revenue but with good utilization.

Additionally, the ideal or desired market-clearing price for a time-expiring inventory may
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change as the inventory approaches its expiration date. This combination of factors makes it
difficult for a manager of a time-expiring inventory to optimally price their inventory.
SUMMARY
[0004] An online system enables managers to create listings for time-expiring
inventories and enables clients to submit a transaction request to reserve, lease, or buy a listed
time-expiring inventory. The online system estimates demand for a listing of a time-expiring
inventory. The online system defines a set of features that describe the time-expiring
inventory, the associated listing, and the market for the time-expiring inventory. A set of
these descriptive features is a feature vector for a listing. The online system estimates demand
for a listing by inputting the feature vector of that listing into a demand function.
[0005] The demand function may be comprised of a feature model for each feature of
the feature vector where each feature in the feature vector is associated with a feature model.
The demand function may be a generalized additive model that sums the feature models to
generate the demand estimate. The online system may train the demand function using
training data where each sample from the training data comprises a binary label describing
whether the time-expiring inventory of the listing received a transaction request from a client
before it expired as well as a feature vector describing the listing of the time-expiring
inventory at each sample time. The online system may collect a plurality of samples for a
single listing where each sample corresponds to the features of the listing for the time-
expiring inventory during a time period before the expiration of the time-expiring inventory.
[0006] The online system may then use a likelihood model to convert the demand
estimate to a likelihood of receiving a transaction request from a client. The online system
generates a set of test prices that are greater than or less than a pivot price (e.g., the current
price) of the time-expiring inventory at each of a set of test times to expiration that are greater
than or less than a pivot time to expiration (e.g., the current time to expiration). The online
system then inputs, into the demand function, modified feature vectors of the listing of the
time-expiring inventory each modified feature vector having a different test price and test
time to expiration combination. The demand function generates a set of test demand
estimates, which the online system converts to a set of test likelihoods using the likelihood
model.
[0007] The online system may then fit and train a regression tree on the set of test

likelihoods. The regression-tree compression of the feature vector machine outputs of the test
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likelihoods and the corresponding test prices and test times to expiration that resulted in the

test likelihood may be used to predict the utilization of the time-expiring inventory.
BRIEF DESCRIPTION OF THE DRAWINGS

[0008] FIG. 1 is a block diagram of a computing environment including an online

system that makes available time-expiring inventory for booking, in accordance with one

embodiment.

[0009] FIG. 2 is a block diagram of the logical components of the online system in

accordance with one embodiment.

[0010] FIGS. 3A-3B are diagrams illustrating the components and operation of the

demand module in accordance with one embodiment.

[0011] FIGS. 4A-4D illustrate labeling logic for training data used by the demand

module in accordance with one embodiment.

[0012] FIG. 5 illustrates example stores for storing the training data used by the

demand module in accordance with one embodiment.

[0013] FIG. 6 illustrates a feature model in accordance with one embodiment.

[0014] FIGS. 7A-7B illustrate example feature models in accordance with one
embodiment.

[0015] FIG. 8 illustrates a likelihood model used by the demand module in accordance
with one embodiment.

[0016] FIGS. 9A-9C illustrates a process of creating a pricing model for a listing.
[0017] FIG. 10 shows a portion of an example regression tree for one listing’s model,

according to one embodiment.

[0018] FIG. 11 illustrates the raw and compressed likelihoods of receiving a booking
request for an example listings at different amounts of lead days, according to one
embodiment.

[0019] FIG. 12 illustrates a plot of the cumulative frequency of the number of listings in
the test set within each error value range, according to one embodiment.

[0020] FIGs. 13A and 13B illustrate an example of source of error in according in a
Weibull price curve.

[0021] FIG. 14 illustrates the error in the price prediction in time space for raw,

regression tree and Weibull likelihoods for an example listing, according to one embodiment.
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[0022] FIG. 15 illustrates likelihood curves and suggested prices for raw, Weibull, and
regression tree techniques for a sample listing on the lead time interval of 0 to 180 days,
according to one embodiment.
[0023] The figures depict various embodiments for purposes of illustration only. One
skilled in the art will readily recognize from the following discussion that alternative
embodiments of the structures and methods illustrated herein may be employed without
departing from the principles of the invention described herein.

DETAILED DESCRIPTION
I. System Overview
[0024] FIG. 1 is a block diagram of a computing environment including an online
system for providing time-expiring inventory for purchase, rental, lease, reservation, etc. in
accordance with one embodiment. The network 109 represents the communication pathways
between one party to a transaction, herein referred to as clients 102A and the other party to
the transaction, herein referred to as managers 102B.
[0025] For clarity of explanation, clients includes potential purchasers for value,
renters, lessees, clients holding a reservation, or any other party providing consideration in
exchange for access to, in whatever form, the time-expiring inventory. For clarity of
explanation, managers includes the sellers of an item of time expiring inventory, landlords
and property owners who manage property on behalf of the landlord, lessors, those managing
reservation inventory such as ticket salesman or restaurant or hotel booking staff, or any other
party receiving consideration in exchange for providing access (in whatever form) to the time
expiring inventory. Depending upon the type of time-expiring inventory being transacted for,
the time-expiring inventory may be being sold, leased, reserved, etc. For clarity of
explanation, these different types of transactions are herein referred to as “bookings” to
provide one convenient term for the whole set of possible types of transactions.
[0026] The online system 111 includes one or more computing devices that couples the
computing devices 101 associated with the clients and managers across the network 109 to
allow the clients and managers to virtually interact over the network 109. In one embodiment,
the network is the Internet. The network can also utilize dedicated or private communication
links (e.g. wide area networks (W ANs), metropolitan area networks (MANS), or local area
networks (LANs)) that are not necessarily part of the Internet. The network uses standard

communications technologies and/or protocols.
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[0027] The computing devices 101 are used by the clients and managers for interacting
with the online system 113. A computing device 101 executes an operating system, for
example, a Microsoft Windows-compatible operating system (OS), Apple OS X or 108, a
Linux distribution, or Google’s Android OS. In some embodiments, the client device 101
may use a web browser 113, such as Microsoft Internet Explorer, Mozilla Firefox, Google
Chrome, Apple Safari and/or Opera, as an user-friendly graphical interface with which to
interact with the online system 111. In other embodiments, the computing devices 101 may
execute a dedicated software application for accessing the online system 111.

The online system 111 provides a computing platform for clients and managers to interact via
their computing devices 101 to transact for time-expiring inventory. The online system 111
may support, for example, a restaurant dining online system (or any other kind of online
system such as a plane or train seat online system, a hotel online system or a day spa online
system), a ride-share (carpool) online system, an accommodation online system, and the like.
[0028] The online system 111 provides managers with the ability to create listings for
time-expiring inventory. A listing may be created for each individual instance of a time-
expiring inventory, such as each seat for each plane for each flight offered by an airline
online system. Alternatively, a listing may be created for a particular piece of inventory
irrespective of time, and then the listing may be transacted for units of time that expire when
those units of time have already passed. In this case, the listing is common to a set of time-
expiring inventory, each item of time-expiring inventory in the set varying from the other
only in the time/date ranges which is being transacted for. For example, for a real estate rental
system, a listing may be for a particular apartment or condominium, and clients and managers
may transact for different units of time (e.g., dates) associated with that apartment or
condominium.

[0029] Generally, though not necessarily, each listing will have an associated real-
world geographic location associated with the listing. This might be the location of a property
for a rent, or a location of a restaurant for a reservation and possibly the specific table to be
reserved. The online system 111 further provides managers with online software tools to help
the managers manage their listings, which include providing information on actual and
predicted demand for listings, as well as tips that empower managers with information they
can opt to use to improve the utilization and/or revenue of a particular listing.

[0030] The online system provides clients with the ability to search for listings,

communicate with managers regarding possible transactions, formally or informally request
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that a transaction take place (e.g., make an offer), and actually perform a transaction (e.g.,
buy, lease, reserve) with respect to a listing. The online system 111 comprises additional
components and modules that are described below.

I1I. Online System

[0031] FIG. 2 is a block diagram of the logical components of the online system 111, in
accordance with one embodiment. The online system 111 comprises a front end server 201, a
client module 203, a manager module 205, a listing module 207, a search module 209, a
transaction module 211, a demand module 213, and a database 250. Those of skill in the art
will further appreciate that the online system 111 may also contain different and other
modules that are not described herein. In addition, conventional elements, such as firewalls,
authentication systems, payment processing systems, network management tools, load
balancers, and so forth are not shown as they are not directly material to the subject matter
described herein.

[0032] The online system 111 may be implemented using a single computing device, or
a network of computing devices, including cloud-based computer implementations. The
computing devices are preferably server class computers including one or more high-
performance computer processors and random access memory, and running an operating
system such as LINUX or variants thereof. The operations of the online system 111 as
described herein can be controlled through either hardware or through computer programs
installed in non-transitory computer readable storage devices such as solid state drives or
magnetic storage devices and executed by the processors to perform the functions described
herein. The database 250 is implemented using non-transitory computer readable storage
devices, and suitable database management systems for data access and retrieval. The online
system 111 includes other hardware elements necessary for the operations described herein,
including network interfaces and protocols, input devices for data entry, and output devices
for display, printing, or other presentations of data. Additionally, the operations listed here
are necessarily performed at such a frequency and over such a large set of data that they must
be performed by a computer in order to be performed in a commercially useful amount of
time, and thus cannot be performed in any useful embodiment by mental steps in the human
mind.

[0033] The database 250 includes a client data store 251, a manager data store 252, a
listing data store 253, a query data store 254, a transaction data store 255, and a training data

store 256. Those of skill in the art will appreciate that these data stores are not components of
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a generic database, and that database 250 may contain other data stores that are not explicitly
mentioned here. The database may be implemented using any suitable database management
system such as MySQL, PostgreSQL, Microsoft SQL Server, Oracle, SAP, IBM DB2, or the
like.
[0034] The front end server 201 includes program code that client and manager
computing devices 101 to communicate with the online system 111, and is one means for
doing so. The front end server 201 may include a web server hosting one or more websites
accessible via a hypertext transfer protocol (HTTP), such that user agents such as web
browser software applications that may be installed on the computing devices 101 can send
commands and receive data from the online system. The front end server 201 may also make
available an application programming interface (API) that allows software applications
installed on the computing devices 101 to make calls to the API to send commands and
receive data from the online system. The front end server 201 further includes program code
to route commands and data to the other components of the online system 111 to carry out the
processes described herein and respond to the computing devices 101 accordingly.

II.A Clients and Managers
[0035] The client module 203 comprises program code that allows clients to manage
their interactions with the online system 111, and executes processing logic for client related
information that may be requested by other components of the online system 111, and is one
means for doing so. Each client is represented in the online system 111 by an individual
client object having a unique client ID and client profile both of which are stored in client
store 251. The client profile includes a number of client related attribute fields that may
include a profile picture and/or other identifying information, a geographical location, and a
client calendar. The client module 203 provides code for clients to set up and modify their
client profile. The online system 111 allows each client to communicate with multiple
managers. The online system 111 allows a client to exchange communications, requests for
transactions, and transactions with managers.
[0036] The client’s geographic location is either a client’s current location (e.g., based
on information provided by their computing device 101), or their manually-entered home
address, neighborhood, city, state, or country of residence. The client location that may be
used to filter search criteria for time-expiring inventory relevant to a particular client or

assign default language preferences.
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[0037] The manager module 205 comprises program code that provides a user interface
that allows managers to manage their interactions and listings with the online system 111 and
executes processing logic for manager related information that may be requested by other
components of the online system 111, and is one means for doing so. Each manager is
represented in the online system 111 by an individual manager object having a unique
manager ID and manager profile, both of which are stored in manager store 252. The
manager profile is associated with one or more listings owned or managed by the manager,
and includes a number of manager attributes including transaction requests and a set of listing
calendars for each of the listings managed by the manager. The manager module 205
provides code for managers to set up and modify their manager profile and listings. A user of
the online system 111 can be both a manager and a client. In this case, the user will have a
profile entry in both the client store 251 and the manager store 252 and represented by both a
client object and manager object. The online system 111 allows a manager to exchange
communications, responses to requests for transactions, and transactions with managers.
[0038] Any personally identifying information included as part of a client or manager
profile, or that is transmitted to carry out a transaction is encrypted for user privacy and
protection. For example, upon completion of a transaction by which a manager grants access
to an accommodation and the client pays for such access, the transaction information is
encrypted and stored as historical transaction information in database 250.

I1.B Listings
[0039] The listing module 207 comprises program code for managers to list time
expiring inventory for booking by clients, and is one means for doing so. The listing module
207 is configured to receive a listing from a manager describing the inventory being offered,
a time frame of its availability including one or more of a start date, end date, start time, and
an end time, a price, a geographic location, images and description that characterize the
inventory, and any other relevant information. For example, for an accommodation online
system, a listing includes a type of accommodation (e.g. house, apartment, room, sleeping
space, other), a representation of its size (e.g., square footage, or number of rooms), the dates
that the accommodation is available, and a price (e.g., per night, week, month, etc.). The
listing module 207 allows the user to include additional information about the inventory, such
as videos, photographs and other media.
[0040] Each listing is represented in the online system by a listing object which

includes the listing’s information as provided by the manager and a unique listing ID, both of
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which are stored in the listing store 253. Each listing object is also associated with the
manager object for the manager providing the listing.
[0041] Regarding geographic location of a listing specifically, the location associated
with a listing identifies the complete address, neighborhood, city, and/or country of the
offered listing. The listing module 207 is also capable of converting one type of location
information (e.g., mailing address) into another type of location information (e.g., country,
state, city, and neighborhood) using externally available geographical map information.
[0042] Regarding the price of a listing specifically, the price is the amount of money a
client needs to pay in order to complete a transaction for the inventory. The price may be
specified as an amount of money per day, per week, per day, per month, and/or per season, or
other interval of time specified by the manager. Additionally, price may include additional
charges such as, for accommodation inventory, cleaning fees, pet fees, service fees, and
taxes.
[0043] Each listing object has an associated listing calendar. The listing calendar stores
the availability of the listing for each time interval in a time period (each of which may be
thought of as an independent item of time-expiring inventory), as specified by the manager or
determined automatically (e.g., through a calendar import process). That is, a manager
accesses the listing calendar for a listing, and manually indicates which time intervals that the
listing is available for transaction by a client , which time intervals are blocked as not
available by the manager, and which time intervals are already transaction for by a client. In
addition, the listing calendar continues to store historical information as to the availability of
the listing by identifying which past time intervals were booked by clients, blocked, or
available. Further, the listing calendar may include calendar rules, e.g., the minimum and
maximum number of nights allowed for the inventory. Information from each listing calendar
is stored in the listing table 253.

II.C Search, Requests and Transactions
[0044] The search module 209 comprises program code configured to receive an input
search query from a client and return a set of time-expiring inventory and/or listings that
match the input query, and is one means for performing this function. Search queries are
saved as query objects stored by the online system 113 in a query store 254. A query may
contains a search location, a desired start time/date, a desired duration, a desired listing type,
and a desired price range, and may also include other desired attributes of a listing. A

potential client need not provide all the parameters of the query listed above in order to
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receive results from search module 209. The search module 209 provides a set of time-
expiring inventory and/or listings in response to the submitted query that fulfill the
parameters of the submitted query. The online system 111 may also allow clients to browse
listings without submitting a search query in which case the viewing data recorded will only
indicate that a client has viewed the particular listing without any further details from a
submitted search query. Upon a client providing an input selecting a time-expiring inventory /
listing to more carefully review for a possible transaction, the search module 209 records the
selection/viewing data indicating which inventory/listings the client viewed. This information
is also stored in the query data store 254.

[0045] The transaction module 211 comprises program code configured to enable
clients to submit contractual transaction requests (also referred to as formal requests) to
transact for time-expiring inventory, and is one means for performing this function. In
operation, the transaction module 211 receives a transaction request from a client to transact
for an item of time-expiring inventory, such as a particular date range for a listing offered by
a particular manager. A transaction request may be a standardized request form that is sent by
the client, which may be modified by responses to the request by the manager, either
accepting or denying a received request form, such that the agreeable terms are reached
between the manager and the client. Modifications to a received request may include, for
example, changing the date, price, or time/date range (and thus, effectively, which time-
expiring inventory is being transacted for), The standardized forms may require the client to
record the start time/date, duration (or end time), or any other details that must be included
for an acceptance to be binding without further communication.

[0046] The transaction module 211 receives the filled out form from the client and
presents the completed request form including the booking parameters to the manager
associated with the listing. The manager may accept the request, reject the request, or provide
a proposed alternative that modifies one or more of the parameters. If the manager accepts the
request (or if the client accepts the proposed alternative), then the transaction module 211
updates an acceptance status associated with the request and the time-expiring inventory to
indicate that the request was accepted. The client calendar and the listing calendar are also
updated to reflect that the time-expiring inventory has been transacted for a particular time
interval. Other modules not specifically described herein then allow the client to complete

payment, and for the manager to receive the payment.
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[0047] The transaction store 254 stores requests made by clients, and is one means for
performing this function. Each request is represented by request object. The request may
include a timestamp, a requested start time, and a requested duration or a reservation end
time. Because the acceptance of a booking by a manager is a contractually binding agreement
with the client that the manager will provide the time expiring inventory to the client at the
specified times, all of the information that the manager needs to approve such an agreement
are included in a request. A manager response to a request is comprised of a value indicating
acceptance or denial and a timestamp.
[0048] The transaction module 211 may also provide managers and clients with the
ability to exchange informal requests to transact. Informal requests are not sufficient to be
binding upon the client or manager if accepted, and in terms of content may vary from mere
communications and general inquiries regarding the availability of inventory, to requests that
fall just short of whatever specific requirements the online system 111 sets forth for a formal
transaction request. The transaction module 211 may also store informal requests in the
transaction store 254, as both informal and formal requests provide useful information about
the demand for time-expiring inventory.
[0049] The demand module 213 is described immediately below with respect to FIG. 3.
III. Demand Prediction

LA Overview
[0050] FIG. 3A is a flow diagram illustrating the components and operation of the
demand module in accordance with one embodiment. In order to predict demand for a time-
expiring inventory in the online system 111, demand module 213 uses a sequence of models
and functions including multiple feature models 305, a demand function 300, a likelihood
model 310, and a pricing model 320.
[0051] The demand module 213 trains the feature models 305 using a set of training
data retrieved from the training store 256. The feature models 305 are used as part of a
demand function 300 to determine a demand estimate for time-expiring inventory associated
with listings in the listing store 223. The demand estimate may in practice be a unit-less
numerical value, however the likelihood model 310 can use the demand estimate to determine
the likelihood that a given time-expiring inventory will receive a transaction request prior to
expiration. The pricing model 320 can make use of likelihoods generated by model 310 to
predict the likelihood that time-expiring inventory will receive transaction requests at many

different test prices, and therefore provide information about how changes in price (or any
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other feature from the feature models 305) are expected to shift the likelihood that the time
expiring inventory receives a transaction request before expiration.

[0052] The demand module 213 operates on data regarding individual time-expiring
inventory from associated listings, where listings are represented in the listing store 223 by a
number of features. To predict demand, the demand module 213 analyzes many of such
inventory in aggregate, and the level of aggregation for demand analysis may vary by
implementation. For example. the demand prediction may be system-wide, such that all data
across all listings on the online system 111 are analyzed. Alternatively, smaller groupings of
the data may be analyzed separately. For example, an online accommodation system may
separately analyze the expected demand for all reservation listings in the Chicago
metropolitan area, all reservation listings in the state of Kentucky, or all listings within a
certain proximity to a national park. These localized estimates of demand are then used to
predict demand in those specific locales.

[0053] When discussing features, m represents the number of features that describe a
listing, individual features are represented as f, 2, f3, ... , fm, and the set of all features for the
listing are represented by a feature vector f. The value of any given feature for a given listing
may be a numerical value such as an integer, a floating point number, or a binary value, or it
may be categorical. Common features include the price of the listing and the remaining time
until the inventory expires. For more information about the structure of individual instances
of sample training data that are used to train the various functions and models demand
module 213, and also to use the demand module 213 to obtain useful information about time-
expiring inventory, see section II1.C below.

[0054] The price feature is the price at which the listing is offered by the manager. For
example, in the case of an online accommodation system, the value of the price feature would
be the listed price for a client to book an accommodation on a particular day. The manager of
a listing may change the price before the expiration time of the listing; therefore, a listing
may have had multiple prices before it expires.

[0055] The time until expiration feature is defined as the number of time intervals or
duration of time before the expiration of the time-expiring inventory. Depending upon the
implementation, this may be days hours, minutes, etc. Again using the example of an online
accommodation system, the “expiration” of an individual time-expiring inventory would be
the day the listing is sought to be booked. For example, a listing to reserve an accommodation

on December 20" would expire on December 20 therefore the value of the time until
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expiration feature would be the number of days from the current date until December 20'. In
this case, the time interval used is a day because bookings in an online accommodation
system are typically made on a daily basis. However, in the case of an online restaurant
booking system it might be preferable for the time interval to be an hour because restaurant
bookings occur at a higher frequency and over narrower windows of time. The examples
herein use days to expiration as an example, but other units (e.g., hours, minutes, etc.) may
alternatively be used.

[0056] A listing of a time-expiring inventory in online system 111 may have any
number of features in addition to the price and time until expiration features. These additional
features are dependent on the implementation of the online system 111 and are descriptive of
the time-expiring inventory or the listing. For example, in an online accommodation system a
listing might have features representing the average client rating for a listed accommodation,
the geographical location of the listed accommodation, the number of beds in the listed
accommodation, whether the listed accommodation has a wireless router, or any other
relevant attributes of the listed accommodation. Additionally, features may include qualities
of the listing itself, for example, the number of views the listing has received, the length of
the description of the accommodation in the listing, whether a request to book the listing will
be reviewed by the manager of the listing before being accepted, or any other qualities of the
online listing.

[0057] Features may also include features that are relevant to the listing but are not
directly related to the individual listing. These features may, for example, provide
information about the state of the market for the listings related to a given item of inventory
while that inventory was active (i.e., not yet expired or near in time to when it was expired).
Examples of such features are the number of searches performed by clients on the online
system 111 in the market for other inventory in the same market as the inventory. For
example, in the case of an online accommodation system, the feature may be the number of
searches for the day for accommodations in the San Francisco Noe Valley neighborhood in
relation to an item of inventory located in that neighborhood. Another possible feature might
be a binary feature indicating whether a noteworthy event (e.g., the Super Bowl) is occurring
in sufficient proximity in time and geographic location to the inventory.

[0058] Additionally, a feature may describe an interaction between multiple other

features or be derivative of other features. For example, the average price may be calculated
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for a listing between the time it was booked and the time it was listed. Alternatively, a feature
might include a correlation value between the value of two other features.

[0059] The demand function 300 may be any function or statistical model that uses the
feature values of listings to produce a demand estimate. In one implementation the demand
function is a generalized additive model that is created by fitting the feature models for the
features together to determine the contribution of that feature to the demand estimate. A
demand function 300 using a generalized additive model is of the form: D(f)=w(f1) + wAf2) +
... T wm(fm). Where D(f) is the demand function 300 and is also the output demand estimate,
and w1, w2, ... , wm are the weight functions of each of the feature models 305 that determine
the contribution of each feature value 17, f2, ... , fin respectively to D(f). The fitting of the
generalized additive model may be completed using a number of fitting algorithms including
stochastic gradient descent, kd-trees, Bayes, or a backfitting algorithm. These algorithms are
used to iteratively fit the feature models 305 in order to reduce some loss function of the
partial residuals between the feature models 305 and the labels on the training data of prior
time-expiring inventory.

[0060] A feature model 305 may be any non-parametric statistical model relating a
feature value to a weight indicative of the effect of the feature on the likelihood of the time-
expiring inventory receiving a transaction request before expiration, which is related to the
demand estimate D(f). Depending on the characteristics of each feature, a different statistical
model may be fitted to each feature based on training data regarding possible values for that
feature. For example, B-splines, cubic splines, linear fits, bivariate plane fits, piecewise
constant functions, etc. may all be used. To define the features themselves, both supervised
and unsupervised machine learning techniques may be used to determine the features at the
outset prior to training of the generalized additive model. In the case of supervised learning
techniques, the training may be based on some other signal other than the label of the training
data, as that is instead used to train the generalized additive model.

[0061] A positive label is assigned to a prior time-expiring inventory (herein referred to
as a training time-expiring inventory) that received a transaction request from a client before
expiration, and a negative label is assigned to a training time-expiring inventory that expired
without receiving a transaction request. Further discussion of training data structure and
training of feature models 305 is provided in sections III.C and III.D, respectively, and with

reference to FIGS. 4A-7B.
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[0062] Returning to the demand estimate D(f), the demand estimate is a unit-less
measure that is not actionable without verification using the training data. For example, a
value for D(f4) for a particular feature vector f4 might be 0.735. This information alone is not
helpful without determining which values of the demand function 300 correspond with a
likelihood of receiving a transaction request for a time-expiring inventory from a client
before its expiration. The likelihood model 310 is a statistical model that solves this problem
by mapping demand estimates, D(f), to the likelihood of receiving a transaction request,
P(D(f)), given a listing with feature vector f. The likelihood model 310 is trained by using the
same positive and negative training labels for each feature vector fused to estimate a demand
D(f).Further discussion of the likelihood model 310 is described in section IILE with
reference to FIG. 8.
[0063] The pricing model 320 models the likelihood of receiving a transaction request
for a listing at a variety of test prices around the listing’s current price (or any other
arbitrarily chosen pivot price on request). The demand module 213 uses an iterative process
to generate the pricing model 320 that generates test data surrounding an initial data point
representing the likelihood of receiving a transaction request at the listing’s pivot price. This
process is outlined in section III. B below and is further described in section III. F with
reference to FIG. 9.

II1.B Example Process Flow
[0064] FIG. 3A illustrates the process flow for training the demand function 300 and
likelihood model 310 for a time expiring inventory according to the arrows between each of
the models, functions and data stores in the figure. The demand module 213 trains 330 the
feature models 305 using the training data from training store 256. The demand module 213
then evaluates the demand function 300 for each feature vector of each sample in the training
data and trains 340 the likelihood model 310 based on the label for each feature vector in
each sample.
[0065] FIG. 3B illustrates the process of pricing a listing after the demand module 213
has trained the demand function 300 and the likelihood model 310. Upon receiving
instructions from the online system 111 to predict the demand for a subject listing, the
demand module 213 retrieves 350 the feature vector corresponding to the subject listing, fs,
from the listing table 223 and uses it as an input to the demand function 300. The demand
module 213 then sends 360 the resulting demand estimate, D(fs), to the likelihood model 310

for conversion to a likelihood of receiving a transaction request prior to expiration. The
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demand module 213 may then transfer 370 the resulting likelihood, P(D(fs)), to the pricing
model 320 for use in modeling how changes in the pricing of a listing may alter demand for
the listing.
[0066] To generate the pricing model 320, the demand module 213 then modifies 380
the value of the price feature in the feature vector fs by incrementing the price feature by a
price interval in both the positive and negative directions creating test prices at each of a set
of test times to expiration, thereby creating modified feature vectors i and £i¥, which
contain price feature value equal to each of the test prices and a time to expiration feature
value equal to each of the test times to expiration. In the modified feature vectors, all other
features values other than price and time to expiration are left unmodified. The likelihoods of
receiving a transaction request for each of the new feature vectors, P(D(fs?)) and P(D(fi?)),
are then calculated by the demand function 300 and the likelihood model 310 and grouped
with the original likelihood for the listing P(D(fs)). The demand module 213 then continues
incrementing the price feature by the price interval and the time to expiration feature by the
time interval to create additional test prices and test times to expiration for feature vectors f;
and f*? and the process is repeated until enough data points are created.
[0067] Upon reaching a threshold number of pricing and time to expiration points, the
demand module 213 processes the test prices and test times to expiration and corresponding
likelihoods of receiving a transaction request to identify a price that meets a goal of the
manager or requester of the information. In one embodiment, this is accomplished by fitting
the test price, test time to expiration, and likelihoods with a trained regression tree, which
takes an input (1) lead time to expiration, (2) day of week, and/or (3) price and generates an
output likelihood of utilization. The fit function may be used to identify a new price for how
to price a listing and/or achieve a certain likelihood of booking. More generally, the ability of
the demand module 213 to generate a likelihood estimate based on demand provides
information to the manager of the time-expiring inventory that the manager may take into
account when selecting a price for the time-expiring inventory.

II.C Training Data Labels
[0068] FIGS. 4A-4D illustrate the labeling logic for training data used by the demand
module in accordance with one embodiment. In FIG. 4A a listing calendar is displayed
having a time interval of one day. This means that a listing is only offered for booking by a
client on a daily basis (though a client may request booking of a listing on multiple adjacent

days). FIG. 4A illustrates how training data is sampled from historical booking data, which
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may be retrieved from the transaction store 255 and separately transferred to store 256 for use
as training data. The timeline illustrated in FIG. 4A represents data taken from a single
listing. The listing has an expiration time (or expiration date) 400 of October 24™, an initial
listing time (or initial listing date) 410 of October 2", and a request received and accepted
time (or date) of October 15%,

[0069] The expiration time 400 of a listing is the time at which the time-expiring
inventory is no longer available or presented to the client by the online system 111. In online
reservation systems, the expiration time 400 is typically the time at which the reservation
would begin.

[0070] The initial listing time 410 is the time at which the listing is first made available
to clients and/or the first day that the listing was provided to the online system 111 by the
manager.

[0071] The request received and accepted time 420 is the time at which a transaction
request from a client has been both received and (formally) accepted by the manager,
generally making the transaction contractually binding on both parties.

[0072] In the example of FIG. 4A, separate samples of training data are recorded 430 in
the training store 256 for each day between the initial listing date 410 and the request
received and accepted date 420. Each sample is comprised of a feature vector f for the listing
on the day it was recorded. Labels for the samples are not applied until the final outcome of
the listing is known. In the example of FIG. 4A, the samples for each of Oct. 2nd through
Oct. 15th are given positive labels corresponding to an accepted request because the eventual
outcome of the listing was a request and a subsequent acceptance of that request on the
request received and accepted date 420.

[0073] In some embodiments, no samples are collected for the days between 420 and
the expiration date 400 as the listing has already been accepted and is no longer being
presented to clients on the online system 111. This may occur, for example, if the time-
expiring inventory is unique. When a time expiring inventory is not unique (e.g., multiple
approximately identical seats on a flight) the system may allow the listing to persist, and thus
more data may be collected, during the time until the time expiring inventory is exhausted or
expires. In some embodiments, the system defines multiple listings that share the same price
and treats each non-unique listing as a unique listing which has a number of identical
features. Bookings of a member of the group of listings are applied to one of the listings in

the group and the rest of the listings are allowed to persist.
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[0074] Recording a sample of training data for each time interval while the listing is
available vastly increases the number of data points available to the demand module 213 for
analysis when compared to collecting only one data point for each accepted transaction
request in aggregate over the total period of availability.

[0075] FIG. 4B illustrates a second example outcome for labeling samples of training
data from a historical booking data. In the case illustrated in FIG. 4B the expiration date 400
and the initial listing date are the same as in FIG. 4A. However, in FIG. 4B no transaction
requests were received for the listing even though the listing was available from the initial
listing date 410 to the expiration date 400. As a result, all samples 440 obtained for the days
that the listing was available are labelled with a negative training label indicating that a
transaction request for the listing was not received before the time-expiring inventory
expired.

[0076] Obtaining samples of training data for listings that have both received
transaction request and also which have not received transaction requests and labeling them
differently further increases the amount of data available to the demand module 213 when
compared to models that only take into account those listings that received transaction
requests.

[0077] FIG. 4C illustrates a third more complicated example outcome for obtaining and
labeling samples of training data from historical booking data. In FIG. 4C, the expiration date
400 and the initial listing date 410 are the same as in the two previous examples. However, in
FIG. 4C the manager of the listing receives a transaction request on October 15% but
subsequently denies the request 450. This leaves the listing available to receive further
transaction requests. No further transaction requests are received between the request denial
date 450 and the expiration date.

[0078] In this situation, positive labels are applied 430 to samples for dates before the
transaction request for the listing was received and subsequently rejected 450 as the request
could have resulted in a successful transaction if the manager had accepted. Because the
listing received no further transaction requests after the request denial date 450, samples for
dates after the first request is labeled with a negative label 440, as the lack of transaction
requests received during that period of time is independent of transaction requests received
earlier in time, thus the features of the listing during that time period were unable to generate
the demand sufficient to attract a transaction request. In some embodiments, the request

denial date 450 may be the date that the denied transaction request was received. In other
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embodiments, the request denial date 450 is the date that the transaction request was denied.
Alternatively (not shown) if a second transaction request is received after the first request was
denied 450 the remaining samples would instead be labeled with a positive label.

[0079] FIG. 4D illustrates a fourth example outcome for obtaining and labeling samples
of training data from historical booking data. In FIG. 4D, the expiration date 400 and the
initial listing date 410 are again the same as in previous examples. As in FIG. 4A, a
transaction request is received and accepted 420 on October 15" however in FIG. 4D the
client that requested the listing cancels the transaction request allowing the listing to again be
accessible to other clients on the online system 111. After being cancelled, the listing receives
no further transaction requests. In a similar situation to FIG. 4C, the samples for dates from
the initial listing date 410 to the transaction request acceptance date 420 are labelled 430 with
a positive label and, after the listing is made available to clients on the cancellation date 460,
the training data is labelled 440 with a negative label. In this case, the day in between the
cancellation date 460 and the transaction request acceptance date 420 no samples are
generated since the listing is not available to clients during that time. Again (not shown), if
the listing had received a transaction request after cancellation date 460 the samples after the
cancellation date would instead receive a positive label.

[0080] As above, individual training data samples are obtained on each date indicated
by time periods 430 and 440, however samples 470A-470D are specifically labelled for use
in the following discussion with reference to FIG. 5.

[0081] FIG. 5 illustrates example tables for storing the training data used by the
demand module 213 in accordance with one embodiment. FIG. 5 displays two example tables
for stored samples of training data table 500 and table 510. Table 500 is a general example
indicating the variety of features that may be included in a feature vector, while table 510 is a
specific example of samples 470 from a single listing that may be used in an accommodation
system.

[0082] In table 500, each row represents a single sample of training data recorded for a
particular day from historical booking data. Each row contains the feature value of each
feature in the feature vector (f; through f») and a training label that corresponds to the final
outcome of the listing from which the training sample was recorded (as described with
reference to FIG. 4A-4D). In this embodiment, a training label of 1 is used to represent that a

transaction request was received for the listing and a training label of -1 is used to represent a
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situation in which no transaction request was received before the time-expiring inventory
expired.

[0083] The columns of table 500 illustrate a number of example feature types: features
1 and 2 are quantitative, feature 3 is categorical, and feature m is binary. Table 500 contains
m + 1 columns (some of which are edited out for illustrative purposes) correspond to m
features and the training label for each feature vector. Table 500 contains N rows
corresponding to the total number of training data samples N.

[0084] Table 510 illustrates a selection of data sample from an example listing timeline
illustrated in FIG. 4D. Though samples would be recorded for each day from the initial listing
date 410 until the request acceptance data and again from the cancellation date 460 to the
expiration date 400, only samples 470A-470D are shown in the table for discussion purposes
and ease of illustration.

[0085] In table 510, the columns are labeled with example features for an online
accommodation system listing including price, days until expiration, city of the listed
accommodation, and whether the listed accommodation includes a wireless router (Wi-Fi).
Because samples 470A-470D are all from the same listing the city feature and the Wi-Fi
feature remain the same over all samples, while the days until expiration feature and the price
feature change over the sampling period.

[0086] Sample 470A was recorded before the transaction request was received and
accepted 420 thus a training label of 1 is applied. Sample 470A was recorded on October 4,
20 days before the expiration date 400, thus the days until expiration feature has a value of
20. In this example, the price of the listing on October 4™ was $120, thus the price feature has
a value of 120. In sample 470B, the manager has reduced the price to $100 and a week has
passed since sample 470A was recorded. Therefore, the values for the days until expiration
feature and the price feature have changed to reflect the changes in the listing features. The
price of $100 remains constant in the days between the sample 470B and sample 470C.
Sample 470C was recorded on the request received and accepted date 420, indicating that the
price at which the request was received was $100. Note that this price differs from the
original price of $120 for sample 470A.

[0087] This difference in prices (and potentially other features) introduces a causality
issue because it is unknown whether lowering the price was the causal factor in inducing a
client to submit a transaction request for the listing. For example, if a transaction request

would not been received at a price of $120 but was later received when the price was lowered
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to $80, the training label of 1 for the training data sample for dates where the price was $120
would indicate a positive result for feature values (e.g., price $120) that may not have caused
the receipt of a transaction request if the price had remained at $120 until expiration.
[0088] The demand module 213 may handle these types of causalities differently
depending on the embodiment. In some embodiments, a sample is thrown out if it differs
substantially (based on number of differing features between samples, a maximum difference
threshold, or another metric) from the sample recorded on the receipt date 420 of the
transaction request. In another embodiment, a sample is given less weight based on how
much it differs from the sample recorded on the request received date (for example a label of
0.5 may be given). In yet another embodiment, additional features such as a “days until
request” or a “price at which the client request was received” feature may be added to the
feature vector to reflect differences in sample contributions to the demand function 300. In
some cases, these samples with differing features are given full weight for the purpose of
simplifying the data labeling process or because they are assumed to have a minimal effect on
the demand prediction model. In another embodiment, the average, median, or other measure
of the distribution of prices between the initial listing date 410 and the request received date
420 is a separate feature.

II1.D Feature Models
[0089] FIG. 6 illustrates a feature model w(f) in accordance with one embodiment. FIG.
6 displays a feature model 305 relating the value of feature 1 to a weight in the demand
function 300. A statistical model 600 is fit to the training data points 610, which are the
partial residuals between the demand model 300 output D(f) and the corresponding feature
value ffor an individual sample. Each iteration of the training process changes the residuals
and the statistical model 600 is fitted to the data. The algorithms, such as stochastic gradient
descent and the backfitting algorithm seek to minimize the partial residuals between the
statistical models 600 for all features in the demand model 300. Upon iterating through the
training data set the statistical models 600 converge to the feature models 305 that output a
weight for each given feature value. Many statistical methods may be used to fit the data
including B-Splines, cubic splines, any type of regression, Dirac delta functions (for
categorical and binary data), or any combinations of these methods. Administrators of the
online system 111 may configure the feature models 305 in order to best represent the data.
After fitting, feature models 305 will have weight values between -1 and 1 for full range of

feature values. In some embodiments, the feature values are normalized to restrict the range
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to between 0 and 1. If the feature is categorical or binary the statistical model 600 may simply
be a mapping from the feature category to a weight value, or based on a transformation of the
categorical data into a scale designed for use in determining the weight.
[0090] FIGS. 7A-7B illustrate example feature models 305 in accordance with one
embodiment. FIG. 7A illustrates an example of what a feature model 305 for a price feature
might be with a typical set of training data. In this case, the statistical model 700 is typical of
a spline fit for price data. Based on the statistical model, the price has a negative effect on
demand for very cheap listings (possibly because clients are concerned about being
scammed), at cheap but reasonable price levels the price has a positive effect on the demand
for a listing. As the price increases, the effect on demand becomes increasingly negative until
a certain point where clients at that price level have more elastic spending habits and the price
feature has a less negative effect on the demand.
[0091] FIG. 7B illustrates what a typical feature model 305 for a “days before
expiration” feature with a typical set of training data. The statistical model 710 used in this
case indicates that the earlier a listing is posted before its expiration date the more likely
demand will be high for that listing. Either of these example feature models 305 may vary
from typical results and are used herein only as examples to illustrate the functionality of a
feature model 305 in the context of the online system 111.

IILE Likelihood Model
[0092] FIG. 8 illustrates a likelihood model 310 used by the demand module 213 in
accordance with one embodiment. Once the demand module 213 has trained the feature
models 305, the demand module 213 may use a set of feature vectors f for a number of
samples of training data, and output an estimated demand D(f) for each of the samples using
the demand function 300. To train the likelihood model 310, the demand module 213 fits a
likelihood function 800 to the labeled values for the estimated demands D(f). The likelihood
function 800 is a function that solves the binary classification problem of determining the
likelihood that a feature vector f has a positive label given D(f), otherwise stated as the
likelihood a given sample received a transaction request before expiration of the time-
expiring inventory. In FIG. 8, negative labels are represented with a white circle 810 while
positive labels are represented by a black circle 820. The likelihood function 800
approximates the likelihood of a dot being black based on the estimated demands for the

samples.
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[0093] In some embodiments, a Platt scaling algorithm is used as the likelihood
function 800. The Platt scaling algorithm applied to the demand function would be of the
form:

P(D(f)) = (1+ exp(aD(f) + B))"!
Where o and B are learned constants. A loss function, such as a Hinge-loss function or
another similar technique, is used to train the Platt scaling algorithm using the maximum
likelihood method so that it best solves this binary classification problem.
[0094] Once the demand module 213 has trained the likelihood function 800, the
likelihood module 310 can receive as input an estimated demand D(f), and output a

likelihood that a time-expiring inventory will receive a transaction request before expiration

PD()).

IILF Pricing Model
[0095] FIGS. 9A-9C illustrate a process of creating a pricing model 320 for a listing.
After both the demand model 300 (including feature models 305) and the likelihood model
310 (including likelihood function 800) have been trained using the samples of training data,
the demand module 213 has the capability to convert any feature vector fto a likelihood of
receiving a transaction request P(D(f)).
[0096] To provide the likelihood of receiving a transaction request within a range of
test prices, the demand module 213 creates modified feature vectors with price feature values
equal to a set of test prices (including the pivot price of the listing) and the values of the
remaining features remaining unchanged. The demand module 213 then determines test
demand estimate and corresponding test likelihood of receiving a transaction request for each
modified feature vector.
[0097] The demand module 213 then processes the test prices and corresponding test
likelihoods of receiving a transaction request to identify a price that meets a goal of the
manager or requester of the information. This may be accomplished by fitting the test price
and likelihood data points. For example, a model may be fit to the test price and likelihood
data points to create a smooth monotonically decreasing pricing model 320. This process is
illustrated in FIGS. 9A-9B.
[0098] In FIG. 9A the value of the price feature and the likelihood of receiving a
transaction request for a time-expiring inventory is plotted. Data point 900 represents the

current likelihood of the subject listing receiving a transaction request at its pivot price (e.g.,
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the current price). The demand module 213 then creates test data points 910 by incrementing
the value of the price feature by price interval 920 positively and/or negatively. Price interval
920 may be an amount or a proportion of the original value of the price feature for the subject
listing. In some examples, there are different positive and negative price intervals.
[0100] The demand module 213 continues to increment the value of the price feature by
the price interval in either direction of the original price. This process continues until a
threshold range of test prices are covered or a threshold number of data points are generated.
These test prices may, for example, be as high/low as twice/half the current price or
higher/lower. Once enough test prices have been generated the data points are fit with price
function 930 as illustrated in FIG. 9C. Any function may be used to fit the generated price
versus likelihood data. The price function 930 may be a Weibull distribution.
[0101] Upon fitting the price function 930 to the test prices and resulting generated
likelihoods, the demand module 213 may present the price function 930 to the manager to aid
in setting prices for the subject listing. Alternatively, the demand module 213 may provide
price tips to the manager. In one example, price tips may be based on a threshold likelihood
(the maximum price that results in the threshold likelihood of receiving a transaction request).
For example, if the threshold likelihood was set at likelihood 940 the resulting price
suggestion would be price 950. In other examples, the price may be chosen to maximize the
value of the price times the likelihood. For example, if price 970 times likelihood 960 is a
maximum for the price function 930 then price 970 may be the price suggestion for the user.
In some examples, a revenue function is learned to determine a relationship between price
and the likelihood of receiving a transaction request that results in better price tips. For
example, the revenue function may be R(ps, P(D(fs))) = ps® * P(D(fs))” (where ps is the
hypothetical price of the subject listing) for the price function 930 based on learned constants
a and b. In this case, the training data for this revenue function would be previous price
predictions and the corresponding likelihood values for those price predictions for various
listings. In addition, other metrics may be used to provide as price tips to the user.

L G. Regression-Tree Compressed Feature Vector Machine Model
[0102] As described above, FIGS. 9A-9C illustrate a process of creating a price curve and
pricing model 320 for a listing.  Alternatively, the systems described may use a per-listing
regression tree to generate a generalized model and price curve for a listing. The systern uses
the likelthood model {2 g, for every listing and number of days until expiration) at a number

{N}y of prices {for example 10% to 200% of the current price) at a nunber (7} of tirnes unti}
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expiration {for example 1 to 60 days to expiration of the listing} to calculate a likelihood of
receiving a transaction request at ¢ach price and each tivoe until expiration. Then the system
takes each of the generated data points (N by £ data points) and trains the regression tree to
“compress” the N by &7 data points into a generalized model. For example, if the system uses
a range of 120 nights at 10 prices per night, the system uses 1200 (10 prices/night by 120
nights) data points to train the regression tree to create a generalized model. This approach
has at least two advantages over the previously-described pricing model. First, it produces a
single model for each listing across all nights as opposed to multiple independent, per-night
curves. Accordingly, there is greater potential for extrapolation with the regression-tree
compressed price curve over arbitrarily long lead times, or times to expiration. Second, as
shown through experimental results described below, the regression-tree compressed curve
more faithfully reproduces the raw price and likelihood mappings.

[0103] To implement the regression trees, the demand module 213 may train per-listing
regression trees that map (1) lead time to expiration, (2) day of week, and/or (3) price to the
likelihood of receiving a transaction request. The demand module 213 may also use a
calibrated likelihood that is the result of a normalized machine learning model output to
reflect real world booking probability. In one example, the likelihood is calibrated using a
logit function. A logit transformation may be chosen for the label to help separate out the
very low likelihoods that may occur in undesirable and/or poorly priced listings. In one
embodiment, the model includes at most 9 levels and at least 2 leaves per branch. Alternate
embodiments reduce the max depth to 7 or 8 to save space. Other embodiments may have
other numbers of levels or leaves per branch. The models are stored in the training store 256
for use in determining price tips for a given listing.

[0104] FIG. 10 shows a portion 1000 of an example tree for one listing’s model,
according to one embodiment. In this illustration, the features of the model are lead time
1001, price 1002, and day of the week 1003. The leaf values 1020 (for example) are the
likelihoods for examples that end up at that point in the tree. The leaf values 1020 may be
logit likelihoods for example. Each node branches based on the value of the listed feature.
For example, at the node for feature 1001, if the lead time is less than or equal to 20, the
regression tree follows the upper branch 1010 (the paths from node to node and to leaves in
the tree are show by dashed lines like 1010 and 1011). Alternatively, at the node for feature

1001, if the lead time is greater than 20, the regression tree follows the lower branch 1011.
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This process continues for each input into the regression tree model at each node until a leaf
value 1020 is reached.

[0105] FIG. 11 illustrates a raw 1101, 1102, 1103 and regression-tree compressed
likelihood 1111, 1112, 1113 of receiving a booking request for two example listings at
different amounts of lead days at three different price ratios according to one embodiment.
The price ratio is the ratio of the test price to the pivot or current price. Note that the
regression-tree compressed likelihoods 1111, 1112, 1113 provided by the regression tree
models have flattened out some of the sharper peaks and valleys from the raw curves 1101,
1102, 1103.

[0106] A regression tree model can be compared against a pricing (e.g., Weibull) model
as described above. One example comparison was performed for approximately 1,900
randomly selected listings in an online booking system. For each listing and future time to
expiration, the demand module 213 computed price tips from three likelihood sources: 1) raw
model outputs, 2) Weibull approximation, 3) regression tree approximation. An error for

methods 2 and 3 relative to 1 was computed for each listing according to the following

100 Z o
g = o HE 4 1
?}rzl ; :L}z, pl,

where | is the lead tirne index, L is the number of lead times, p’s are raw (¥} or approximate

formula:

{a) prices, and P’ is the average over all raw prices. This may be interpreted as a normalized
“percent error of a particular approximation over the evaluation window (e.g., 120 mights).
[0107] FIG. 12 illustrates a plot of the cumulative frequency of the number of listings in
the test set within each error value range for a Weibull approximation and a regression tree
approximation to raw model outputs, according to one embodiment. The Weibull
approximation {white bars, generally shorter bars) has significantly more mass in the tail of
the distribution; tn particular, around 25% of listings in the test set had a Weibull error level
greater than or equal to 10%. The error arises from at least two sources: 1) the raw
price/likelihood curves 1o many cases are 87 shaped, and the Weibull approximations
their current form lose the flat regions for lower price points; and 2) when all the likelihoods
are low {e g, w the case that a Hsting 13 very over-priced), then the suggested price becomes
extremely senstiive to small errors in the curves, and very small Weibull errors, particularly

at high price points, can cause large errors in the output.
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[0108] FiGs 13A and 13B illustrate an example of the first source of error according to
one embodiment. FIG 13A shows the raw price v. likelihood curves for a single listing as a
function of lead time to expiration over time. FI(G. 138 shows the Weibull approximations of
the same curves. In the figures, the lead time decreases from the top curves 1300, 1310 to the
bottom curves 1303, 1313, As shown o FiGs, 13A and 13B, the raw price/likelthood curves
in this example are 87 shaped, but the Weihull approxamations lose the tlat regions for lower
price points,

[0109] FIG. 14 tustrates the error in the price plotted against lead time for raw,
compressed (regression tree), and Weibull ikehhoods for an example hsting, according to
one embodiment. Note that the bottom line 1402 (representing the Weibull-derived pricej is
significantly below both the raw 1401 and regression-tree compressed 1403 lines,

[0110] An advantage of regression tree models is that they can be used as baseline for
price extrapolation. FEG. 15 ilustrates suggested prices for raw 1501, Weibull 1502, and
regression tree model 1503 techniques for a sample listing on the lead time interval of 0 to
183 days according to one embodiment. All values beyond 120 days lead timoe are
extrapolated, accordingly the raw and Weibull curves stop at 120 days. As with other
examples, the regression tree model more-ciosely approximates the raw price data 1n addition
io providing a baseline for price extrapolation. Additional processing may be performed on
the compressed likelihoods of booking generated by the regression tree model. For example,
i one embodiment other features {e.g., external demand) are used to adjust the compressed
likelihoods generated by the model, in order to capture high-level| price-impacting changes
that ocour after the end of the traiming window. The system may receive an indication of a
change impacting the listing after training the regression tree model. For example, an event
or change in crcurnstance may alter the demand for g listing. The system may adjust the
fkelihood that the time-expiring inveniory will receive a transaction request at each of the
extrapolation set of times to expiration based on the indication of the change.

[0111] Upon determining the regression-tree compressed 1403 curve, the demand module
213 may present a portion or data from the curve 1403 to the manager to aid in setting prices
for the subject listing. Alternatively, the demand module 213 may provide price tips to the
manager. In one example, price tips may be based on a threshold likelihood (the maximum
price that results in the threshold likelihood of receiving a transaction request). In other
examples, the price may be chosen to maximize the value of the price times the likelihood as

described above.
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V. Thresholding Techniques

V.A. Thresholding and Anchor Price
[0112] In one embodiment, after the demand module 213 outputs a price, one additional
thresholding step may be applied. In this step an anchor price (e.g., a threshold price) is
established which may be, for example, the median booked price (for listings with previous
bookings) or a maximum of a percentile (e.g., 10th percentile) of the market price and the
model’s price for that listing. The market may be defined according to a set of feature data
stored for listing, such as based on geographic location and the type of the listing (e.g., in an
accommodation reservation system, 1 bedroom apartments, etc.). The demand module 213
then bounds price suggestions, for example so that those shown to managers at no less than
70% and no more than 120% of the anchor price.

V.B. Multi-segment Threshold
[0113]  This technique uses the model output likelihoods of receiving a booking request to
determine when to lower the upper threshold or raise the lower threshold. If a manager has
high likelihood of receiving a transaction request, the lower threshold may be raised to ensure
the model does not suggest lower prices. If a manager has low likelihood of receiving a
transaction request, the upper threshold may be lowered to ensure the model does not suggest
higher prices. In one example embodiment, the lower threshold starts at or arrives at
approximately 70% of the anchor price (or threshold price), and the upper threshold starts at
or arrives at 120% of the anchor price (or threshold price).
[0114] In one embodiment, the model output likelihood may equal a sigmoid function
such as:

likelihood = sigmoid(slope X s + of fset)

[0115] In the above equation, s is the raw model output, slope and offset are learned
parameters, from Platt scaling for example. When s is very large or very small, the calculated
likelihood enters flat regions of the sigmoid function. Accordingly, the predicted likelihood
of receiving a transaction request becomes less sensitive to price changes, and the model may
overestimate the booking likelihood when price goes up.
[0116] In the same or a different embodiment, a suggestion may be made to managers to
lower price for booked listing-nights a large fraction (e.g., 80%) of the time. To address this,
if a listing-night has high likelihood to be booked at its current price according to the model,

the system may not offer a lower price as a price tip. Alternatively, if a listing-night has very
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low likelihood to be booked at its current price according to the model, the system may not
offer a higher price as a tip.
[0117] The following conditions may be used to implement the above thresholding:
(1) If likelihood (PR) < Cutof f1ow (Where PR is the price ratio (e.g., a multiplier time
the threshold price), likelihood(PR) designates the likelihood of a manager receiving a
booking request at PR, and Cutoffiow 1s the lower threshold for booking likelihood),
then change the upper bound for price ratio to PR; and
(2) If likelihood(PR) = Cutof fy;gn, then change the lower price ratio bound to PR.
[0118] Example suggested cutoffs according the proposed method may vary between
conservative values: Cutoffiow = 0.1, Cutoffuign = 0.8, and aggressive values: aggressive:
Cutoffrow = 0.2, Cutoffuign = 0.35, depending upon how conservative or aggressive the system
or the manager themselves sets the price tips to be. To better correct a bad suggestion, the
system may set the Cutoffuign value lower. The system may suggest lower prices for booked
nighis because the model predicis low bookng hikelihood for those mights, for example,
analyses show that approximately half of booked nights have likelihood of booking less than
0.5.
[0119] In one embodiment, if likelihood(PR) = Cutof fy;4p and if likelihood (1.8 X

PR) < 0.1, then the system changes the upper price threshold to 1.1 times PR. This specific
embodiment increases the suggested price tip more conservatively since the model may not
necessarily predict the likelihood for extrapolated prices. This example embodiment does not
take into consideration the situation of a special event that would suggest a significantly
different price tip (e.g., the Super Bowl in town for a weekend near a listing, or any other rare
or unexpected real world event). To handle special events like this, upper threshold is
increased when such special event are detected.

V.C. Event Detection
[0120] This technique uses spikes in historical client demand for listings in advance of
reoccurrence of those real-world events (usually periodic) that are going to occur in the future
to detect both those events and the demand for those events in advance of their occurrence or
reoccurrence. The system uses the determined knowledge that those events are going to
occur to raise thresholds for price tips suggested to managers based on expected demand, so
that managers are informed of more appropriate ranges of higher prices during the time

period preceding and following such events.
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[0121] In one embodiment, the system may generate a demand score for every DSchectin
(days checked in to a contracted-for time expiring inventory) day in the future. A high
demand score indicates an event. The system may also use DScheckin instead of DSnign: (days
until expiration) and/or use DSeqd (number of days between booking of a time expiring
inventory and the date booked for) to group history for the inventory.

[0122] To detect events, the system may determine the demand over various periods of
time. Demand may be determined based on counts of requests to book listings as a function
of DScneckin contacts (affirmative server indications that the client is using the contracted-for
time expiring inventory) or DSnigns contacts. Demand may also be based on aggregated
measures, such as grouping counts of requests to book by DScrectin or DSnight by groups of
listings, such as by neighborhood, city, or within windows of time such as demand over a 3
day period, demand over a weekend, or demand over a week or two week period, or other
aggregations.

[0123] In one embodiment, the system determines demand by aggregating contacts on the
days of check in (DScrneckin) by a client to a transacted for time expiring inventory. In one
example, data for a count of a number of contacts on DScieckin show a weekday effect, where
weekends have higher DScreckin than weekdays, and a seasonal effect, where some seasons
have higher DScheckin 0On average than others, according to one embodiment. In another
embodiment Myign: (number of nights/days contracted for the listing) may be used in place of
DScrecin. The example of demand based on DScrectin 1s based on the observation that most
attendees (clients) of an event will attempt to check in to a transacted-for time expiring
inventory very close to if not on the first day of the event. In contrast, booking and booking
requests (DSyignr) may be spread out over a much longer period of time in advance of the
event.

[0124] In one embodiment, the top threshold percentage of days by count of DScneckin are
flagged as events. Although this DScrectin and contact data are historical data, they may be
used to predict future events that occur on the same day or near the same day each year. For
example, if a county has a cheese festival each year on the same day or weekend, contact and
DScheckin information can be used to predict demand by looking at prior contact/DScheckin
information for listings in that location from prior years.

[0125] Demand around detected events can be further characterized using lead day
demands. (e.g., 30 days, 60 days). Here, the system may aggregate the count of contacts
from all days within the lead days surrounding the day DScnecrin. This aggregate count of
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contacts over the entire period of lead days surrounding an event can provide a fuller picture
of what demand looks like surrounding the event than a count of contacts only on DScheckin
can. In one embodiment, events are identified by selecting the top percentage (e.g., 5%) of
days DScneckin by count of contacts over the period lead days surrounding that day.
[0126] Once an event is detected, the system may use the date of the event to instruct the
demand module 213 that any minimum and maximum price ratios that may be used to
suggest a price tip may be altered (e.g., increased) to allow for the possibility of a
significantly higher price tip than would otherwise be suggested during a non-event time
period. In one embodiment, specific new upper and lower bounds on the price ratio are
provided to the demand module 213. Although this does not necessarily guarantee the
creation of a price tip that is significantly higher than would normally be suggested for a
listing or particular time expiring inventory, the historical demand (measured as above)
during an event makes this more likely to be the case.
[0127] Although the description above indicates marking events as single days, in
practice many events will span multiple days. Consequently, in the system more than one
day detected as being an event may be marked as an event. The system may correlate these
days marked as events with known or discovered real world events in order to provide this
information to managers when providing a price tip, as this may help inform the manager
why a significantly outside of ordinary price tip is being provided. Additionally, days
marked as being events by the system may not exactly correlate with the scheduled days of a
real world event. This may be due to differentiate between how people transact for time
expiring inventory and when the actual event takes place. For example, clients transacting
for accommodation reservation may transact for accommodations for not only the days of the
event, but also for days preceding or following the event.

V. Additional Considerations
[0128] Some portions of this description describe the embodiments of the invention in
terms of algorithms and symbolic representations of operations on information. These
algorithmic descriptions and representations are commonly used by those skilled in the data
processing arts to convey the substance of their work effectively to others skilled in the art.
These operations, while described functionally, computationally, or logically, are understood
to be implemented by computer programs or equivalent electrical circuits, microcode, or the
like. Furthermore, it has also proven convenient at times, to refer to these arrangements of

operations as modules, without loss of generality. The described operations and their
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associated modules may be embodied in software, firmware, hardware, or any combinations
thereof. In one embodiment, a software module is implemented with a computer program
product comprising a persistent computer-readable medium containing computer program
code, which can be executed by a computer processor for performing any or all of the steps,
operations, or processes described.

[0129] Finally, the language used in the specification has been principally selected for
readability and instructional purposes, and it may not have been selected to delineate or
circumscribe the inventive subject matter. It is therefore intended that the scope of the
invention be limited not by this detailed description, but rather by any claims that issue on an
application based hereon. Accordingly, the disclosure of the embodiments of the invention is
intended to be illustrative, but not limiting, of the scope of the invention, an example of

which is set forth in the following claims.

32



CA 03021196 2018-10-16

WO 2017/184379 PCT/US2017/026945

What is claimed is:

A computer-executed method comprising:

receiving, at an online computing system, a feature vector for a subject listing, the subject
listing comprising a time-expiring inventory available to be booked by one of a
plurality of clients of the online computing system, the feature vector comprising a
plurality of features of the listing including a price feature indicating a current price of
the time-expiring inventory and a current time period until expiration feature
indicating a duration until the time-expiring inventory expires;

inputting the feature vector into a demand function to generate a demand estimate that is a
representation of a likelihood that the time-expiring inventory will receive a
transaction request from one of the clients before the time-expiring inventory expires;

generating a set of test prices that are greater or less than the current price of the time-
expiring inventory at each of a set of test times to expiration;

inputting into the demand function, for each combination of the test prices and test times
to expiration, a modified version of the feature vector that replaces the current price
with the test price and the current time period until expiration with the test time to
expiration to generate a test demand estimate;

generating a set of demand estimates comprised of the test demand estimates generated
based on the test prices and test times to expiration and the demand estimate
generated based on the current price and current time period until expiration;

inputting the set of demand estimates into a likelihood model to generate a set of request
likelihoods, each request likelihood representing a likelihood that the time-expiring
inventory will receive a transaction request at each of the test price and test times to
expiration; and

training a regression tree model based on a set of training data, each training data point in
the set comprising one of the request likelihoods from the set and the test price and
test time period to expiration used to generate the demand estimate that was used to

generate the request likelihood.

The computer-executed method of claim 1 comprising:

generating an extrapolation set of times to expiration, the extrapolation set of times to

expiration including time periods until expiration greater than those in the set of test times to

expiration;
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inputting the extrapolation set of times to expiration into the regression tree model to
determine a likelihood that the time-expiring inventory will receive a transaction request at

each of the extrapolation set of times to expiration.

3. The computer-executed method of claim 2 comprising:

receiving an indication of a change impacting the listing after training the regression
tree model; and

adjusting the likelihood that the time-expiring inventory will receive a transaction
request at each of the extrapolation set of times to expiration based on the indication of the

change.

4. The computer-executed method of claim 1 comprising:

receiving a target likelihood that the time-expiring inventory will receive a transaction
request; and

determining from the regression tree model a price suggestion based on the target

likelihood.

5. The computer-executed method of claim 1 wherein each training data point in the set

comprises a day of the week.

6. The computer-executed method of claim 1 comprising:
determining a price suggestion for the time-expiring inventory or the listing based on the

regression tree model.

7. The computer-executed method of claim 6 wherein determining the price suggestion
comprises selecting a new price that maximizes a product of price for the time-expiring

inventory multiplied by request likelihood based on the regression tree model.

8. The computer-executed method of claim 1 wherein the demand function was trained
on demand training data where each sample from the demand training data comprises a
binary label and a training feature vector of a training time-expiring inventory, the binary
label representing whether a training time-expiring inventory received a transaction request
before the expiration of the training time-expiring inventory, the training feature vector a
plurality of features of the training listing associated with the training time-expiring

inventory.
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9. The computer-executed method of claim 8 wherein demand training data comprises a
plurality of training time-expiring inventory, and wherein at least one of the training time-
expiring inventory is associated with a plurality of samples, each of the samples associated

with a different time period prior to the expiration of the time-expiring inventory.

10.  The computer-executed method of claim 9 wherein one of the training time-expiring
inventory receives no transaction requests prior to the expiration of the time-expiring
inventory and wherein each of the samples associated with the one training time-expiring

inventory have a negative label.

11. The computer-executed method of claim 9 wherein:

one of the training time-expiring inventory receives a transaction request prior to the
expiration of the time-expiring inventory; and

wherein each of the samples associated with the one training time-expiring inventory

occurring earlier in time than the transaction request have a positive label.

12. A non-transitory computer readable medium at an online computing system encoding
instructions executable by a processor to:
receive a feature vector for a subject listing, the subject listing comprising a time-expiring
inventory available to be booked by one of a plurality of clients of the online
computing system, the feature vector comprising a plurality of features of the listing
including a price feature indicating a current price of the time-expiring inventory and
a current time period until expiration feature indicating a duration until the time-
expiring inventory expires;
input the feature vector into a demand function to generate a demand estimate that is a
representation of a likelihood that the time-expiring inventory will receive a
transaction request from one of the clients before the time-expiring inventory expires;
generate a set of test prices that are greater or less than the current price of the time-
expiring inventory at each of a set of test times to expiration,
input into the demand function, for each combination of the test prices and test times to
expiration, a modified version of the feature vector that replaces the current price with
the test price and the current time period until expiration with the test time to

expiration to generate a test demand estimate;
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generate a set of demand estimates comprised of the test demand estimates generated
based on the test prices and test times to expiration and the demand estimate
generated based on the current price and current time period until expiration;

input the set of demand estimates into a likelihood model to generate a set of request
likelihoods, each request likelihood representing a likelihood that the time-expiring
inventory will receive a transaction request at each of the test price and test times to
expiration; and

train a regression tree model based on a set of training data, each training data point in the
set comprising one of the request likelihoods from the set and the test price and test
time period to expiration used to generate the demand estimate that was used to

generate the request likelihood.

13. The non-transitory computer readable medium of claim 12, the non-transitory
computer readable medium encoding instructions executable by the processor to generate an
extrapolation set of times to expiration, the extrapolation set of times to expiration including
time periods until expiration greater than those in the set of test times to expiration; and input
the extrapolation set of times to expiration into the regression tree model to determine a
likelihood that the time-expiring inventory will receive a transaction request at each of the

extrapolation set of times to expiration.

14. The computer-executed method of claim 13, the non-transitory computer readable
medium encoding instructions executable by the processor to:

receive an indication of a change impacting the listing after training the regression
tree model; and

adjust the likelihood that the time-expiring inventory will receive a transaction request

at each of the extrapolation set of times to expiration based on the indication of the change.

15.  The non-transitory computer readable medium of claim 12, the non-transitory
computer readable medium encoding instructions executable by the processor to:

receive a target likelihood that the time-expiring inventory will receive a transaction
request; and

determine from the regression tree model a price suggestion based on the target

likelihood.
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16.  The non-transitory computer readable medium of claim 12 wherein each training data

point in the set comprises a day of the week.

17. The non-transitory computer readable medium of claim 12, the non-transitory
computer readable medium encoding instructions executable by the processor to determine a
price suggestion for the time-expiring inventory or the listing based on the regression tree

model.

18.  The computer-executed method of claim 17 wherein determining the price suggestion
comprises selecting a new price that maximizes a product of price for the time-expiring

inventory multiplied by request likelihood based on the regression tree model.

19.  The non-transitory computer readable medium of claim 12 wherein the demand
function was trained on demand training data where each sample from the demand training
data comprises a binary label and a training feature vector of a training time-expiring
inventory, the binary label representing whether a training time-expiring inventory received a
transaction request before the expiration of the training time-expiring inventory, the training
feature vector a plurality of features of the training listing associated with the training time-

expiring inventory.

20.  The non-transitory computer readable medium of claim 19 wherein the demand
training data comprises a plurality of training time-expiring inventory, and wherein at least
one of the training time-expiring inventory is associated with a plurality of samples, each of
the samples associated with a different time period prior to the expiration of the time-expiring

inventory.

21. The non-transitory computer readable medium of claim 20 wherein one of the training
time-expiring inventory receives no transaction requests prior to the expiration of the time-
expiring inventory and wherein each of the samples associated with the one training time-

expiring inventory have a negative label.

22. The non-transitory computer readable medium of claim 20 wherein:

one of the training time-expiring inventory receives a transaction request prior to the
expiration of the time-expiring inventory; and

wherein each of the samples associated with the one training time-expiring inventory

occurring earlier in time than the transaction request have a positive label.
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