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(57) Abstract: According to an example, coordination of ad-
justments to network frame hold time parameters between
network devices in a network is initiated based on a trigger
condition. Time data may be obtained from a plurality of net-
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network frame hold time parameter of each network device in
the plurality and a network frame processing time of each net-
work device. A set of affected network devices affected by
network back pressure in the network, and a set of non-af-
fected network devices in the plurality not included in the set
of affected network devices, may be determined. Based on the
time data, a pairing may be determined between a time-avail-
able network device from the set of non-affected network
devices and a time-needed network devices, from the set of
affected network devices, to receive an allocation of time
credit from the time-available network device.
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NETWORK FRAME HOLD TIME PARAMETER
BACKGROUND

{1} Various network technologies, such as Fibre Channel, require that a
network frame be dropped i the network frame is delayed more than a cedain
time duration in a network device {e.g., switch, router, etc.) while wailing to be
forwarded {o another network device. As a result, in storage area nstwork (SAN)
fabric implemented by Fibre Channel, network frames get dropped i they remain
irt the SAN for more than an allowed time threshold. Generally, the allowed time
threshold is implemented as a configurable parameter to hold g network frame a
certain duragtion before ¥ is dropped, thereby enswring that the network frame

reaches its destination before an allowed delay limit.

BRIEF DESCRIPTION OF THE DRAWINGS

{2] Ceriain examples are described in the following detailed description in
reference o the following drawings.

{3} FiGs. 1 and 2 are block diagrams ilusirating exampie nebwvork systems
that facilitate adjustment of a network frame time hokd parameter according to the
present disclosure.

{4} FiGs. 3 and 4 are flowcharts illustrating exampie methods performed by
an example network device o facilitate adjustment of a network frame time hold
parameter according to the present disclosure.

{5} FIG. 5 is a block diagram tllustrating an example network environment
that includes exampie network devices describes in the present disclosure.

[6] FiGs. 6 and 7 are block diagrams #llusirating exampie network devices
according 1o the present disclosure.

DETAILED DESCRIPTION

{7] Certain conventional network devices, such as those based on the Fibre
Channel standard and used in storage area networks {SANs), nebwork frames
are dropped if they remain in the network more than an aliowed threshold time
limit specified by the Fibre Channel standard. To implement the threshold time
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limit and ensure timely defivery, such conventiong! netwark devices (8.4, , netwark
switches, network routers, et} include a configurable parameter (hereafter, a
network frame hold time) that determines how long a network frame {e.g.,
including @ network packet}, waiting ¢ be forwarded to another network device
{e.g., another network switch), will be held in buffer queue before it is dropped at
the network device.

{8} As used herein, the network frame forward delay fime value thereafler,
network frame forward delay) can be assaciated with a network portof a netwark
device and may refer to the time required for that network device {o forward a
network frame arriving at the nstwork port to the network frame’s next network
hop. Accordingly, the network frame forward delay associated with a network
port may be calculated by sublracting the time the network frame arived at a
network device from the time the network frame is forwarded {o the next network
hop. The network frame forward delay can differ between different network poris
of a network device. As also used herein, an average network frame forward
delay can be associated with a network device and may be calculated by
averaging together the network frame forward delay associated with each
network port of the nebvork device {i.e., for an n-port network device, the average
is calculated by summing up all the network frame forward delays and dividing
the sum by n). The average network frame forward delay can differ between
conventional network devices in a network and, as a result, those conventional
network devices having higher network frame forward delay than others may
presert a bottleneck for network fraffic flowing through the network.

9] Generally, when a network frame {0 be forwarded from a conventional
network device to another network device {e.g., nebvork switch} is received at the
conventional network device, it s gusued al the conventional network device until
such time as the next network hop (i.e., the other network device} is ready to
receive the network frame, or until the network frame is dropped from the network
frame buffer qgueue based on the netwark frame hold time. In some contexts, the
next network hop network device may not be ready 1o receive a network frame
when the next network hop network device is experiencing higher work load than

othar network devices in #s network, has reached s resource limils {e.g.,
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hardware limits), of is slow {0 drain network frames. Typically, as the number of
network frames on the network frame buffer queue increases for a conventional
network device, so does the average network frame forward delay of that network
device, Additionally, an increase in average nebwork frame forward delay of a
conventional network device, in tum, causes an increase in the number of
network frames being dropped as a result of the network frame hold time limit
being reached {(by network frames on the network frame buffer gqusue).
Consequently, a conventional network device can present a bolllenack and cause
network back pressure in a network as its average frame forward delay increases
and the number of network frames dropped increases.

[10] Various examples described herein provide systems and methods that
permit a set of network devices in a network to dynamically adjust (e.g., tune)
their respective network frame hold time parameter based on conditions in the
network, such as the presence of netwark back pressure in the network (&9, as
a result of a network bottienack). For some examples, the adiustment of network
frame hold ime parameters of various network devices in a network involves
coordination between those network devices. Additionally, in some examples,
the adjustment of network frame hold lime parameters of varous network devices
is coordinated between those nelwork devices by way of a network device
designated as the principal network device in the network (e.g., designated by a
manual selection or auwtomatically slecled by the nelwork devices during
handshake process between the network devices).

{11} Where a first network device experiencing an average network frame
forward delay that is higher than a second network device, ceriain examples
cogrdinate an adjusiment of network frame hold fime paramslers between the
two network devices such that the network frame hold time parameter of the
second network device is reduced by a specific amount of time and the network
frame hold time parameter of the first network device is increased by the specific
amount of time. In this way, the second network device can allocate time credit
from its network frame hold time parameter, the resulting allocation of time credit
can be transferred from the second network device to the first network device,

and the first network device can apply (e.4., add) the allocation of time credit to
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its own network frame hold time parameter. in applying the allpcation of time
credit 1o s network frame hold time parameter, the first network device can
attempt to alleviate network back pressure {e.g., nebwork frame drops due to high
network frame forward delay) being experienced by, and which may possibly be
caused by (e.g., due io resource fimilations), the first network device.
Additionally, in this way, such examples can adjust nefwork frame hold time
parameters within 8 network while complying with overall timing requirements of
the network as defined by a network standard the network implements {e.g., Fibre
Channel standard, which requires that a network frame not be delayed in the
network longer than 4 seconds).

{12} As used herain, g network device can include a natwork switch, network
rauter, network gateway, network hub, or a network-enabled electronic device
having a processor. Additionally, as used herein, a network frame can include g
network packet that is trgasported over a communications network, With respect
{o various examples described herein, a nelwork device in a network being
affected by network back pressure in the network {and thus experience increased
average nefwork frame forward delay) may be referred to herein as an affected
network device. A network device in a network not being affected by the same
network back pressure may be referred {0 herein as a non-affected network
device. Further, a network device in a network that is a candidate to provide an
allocation of ime credit {0 another network device in the network may be referred
to herein as a time-available network device or a time-loaner network device. A
network device in a network that is a candidate {o receive an allocation of thne
credit from another network device in the network may be referred to hereinas a
time-needed network device or a time-receiver network device.

[13] According to various examples, a first network device in g given network
monitors for when its average network frame forward is greater than (or equal {0}
a threshold value, where the threshold value may be a parameler for the first
network device that is manually set by an individuatl (e.q., userdefined parameter
set by a network administrator). Depending on the example, the threshold value
may depend on network frame priority qusues for the first network device, and

may be adjusted {e.g., tunad} o improve overall performance or qualily of service
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{{QJo8) of the overall network. For various examples, the threshold value is set to
be fesser than or equal {o the current network frame hold time parameter of the
first network device. Further, for various examples, the threshold value serves as
a trigger for initiating the adjusiment of the network frame hold time parameter of
the first network device and of at least one other network device in the network.
In particular, when the network frame forward delay of the first nefwork device is
greater than (or equal to) the threshold value, this can serve as an indication that
the first network device is presenting a bolfleneck in the network or the first
network device is experiencing network back pressure.

[14] Accordingly, when the average network frame forward delay of the first
network devicea is greater than {or equal to) the threshold value, the first network
device can trigger & process by which the network frame hold time parameter of
the first network device and of at least one other network device in the network
are adjusted in effort to alleviate the network bottleneck of back pressure detected
{by way of the threshold vaiue being surpassed). The first network device, senving
as the trigger network device, may cause the process for coordinating the
adjustment of network frame hold time parameters 1o initiate at the first network
device, or at another network device in the netwaork, such as a one designated
the principal network device in the network (e.g.. 8 principal network switch in a
Fibre Channel-based network). Hereinafter, a network device coordinating the
adjustment of the network frame hold time paramelers belween network devices
in @ network may be referred {0 as the coordinating network device. As noled
above, the trigger network device may cause the process for coordinating the
adjustment {o be initiated on itself {rather than another network device), in which
case the trigger network device and the coordinating network device are same
network device. A network device triggering the adjustment of the netwaork frame
hold fime parameters between network devices in a network (e.g., when it
average network frame forward delay surpasses a threshold value) is referred to
as the trigger network device.

[15] Depending on the example, some or all network devices in the network
may operate similarly 1o the first network device described above and include a
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threshold value o determine when o trigger the adjustment of its nedwork frame
hold time paramester and that of another network device in the given network.

[16} At the beginning of the coordination process, the coordinating network
device may obtain (e.g.. request and then receive) from each network device, in
a set of network devices in the nelwork, a tuple containing the {time) value of their
network frame hold time parametsr and their current processing time. The current
processing ime may comprise the network device's current average network
frame forward delay. The set of network devicaes from which tuples are obtained
may include some or all of the network devices in a network associated with the
coordinating network device. Based on the trigger nefwork device, the
coordinating network device determines direction of network hack pressure from
the trigger network device and the direction of the anti-back pressure from the
network device. This determination may be determined based on the topology of
the network and the direction of network traffic. Hereinafter, a network device
affected by the determined network back pressure is referred o as an affected
network device, while one that is notis referred to a non-affected network device.
Based on the information regarding processing time (from the obtained tuples),
the determined network back pressure, and the determined anti-back pressure,
the coordinating nelwork device determines pairings between non-gffected
network devices having available processing time (hereafter, time-available
network devices) and affected nelwork devices needing processing time
{hereafter, time-needed network devices). These pairings may be one-to-onse,
where one non-affected network device is paired with one affected network
devices, orf may be one-to-many, where one non-affected network device is
paired with many affected nebtwork devices. Adddionally, these pairings may be
many-to-one, where many non-gffected network devices are paired with one
affected network device. Based on the determined pairings, the coordinating
network device may generate and provide data regarding the pairings to each of
the time-available network devices included in at least one determined pairing.
This data (hereafter, pairing data) sent {o an individual time-available network
device may describe all the pairings determined by the coordinating network

davice, or only those pairings that include the individual time-avaiiable network
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device. Addifionally, the pairing data may provide the values of the nebwork frame
hold time parameter of the ime-available network device and the processing time
{e.g., average network frame forward delay) of the time-available network device
(as reported to the coordinating network device), and the values of the network
frame hold time parameter and the processing time (8.9., average network frame
forward delay) of the time-neseded network device {as reported o the coordinating
network device).

{171 Based on palring data received from the coordinating network device, a
time-available network device may determine (e.g., calculate) how much time
credit it can allocate from its network frame hold time parameter (o the time-
needed network device 10 which i is paired according 1o the pairing data. This
allocation time credit may be determined in view of the time-available network
devices current processing ime {e.g., current network frame forward delay) or the
processing fime of the time-available network device as described in the painng
data (and originally reporied {o the coordingting network device by the time-
available network device). The time-available network device may then adjust
{&.g.. update) its own network frame hold time parameter based on allocation of
time credit. The time-available network device may also request the time-needed
network device update s nebwork frame hold ime parameter based on the
allocation of time ¢redit. Depending on the example, the time-available network
device may adjust its own network frame hold time parameler (based on
allocation of time credil) before it requesis the lime-needed network device
update its network frame hold time parameter based on the allocation of tine
credit.  After sending the reguest, the time-available network device may awatl
acknowledgement from the time-needed nelwork device that it has adjusted its
network frame hold time parameter as requested.

{18] Based on the request received from the time-available network device,
the time-needed may adjust {e.g., update) its network frame hold time parameter
based on the allocation of time credit described in the request. Subsequent to
this adjustment, the time-needed network device may send an acknowledgment
of the time-available network device confirming the adjustment has been
implemented.



WO 2016/200390 PCT/US2015/035333

{191 For some sxamples, afler receiving acknowledgement from the time-
needed network device confirming adjustment of #s network frame hold time
parameter as requested, the time-available network device may send an
acknowledgement o the coordinating network device confirming completion of
the adjustment for the time-available network device according to the pairing data.
In the event the time-available network device does not receive an
acknowledgement from the time-needed network device (e.g., before a pre-
determined time limit expires), the times-available network device may not send
an acknowledgement to the coordinating network device and, as a result, the
coordinating network device may restart the adjustment process (e.g., start by re-
obtaining from astwork tuples containing the value of their respective network
frame hold time parameters and current processing times).

{20] The following provides a detailled description of examples llustrated by
FiGs. 1-7,

[211 FIG. 1 is a block diggram dlusirating an example network system 100
that facilitates adjustment of a network frame time hold parameter according to
the present disclosure. For some sxamples, the network system 100 is included
by a coordinating network device in a nebvork, which in the context of a Fibre
Channel network, may be the principal network device. As shown, the network
system 100 includes a trigger module 102, a time information module 104, a
network back pressure determination module 108, and a pairing module 108,
Depending on the exampie, the network system 100 may be part of a network
device that includes a processor, such as a networked computer system {e.g.,
desktop, laptop, server, elc.), network switch, network router, network gateway,
or any device capable of receiving and sending a network packel. In various
axamples, the components or the arrangement of components in the network
system 100 may differ from what is depicted in FIG. 1.

{221 As used herein, modules and other componenis of various examples
may comprise, in whole or in part, machine-readable instructions or electronic
circuitry. For instance, a module may comprise machine-readable instructions
executable by a processor to perform one or more funclions in accordance with

various examples described herein. Likewise, in ancther instance, a module may
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comprise slectronic circudtry 1o perform one or more funclions in accordance with
various examples described herein. The elements of a module may be combined
in a single package, maintained in several packages, or maintained separately.
[23] The trigger module 102 may initiate, based on a irigger condition,
coordination of adjustments to network frame hold time parameters between at
least two network devices in a network. The trigger condition may the detection
of netwark congestion or a botlleneck in the nebwork. Monitoring the network
frame forward delay of various network devices in the nebwork can assist in
detecting such congestion or bottlenecks. Depending on the example, such
monitoring may be conductad at the network system 100 or a separate network
davice in the network serving as a trigger netwaork device. In parlicular examples,
frigger condition comprises receiving, from a trigger network device in the
network, a signal indicating that a network frame processing time of the trigger
network device exceeds (or equals) g trigger threshold. As described herein, the
trigger threshold may 8 parameter of the trigger netwaork device that is manually
set by an individual {e.q., a network administrator), and which may be set based
on network frame priority qusues of the trigger network device.

{24} The time information module 104 may facilitate obtaining fime data from
a plurality of network devices in the network, The plurality of nebwork devices,
which can comprise network switches, network routers, network gateways, and
the like, may include some or all of the nelwork devices associated with the
network. The fime information modide 104 may facilitate obtaining the time data
by requesting each network device report is respective time information {e.g.,
network frame processing fime and network frame hold time parameter} to the
network system 100, The ime information may be received from the individual
network devices as iiples containing requesied fime values. As described
herein, a network frame hold time parameter associated with a given network
device may be sel {0 a value representing the amount of ime a network frame to
be forwarded to another network device is held in the buffer queue of the given
network device before it is dropped. As also described herein, the network frame
processing time associated with a given network device may comprise the
average network frame forward deiay of the given network device.
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{251 The nebwork back pressure determination module 106 may facilitate
determining, based on the time data from the ime information module 104, a set
of affected network devices being affscted by network back pressure in the
network and a set of non-affected network devices not included in the set of
affected network devices. The set of affected network devices can include a
trigger network device that signaled start of the coordination efforts by the network
system 100 {via the frigger module 102). Additionally, the set of affected network
devices in the network may be those dropping nebwork frames as a result if
increased network frame processing time, which may be the result of network
congestion or a network bottleneck in the network.

[26] Determining the set of affected network devices and the set of non-
affected network devices may involve determining the direction of the network
backpressure (e.g.. from the trigger network device) caused by network
congestion or a botfleneck present in the network. Determining the set of affected
network devices and the set of non-affected network devices may alse involve
determining the direction opposite {o the network backpressure {referred to herein
as, “anti-back pressure™). Analysis of the topology of the network may be involved
in determining either of these directions.

{27} The pairing module 108 may facilitate determining, based on the time
data from the time information module 104, a pairing between a time-available
network device in the set of non-affected network devices and a time-needed
network device in the set of affected network devices, the time-needed network
device being a candidate for recelving an allocation of fime credit from the time-
avatlable network device fo adjust ils associated network frame hold tfime
parameter based on the aliocation. The time-available network device may be a
network device in the network that the network system 100 identifies as having
available network frame processing time based on the network frame processing
time the time-available network device provided in the time data obiained by the
time information module 104, According to various examples described herein,
the fime-available network device is to provide the aliocation of time credit from
its own network frame hold time hold parameter, thereby resulting in a reduction

inn the parameter value.



WO 2016/200390 PCT/US2015/035333
11

{281 For various examples described herein, including the natwork system
100, communication with network devices in the network is achieved by way of
standard control information that that enables operation of the network. For
instance, in the context of a Fibre Channel network, communication of signals,
time data, or pairing data between the network system 100 and a network device
i1 the network may be facilitated (8.g., transported within) through a link control
frame, a link service frame, or an extended link service frame.

[291 FIG. 2 s a block diagram lustrating an example network system 200
that facilitates adjustment of a network frame time hold parameter according to
the present disclosure. As shown, the network system 200 includes a trigger
module 202, a time information module 204, a network back pressure
determination module 206, a pairing module 208, and an adjustment coordination
module 210, In various examples, the componenis or the arrangement of
components in the nefwork system 200 may differ from what is depicted in FIG.
2.

{30} For some examples, the trigger module 202, the time information
module 204, the network back pressure determination module 208, and the
pairing module 208 are respectively similar to the tnigger module 102, the time
information module 104, the network back pressure delermination module 106,
and the pairing module 108 of the network system 100 described above with
respect to FIG. 1.

{311 The adjustment coordination module 210 may facilitate coordingtion of
transfer of the allocation of time ¢redit between the time-avallable network device
and the time-nseded network device. Coordinating the transfer of the allocation
of time credit can comprise providing the time-available network device with
pairing data describing the pairing between the time-available netwark device and
the time-needed nelwork device, describing the nestwork frame hold time
parameter of the time-needed network device, and describing the network frame
processing time of the time-needed nebvork device. The pairing data may also
describe the network frame hold time parameter of the time-available network
device and the network frame processing time of the time-available network

davice, which may the time-available natwork device rely on when determining
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the allocation of time credit for the time-needed network device. For some
examples, the network system 200 may provide the pairing data o at least all
network devices in network that are included in at least one pairing described by
the pairing data.

[32] Coordinating the transfer of the allocation of time credit may further
comprise monitoring for an acknowledgment from the {ime-available network
device at least indicating that the fime-needed network device has adjusted ils
associated network frame hold time parameter. Accarding o some gxamples,
the adjustment coordination module 210 may cause the ime information module
204, the network back pressure determination module 208, and the pairing
moduie 208 10 repeat their respective operations if the acknowladgement is not
received from the time-available network device within a timeout period.

{33} FIG. 3 is a flowchart illustrating an example method 300 performed by
an example network device to facililate adjustment of a network frame time hold
parameter according 1o the present disclosure., For some examples, the method
300 may be one performed by a time-available network device in a network. The
method 300 may be implemsnted in the form of executable instructions stored on
a machine-readable medium or in the form of electronic circuitry. Though the
methad 300 is described below from the parspective of a first netwark device in a
network performing blocks 302, 304, 306 and 308, for some examples, less than
all of the hlocks be performed by the first network device.

{341 In FIG. 3, the method 300 may begin at block 302 by a first network
device {e.g., lime-avallable network device) in a network receiving pairing data
from a second network device (e.g., coordinating network device) in the network.
The pairing dats may describe g pairing between the first network device and a
third network device {(e.g., ime-needed network device) in the network, may
describe a network frame hold time parameter of the third network device, and
may describe the network frame processing time of the third network device. As
described herein, the pairing may be one determined by the second network
device based on time data the second network device obtained from various

network devices in the network, including the first network device.
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{351 The method 300 may continue 1o biock 304 by the first network device
determining an allocation of time credit for the third network device based on the
pairing data and a network frame hold time parameter of the first network device.
As described herein, for some exampies, the network frame hold time parameter
of the first network device may be adjusted down based on the allocation of ime
credit determined by the first network device.

{36] The method 300 may continue {o block 3086 by the first network device
adjusting the network frame hold time parameter of the first network device by
reducing the network frame hold time parameter of the first network device by the
allocation of time credit. The method 300 may then continue to block 308 by the
first network device requesting the third network device {0 adjust the network
frame hold time paramaeter of the third network device based on the aflocation of
time credit. For some examples, the first network device adjusts its own network
frame hold time parameter based on the allocation of time credit before it requests
the third network device 10 adjust #s network frame hold time parameter based
on the allocation.

{37] F1G. 4 is @ flowchart illustrating an example method 400 performed by
an example network device to facilitate adjustment of a network frame time hold
parameter gecording (o the present disclosure. For some examples, the method
400 may be one performed by a time-available network device in a network. The
method 400 may be implemented in the form of executable instrucons stored on
a machine-readable medium or in the form of electranic clrcuitry.  Though the
method 400 is described below from the perspective of a first network device in a
netwark performing blocks 402, 404, 406, 408, 410, and 412, for some examples,
less than all of the blocks be performed by the first network device.

[38] In FiG. 4, the method 400 may begin at block 402 and may continue {0
blocks 404, 406, and 408, which may be respectively similar {o blocks 302, 304,
308, and 308 of the method 300 as described above with respect to FIG. 3.
Additionally, blocks 402, 404, 406, and 408 of the method 400 may be exclusively
performed by the first network device.

[39] The method 400 may continug to block 410 by the first network device
monitoring for an acknowledgment from the third network device at least
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indicating that the third network device has adjusted the netwaork frame hold time
parameter of the third network device based on the allocation of time ¢redit. The
method 400 may continue to block 412 by the first network device sending a
second acknowledgment from the first network device 1o the second network
device after receiving the acknowledgment at the first network device. Depending
on the example, the second acknowledgment may at least indicate that the third
network device has successfully adjusted its network frame hold time parameter
based on the allocation of time credit. As described herein, where the first
network device fails to send a second acknowledgment to the second network
device within a certain timeouwt period, the second network device may cause the
overall adjustment process {o restart.

{40] FIG. 5 is a block diagram #ustrating an example network environment
500 that includes example nstwork devices describes in the present disclosure.
in particular, the network environment includes a plurality of network devices that
are part of a network experiencing network back pressure 512. As shown, the
network environment 500 includes a host network device 502, a set of netwaork
devices affected by the network back pressure 512 {collectively referred hereafter
as affected network devices 504-1 to 504-4), a set of network devices not affected
by the netwark back pressure 512 (collectively referred hereafter as affectad
network devices 506-1 to 506-3), and a data storage array 508. The host network
device B02 may include a networked computer system, and the data storage
array 508 may include a plurality of data storage devices implementing a storage
area network (SAN) device. As described herein, each of the network devices
504 and 508 may be a networked computer system, a network switch, a network
router, 8 network router, or another device capable of receiving and sending a
network packel. The nelwork devices 504 and 506 may implement a storage
area network (SAN) by which the host network device 502 may access (e.g., read
data from, write data to, or modify data stored on) the data siorage array 508
During such data access operations, the host device 502 and the data storage
array 508 may exchange network packets through the network devices 504 and
506.
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{411 During operation, the host network device B02 sends a network frame
to the data storage array 508 via a network path 510, As shown in FIG. 5, the
network path 510 passes through the affected network devices 504 and the non-
affected network devices 506, After the host network device 502 sends the
network frame, it may wait for acknowledgement before a timeout occurs. Inthe
context of a SAN, the network frame may comprise a Small Computer Serial
Interface (SC8I) command, and the host network device 502 may send an
ABORT command if it does not receive an acknowledgement of the 505!
command before the timeout period. The occurrences of timeouts can have a
neqgative impact on storage access performance of the SAN by the host network
davice 502. Based on the network back pressure, the network frame sent from
the host network device 502 has the possibility of being dropped at the affected
network device 504-1, 504-2, 504-3, or 504-4,

{42} According o some examples, the affecied network device 504-4 can
operate as a tigger network device, and signal {e.q., 1t a coordinating network
device not shown} when the affected network device 504-4 detects that ils
network frame progessing time {e.g.. comprising ifs average network frame
forward delay) has exceeded {or is equal o) a bigger threshold value. As
described herein, when the network frame processing fime exceeds the trigger
threshold, this can be an indication that the affected network device 504-4 is
expeariencing network back pressure or is presenting a botlleneck in the network,
which in Wrn can cause in an increase in dropped nebvork frames at the affected
network device 504-4 or the other affected network devices 504, As described
herein, the signal from the affected network device 504-4 can trigger the
adiustment of network frame hold time parameters of the affected network
devices 5304, Upon successful adjustiment, one or mare of the affected network
devices 504-1, 504-2, 504-3, and 504-4 may have adjusied network frame hold
time parameters that assist in alleviating the effecis of a network bottleneck at the
affected network device 504-4 or the network back pressure 512 caused by the
network bottleneck.

{43} F1G. 6 is block diagram Hlustrating an example network device 800

according to the present disclosure. As described herein, the network device 800
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may be any network device having a processor, such as a networked computer
system (e.g., deskiop, laptop, server, eic.}, network switch, network router, or
network gateway. For some examples, the network device 800 operates as a
trigger network device in a network. As shown, the network device 500 includes
a machine-readable medium 602, a processor 804, and a network interface 606.
In vanous examples, the components or the arrangement of components of the
network device 600 may differ from what is depicted in FIG. 8. For instance, the
network device 800 can include more or less components than those depicted in
FiG. 6.

{44} The machine-readable medium 802 may be any electronic, magnetic,
optical, or other physical storage device that stores sxecutable instructions. For
example, the machine-readable medium 802 may be a Random Access Memory
{RAM), an Electrically-Erasable Programmable Read-Only Memory (EEPROM),
a storage drive, an optical disc, or the like. The machine-readable medium 802
can be encoded to store executable instructions that cause the processor 604 to
perform operations in accordance with various exampiles described herein. In
various examples, the machine-readable medium 602 is non-fransitory. As
shown in FIG. 6, the machine-readable medium 602 includes trigger detection
instructions 610, trigoer informing instructions 612, and lime data providing
nstructions 614.

{451 The processor 604 may he one of more central processing unils
{CPUs}, microprocessors, or other hardware devices suitable for retrieval and
execution of one or more instructions stored in the machine-regdable medium
802. The processor 604 may felch, decode, and execute the instructions 610,
612 and 614 {o enable the nelwork device 808 to perform ocperations in
accordance with various examples described herein. For some examples, the
processor 804 includes one or more eleclronic circuits comprising a number of
electronic components for performing the functionality of one or more of the
instructions 610, 612, and 614.

[46] The network interface 606 may facilitate communication between the
network device 800 and another network device in a network associated with the

network device 600, The network interface 686 may include a set of hardware
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interfaces, such as physical netwaork ports, that permits exchange of dala, over g
communications nebwork, with ancther network device.

{47} The trigger detection instructions 610 may cause the processor 604 to
detect whether a network frame processing time of the network device exceeds
{or equals) a trigger threshold. The trigger informing instructions 612 may cause
the processor 604 fo inform a second network device {(e.g., the coordinating
network device) when the network frame processing time of the network device
exceeds the trigger threshold. The time data providing instructions 814 may
cause the processor 604 fo provide time data to the second network device, the
time data including a network frame hold time parameter of the network device
and a network frame processing time of the nelwork device, Depending on the
example, the time dala providing instructions 614 may cause the processor 604
{o provide time data in response o the second network device requesting such
time information. For some examples, the time data may be provided as part of
the informing the second network device when the network frame processing time
of the network device exceeds the trigger threshold at the network device 600.
48] FIG. 7 is block diagram illustrating an example network device 700
according to the present disclosure. As described herein, the netwark device 700
may be any network device having a processor, such as a nelworked computer
system (e.g., desktop, laptop, server, efc.), network switch, network router, or
network gateway. For some examptles, the network device 700 operates as a
trigger network device in g network. As shown, the network device 700 includes
a machine-readable medium 702, a processor 704, and a network interface 706.
in various examples, the components or the arrangement of components of the
network device 700 may differ from what is depicted in FIG. 7. For instance, the
network device 700 can include more or less components than those depicted in
FiG. 7.

{491 As described herein, the machine-readable medium 702 may be any
electronic, magnetic, optical, or other physical siorage device that stores
executable instructions. The machine-readable medium 702 can be encoded to
store executable instructions that cause the processor 704 to perform operations

in accordance with various examples described herein. Addifionally, the
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machine-readable medium 702 ¢an be non-transitory. As shown in FIG. 7, the
machine-readable medium 702 includes trigger detection instructions 710, trigger
informing instructions 712, time data providing instructions 714, adjustment
request receiving instructions 716, network frame hold time parameter adjustment
instructions 718, and adjustment acknowledgment instructions 720.

{50] As described herein, the processor 704 may be one or more central
processing units (CRUs), microprocessors, or other hardware devices suitable for
retrieval and execution of one or more instructions stored in the machine-readable
medium 702, The processor 704 may feich, decode, and execute the instructions
710, 712, 714, 7186, 718, and 720 1o enable the network device 700 {o perform
operations in accordance with various examples described herein.  For some
examples, the processor 704 includes one or more electronic circuits comprising
a number of electronic components for performing the functionality of one or more
of the instructions 710, 712, 714, 716, 718, and 720.

[511 As also described herein, the nstwork interface 706 may facilitate
communication between the network device 700 and another network device in a
network associated with the network device 700. The network interface 708 may
include a set of hardware inlerfaces, such as physical netwark ports, that permits
axchange of data, over a communications network, with another network device,
[52] For some examples, the frigger detection instructions 710, the trigger
informing instructions 712, and the time data providing instruclons 714 may are
respectively similar to the trigger detection instructions 610, the trigger informing
instructions 612, and the ime data providing instructions 614 of the network
device 600 described above with respect to FIG. 6.

[53] The adjustment request receiving instructions 718 may causs the
processor 704 1o receive a request from a third netwoark device {(e.g., time-
available network device) to adjust the network frame hold time parameler based
on an aliocation of time credit. The nelwork frame hold time parameter
adjustment instructions 718 may cause the processor 704 to adjust the network
frame hold time parameter based on the allocation of time credit. The adjustment
acknowledgment instructions 720 may cause the processor 704 {o send an

acknowledgment o the third network device at least indicaling that the nebwork
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device has adjusted the network frame processing time based on the allocation
of time credit.

[54] Ir1 the foregoing description, numerous details are sel forth to provide
an undersianding of the subject disclosed herein. However, various examples
may be practiced without some or all of these details. Some examples may
nclude modifications and variations from the detaills discussed above. It is

intended that the appended claims cover such modifications and variations.
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CLAIMS

1. A network system, comprising:

a trigger module fo initiate, based on & trigger condition, coordination of
adjustments {0 network frame hold time parameters belween network devices in
a network;

a time information module o obtain time data from a plurality of network
devices in the network, the time data describing a network frame hold time
parameter of each network device in the plurality and a nebwork frame
procassing time of each network device in the plurality;

a network back pressure delermingtion modige o determine, based on
the time data, a set of affected network devices in the plurality being affected by
network back pressure in the network and a set of non-affected network devices
in the plurality not included in the set of affected network devices; and

a pairing module fo determine, based on the time data, a pairing between
a time-available network device in the setf of non-affected network devices and a
fimea-needed network device in the set of affected netwark devices, the ime-
needed network device being a candidate for receiving an allocation of time
cradit from the time-available network device to adjust s associated network

frame hold time parameter based on the afiocation.

2. The network system of claim 1, comprising an adjustment coordination
madule to coordinate transfer of the aliocation of time oredit between the time-
available network device and the time-needed nebwork device.

3. The network system of claim 2, wherein coordinating the transfer of the
allocation of time credif comprises providing the time-available network device
with pairing data describing the pairing between the ime-available network
device and the time-needed network device, describing the network frame hold
time parameter of the time-neesded network device, and describing network
frame processing time of the time-needed nebwork device.

4. The network system of claim 2, wherein coordinating the transfer of the

atlocation of time credit comprises monitoring for an acknowledgment from the
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time-available network device at least indicating that the ime-neaded network
device has adjusted its associated network frame hold time parameter.

5. The natwork system of claim 4, wherein the adjustiment coordination
moduie is fo cause the time information moduie, the network back pressure
daetermination module, and the palring module to repeat theilr respective
operations if the acknowledgement is not received from the time-available
network device within a timeout penod.

8. The network system of claim 1, wherein the trigger condition comprises
receiving, from a irigger network device in the network, a signal indicating that a
network frame processing time of the trigger network device exceeds a trigger
thresheold.

7. The network system of claim 1, wherein the network is a Fibre Channsi
network, and the network system is a principal network device in the Fibre
Channel network.

8. A method, compiising:

receiving, at a first network device in a network, palring data from a
second network device in the network, the pairing data describing a pairing
between the first network device and a third network device in the network,
describing a network frame hold time parameter of the third network device, and
describing network frame processing time of the third network device;

determining, by the first network device, an allocation of time credit for
the third network device based on the pairing data and on a network frame hold
time parameter of the first network device;

adiusting, by the first network device, the network frame hold fime
parameter of the first network device by reducing the nebwork frame hold time
parameter of the first network device by the allocation of time credit; and

requesting, by the first network device, the third network device 1o adjust
the network frame hold time parameter of the third network device based on the
allocation of time credit.
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9. The method of claim 8, comprising monitoning, at the first network device,
for an acknowledgment from the third network device at least indicating that the
third network device has adjusted the network frame hold time parameter of the
third network device based on the allocation of time credit.

1G.  The method of claim 9, comprising after receiving the acknowledgment at
the first network device, sending a second acknowledgment from the first
network device to the second network device, the second acknowledgment at
teast ndicating that the third network device has adjusted the netwaork frame
hoid time parameter of the third netwark device based on the allecation of time
cradit.

11, The method of claim 8, wherein the network is a Fibre Channel network,
and the second netwaork device s a principal network device in the Fibre
Channel network.

12.  The method of claim 8, wherein the second netwark device and the third
network device are the same netwark device.

13.  The maethod of claim 8, comprising sending time data from the first
network device to the second network device, the time dala including a network
frame hold time parameter of the first network device and a network frame
processing time of the second network device.

14. A non-transitory machine-readable medium having instructions stored
thereon, the instructions being executable by a processor of a network device,
the instructions causing the processor (o

detect whether g network frame processing time of the network device
exceeds a trigger threshold;

inform a second network device when the network frame processing tims
of the network device exceeds the trigger threshold; and

provide time data o the second network device, the time data including a
network frame hold time parameter of the network device and a network frame

processing time of the network device.
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15. The non-fransitory machine-readable medium of claim 14, the
instructions causing the processar to:

receive a request from a third network device to adjust the network frame
hold time parameter based on an allocation of time credit;

adijust the network frame hold time parameter based on the aliocation of
time credit; and

send an acknowledgment to the third network device at least indicaling
that the network device hasg adjusted the network frame processing time based

on the allocation of time credit.
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