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(57) ABSTRACT

Computationally implemented methods and systems include
receiving speech data correlated to one or more words spoken
by a particular party, receiving adaptation data that is at least
partly based on at least one speech interaction of a particular
party that is discrete from the received speech data, wherein at
least a portion of the adaptation data has been stored on a
particular device associated with the particular party, obtain-
ing target data regarding a target configured to process at least
a portion of the received speech data, and determining
whether to apply the adaptation data for processing at least a
portion of the received speech data, at least partly based on the
acquired target data. In addition to the foregoing, other
aspects are described in the claims, drawings, and text.

130 Device

132 Processor

> 150 Processing Module
r Spoken Words Receiving Module

I
i
t
I
b
t

' i Particular Device Receiving Moduie

r—l»—‘

ff e o s D
o 1
1 152 Speech Data Correlated To One Or More Particular Party |1

1154 Adaptation Data At Least Partly Based On Discrete Speech
: fnteraction Of Particular Party Separate From Detected Speech
1 Data, And Has Been Stored On A Particular Party-associated

____________ | ' Keys

N
1 158 Application Of Adaptation Data For Processing At Least A 1 1
; ! portion Of The Received Speech Data Determining Module { :

i 160 Adaptation Result Data Based On At Least One Aspect Of :

I
; :Th Received Speech Data Transmitting Module i :
_______________________ i

|
|

|

I

|

|
I
: 135 User
I

|

|

I

|

}

iﬂToucfr
| screen

106 Hard/Soft

3_1_3§Speech Detection interface

137 Data Transmission Interface

112 Speech Indicator Receiver

114 Adaptation Data Transmitter/Receiver

110 Microphone

§ 116 Speech Data Transmitter/Receiver

140 Communication

Network(s}



US 2013/0325453 Al

Dec. 5,2013 Sheet 1 of 64

Patent Application Publication

VT 94

001

a01A3(]
9IBIPOWLIIU]
oy
01A(J
wiie] d0¢ , «
/
\ a01A9(] |.
/
, [euosIag
\ q07
/
/ A A
/ \\ {
/ / Y
- ao1A9(q , /
23Ie / / .
jesle] Vit Y \ oo |
/ / [BUOSIOd
\ \
/ ¥ Vo<
L - N /\\
m ($)3I0MISN UOTIBIUNWIIO)) O | M
{ \W\A llllllll

1980}

Sor

011 I2A1RS




Patent Application Publication Dec. 5,2013 Sheet 2 of 64 US 2013/0325453 A1

100

<

: 1 154 Adaptation Data At Least Partly Based On Discrete Speech
l lnteract:on Of Particular Party Separate From Detected Speech
i Data, And Has Been Stored On A Particular Party-associated

108 Speaker

130 Device
132 Processor - 182 SenSOf(S)
n 150 Processing Module :
b e e e e 1
:x 152 Speech Data Correlated To One Or More Particular Party | : 1134 Memory
l: Spoken Words Receiving Module : b
! L e e o e e e e r e e e em e e e o e ) e o e e e e e e e e e e e e e e Pt
' v [ 135 User
e e e e e 11
) interface
'
t
!
!
f

, | Particular Device Receiving Module 107 Touch-
. ****************** ¥ \ : screen
: 1 156 Target Data Regarding A Target Configured To Process At : : 106 Hard/Soft
i : Least A Portion Of The Received Speech Data Obtaining Module | | @s ard/so
I

i
1 158 Application Of Adaptation Data For Processing At Least A :
"Portion Of The Received Speech Data Determining Module i

160 Adaptation Resuit Data Based On At Least One Aspect Of ! :
he Received Speech Data Transmitting Module by
]

_—{_‘—

:liZ Data Transmission Interface

112 Speech Indicator Receiver 'ﬂ_AAdaptation Data Transmitter/Receiver

110 Microphone : i1 116 Speech Data Transmitter/Receiver

}

\/

140 Communication

Network[s] FlG. 18



Patent Application Publication Dec. 5,2013 Sheet 3 of 64 US 2013/0325453 A1

<

21A First Personal Device  21B Second Personal Device

A 1 A
\4 A
2 ENTERPRISE CLIENT SOFTWARE

A A
: |
: |
i | 101 SPEECH DATA

H I

a | =

{ ) }

Y Y ;

§

H

{

§

§

91 FIRST 92 SECOND 93 SPEECH :

APPLICATION APPLICATION PROCESSING i

SOFTWARE SOFTWARE SOFTWARE ;

1

1

l

H

{

}

}

}

§

H

{

§

§

{

Y

A
A4
91 OPERATING SYSTEM SOFTWARE
| 31 DEVICE
T
]
i i/'“\v"/” ~ C \"’m“"\/«/}_n\
r/ ) -
> 140 Communication Network(s) < ..
S FIG. 1C

R 110 SERVER



US 2013/0325453 Al

Dec. 5,2013 Sheet 4 of 64

Patent Application Publication

231A0(

191909y TS

a%1Aaq Bunndwo) 8

[ 19SN 50T

ERILEYe)
feuosiad g9¢c

321A8(]
|euostad <NN




US 2013/0325453 Al

Dec. 5,2013 Sheet 5 of 64

Patent Application Publication

3l '9id

3012 Ady HewWS §7

\a,f}?,m

wa1s5Ag jonuo)

S



US 2013/0325453 Al

Dec. 5,2013 Sheet 6 of 64

Patent Application Publication

| dz 31d | OT ‘Hig | 9T S| VT 814

g

<

Brq

AMpon
SuIA100Y
ao1ne(d

1981 YL

0], pa10adI(]
IsuueN v U[
Wed Je[nonied
Ul &g uovodg
i puV oo1a(Qg
| 1081 oyl Ag
paaadizug og
o, pondyuo)
SPIOM, QIO
10 9UO yic

POl SUIAINIOY
Qo180 W3R |
oYL oL pawand |
puy Lyed |
Te[nonIed YT |

Ag uajodg spiop
IOW IO RUO TIT

S{NPON
IOA
pajersuan
201801
pdie] v Ag
pnoTy peay
uonsand) v
0] asuodsay]
U] SuIAID0DY

S[NPON
20189 |

181e] gL

1O uonsand)

usd.08 |

-uQuy
Sutkeydsiq |

| o], asuodsay] |
fu] BuiA1o0dy |

Raeg FSRCE S

Jepnonied Ietnoned |

oYL YL

Aguaodg | Aguaodg |

SPIOA\ OIOJA] | | SPIOA QIO |

1020 01T | 10200 80C
MpoN ;Co:O

201A3(7 10811, 0] 2suodsay Uy

BUIA102Y AR JB[noiued dY ] Ag

a@xomm AEo >> Eoz .5 qu oom

OINPON -
auoydoIorn
v 8uisn |
3109y
Aued
IeonIRg |
ayy,

- Ag uavodg |
| SPIOAY QIO
, .5 umO wOo

onpoA SulAe0y %tdm Jemonaed oy Ag uayods splop 2I0JA 1O SUQ 70T

Q[NPOIA SurA1E09Y spiopy Uayods A1ed Je[nonied IO 10 UQ O PIe[olIo]) vie( Yodddg 73T



US 2013/0325453 Al

Dec. 5,2013 Sheet 7 of 64

Patent Application Publication

az ‘o4 [az S | Dz 814 [ 97 LI ve 51|
781

SIpOIN
BUIA109Y |

pIO AN BOYOdS
Aued Jemopded |
paziwAuouy |
Apenmeg oy |
Surpuodsazio) |
viR( |

y222dg 87T !

AMPOIN
SuiAr0ay |
paaoway |

2[qEROOA
[eorxa ]

UON YHM |
yooadg uoyodg

Aued Ienonae
Passa00.14

Alrenieg of,
Surpuodsorio))
Tg]

y222dg 977 !

IINPON TUIALOYY Pl uodg Aney
a IR[noTIEd Passaoold A[Jenied o1 Surpuodsorio)) vie( yoeads +77

a[npoy
u BUIATOOY
pIoA,
,« uoyodg Ared
Ie[nonied JO
uoneuasarday
V, OLIOTUNYN]
v Sursudwo))
elR(

godadg 77T

PO
SUIAIR02Y
PIOA

uayodg Aueg
©oremonied 3O
 UOISSIWISULIIOY
v sursudwo))
di:lg]

yoaeds 0ZT

PO
SWAROY |
PIOM |

uaodg Aued |
JejnonIed JO |
 Bupioooyg v

Fuwsudwo) |
ele(] |
§o9adS 817

PO SwATINY pIoay uavodg Ajed renonied JO voneudsarday v Sursudwo)) ey yooodg 917




US 2013/0325453 Al

Dec. 5,2013 Sheet 8 of 64

[ az 31 | Dz 311 [ 97 B[ Ve Bl |

S[npoN
921A3(] paledIpuU]
wol] SuIAIdY
BB Yyooadg 017

SNPOIA FurA1000y |
R goaodg
pourRIGO SeH |
S0TAS( IRnOTIR] |
1y L, Supeotpur |
[pUSIS THT

aMpo FuIAIITY

rIR(] To0adg pame1q()

a01A9(] SurAto0ay |
FmAgnuopt Jopeo |
ynm prop woods
Aed 1ejoonied |

01 puodsoLio)
BIR( Y29adg 9¢T |

SMpoOW

SUIAL02Y POPPY
19PEIH UM PIOM
ujodg Aued Iemoiied
0], puodsanio))

eieQq yooadg ¢

3y
d
| anpo
I[nPON Buiaionay pajosng
Sura100y peppy - S| pio, uayodg Anreg

JBINOIIRG SYL YIYM
0] 901A0(] 30818,

W QUITHISR(] OL
pIoan uayodg A1red
IB[DOINRY PAZATEUY
o], Sutpuodsaiio))
vIR(] Yooads 76T

ITPOIA FUIAIOIY PIO
uayodg Aued semonied
paJayjeu() puy pazijeuy
0], Suipuodsaiio))

2NPO

Su1A1000y pIo ) uoNods Aley IRMOILIRG PASSAD0IL]

Afenneg o, Surpuodsoiro)) e yooods 77

Patent Application Publication

SB[} 991A0(] V IBUL | QPO BUIAI00Y PIo tavods ALied renoried
Suneopuy 1eudiS 857 30O vonewasarday v Susudwo)) wyecy 4o9ads 91z

S[NPON SUIATIIRY PIOM U odg Aued Ie[nonied IO 1) dUQ) O pAIe[amIo)) vle(g yooads 7C1



[ dz 814 | Oz S | 97 B | VT 51|

US 2013/0325453 Al

Dec. 5,2013 Sheet 9 of 64

Patent Application Publication

9[NPOJN SWIALR03Y SPIOA uanodg Avied Jejnoiled 310N 10 2u) 0 pajejearo)) vleq yoosads TS|

az 'old .
(AL

w SIAPOTA 9ITAS(T

m 1aTIN,] WOL | | OINPOIN S0IAX(T | | SINPOIA 201Ad(]

m SuiAlooy | Joyung Wwolg JoUn worg

| 921A0(J FU1A1009Yy FUIATOOY]

i Te[noped ©  A0TAS(] Iy g 20IAX(] JOTIN ] SpIom
_ Ag pawaleQq Ag] papiooay Ag p021e(q - ﬂtmm
m SPIOA\ | | spIop uayodg sp1opq uadjodg | remonueg sropy
m Aneg reonted - Aued Jefnomded | Aued Je[nonied ! - i k.u oaO.mnH
m IO IO IO [NpOW : FuIAT03Y JO Suipiooay
! HORUO WO L0 PUD ol 10 280 oL SwARIN | | spiop uaodg JO 2wl ay]
m pastRa wed paAtiad Emmm pastied Bied spiop uayods | Aued Jemnoney | JO dweisawun 1
! oIpny 8ST | opny 96¢ opny vt fireq TepnonIeg IO 10 SUO m v puy
m PO QIO 0] PAIE[OIIO)) | SpIo Ay teNodg
w 901AQ(J Jauin,] WOl SUIAIDOY] SPIOAN Uavods Aed 10 2UQ o vle( A sepnonaedg
| JEINOITY QIO 40 FUC) WL PRAHS( BIEQ OIPNY 76T mamwmmw%m | prostmen | ouo papioson
m a[Npow wﬁmﬂa.ﬁsoo v sursudwo) A[Sno1adrd
m A01AX( TN WOT SUTAIINY spIop uajodg Aed _ al:Tg 8 Sursudwo))
w Iejnonied Q10N 10 2UQ) O, pAje[2110)) vie(] yoaadg sz [yo92dg 947 eye(q goaads ¢z



B4 | dg S| D¢ Big | g¢ 9 | v B |

US 2013/0325453 Al
5
&2

AINPOIA; FUIAIOY JOPIAOI] -

SUOTIBOIUNTITHONAO [ ¥ YIM J0BIU0Y) V USNoI| [, AMed Tejnonied oy, 01, payury 931Aa(] IBNo1Ied v u() paiols .
udag sel puy nduy yoaads s1des0Vy 1y [RUILLIS | NIY)-2ALI(] PAIBWOMY UV 1V AMEJ Je[nonted oyl Agq
Paseld pIO uy o], Surpuodsario)) vl Yaaadg paroaa wolg Aeiedos Sundwold 201a3(] suoydaja ], Jenje) |
0, asuodsay] uy Aaed mnonieg oy &g SUUIRI] SNOIADIJ SUQ) ISBIT TV UQ Paseq AJHRJ 1SBOT 1Y SPIOM, |

IO 10 9UQ) YL, JO SUOnRIDUNUOL] Surprodsarion) puy spiop 210 10 2uQ Swisudwo)) vecy uoneidepy o1

A[POIN SUIAIS00Y S0IAX(T IR[NONIB POIRIDOSSE-ALIB J IRINOILIEY

Vv U paloi§ uasg sey puy ‘mdu] yosadg s1dadoy 1By [ [RUILLIS |, ILYI-9ALI(] PAIBWOINY UY 1Y ANBd Je[ndiued
a1 Ag paoeid 2pIi() vy o] durpuodsario)) vie(q Yoaads paiode(] wolg eredeg dundworg a01aa( auoydara]
Ie[njjan) o] asuodsay uy AMed Jepnonied oyl Ag SUMUIBI], SNOIALJ SU() IS8 1V U paseg Ajued 18897 1V SPIOAp

SNPOY SUIATNY IDIA(] IR[RONIRJ POJRIDOSSE-AIIR] IR[NDTIE] V UQ) PAIOIS Udog Sty puy nduy gosads

14000y JRY |, [BULLLIO |, IUY1-DALI(] PATRWIOINY Uy 1y KR Jejnonieg oy &g pase|d 1oplQ) uy o Surpuodsaiior) |

ele(q 29adg po1oara(q woi,] aeredag Aied IInomieg oy, A SWUIel], SNOIARIJ AU() 1SET 1V U() pased AjHed 1seaT 1V
SPIOAA QIO IQ SUQ) SYL JO suoneounuold Surpuodsaiio)) puy spIoay JI0W 10 du Susudwo)) vie(q uoneidepy 90¢
IMPOA SUIATOINY ITA(T JL[IONIRJ PAIBIOOSSE-AMRJ IR[NOINE ] V UQ PI0IS Udag SeH

i puy ‘ereq yoaadg paresia wod g sgeiedag Aued remonied oy, Ag Surulel], SnoIAdLg SUQ ISET 1Y UQ paseq A[ued 1sea]
H< %53 052 HO unO oﬁ. wO Eozﬁ_omsnoﬂ Swpuodsor1o)) puy spio \5 210 10 duQ) Sursuduo)) vjeq zocﬁn_%{ +0¢
2_602 wS\:ooom ooSoQ EEQE@@ nﬁﬁoo&m b‘am :NEoEmm < qo wo Spm

ud2¢ SeH puv ‘BBl Yyoeadg pajosie weoay Ariedag Aled JBoiued J(O uondeldu] 4aaadg ajeansiq uQ) paseq Apied ?m@q
% %8? 22\/ HO ogO mn I c«O vqo:ﬁuc:moi mEﬁmo%o:ou puvy spio >> 802 HO omo mSm:gEou ﬁmQ qo:ﬁ%v< 70€ |

Dec. 5,2013 Sheet 10 of 64

SMMPON mE zooom Shift-Tgd .:x:o:sm @QmSOmmw%ﬁmm E?ofmm Y U PiIog q8m SEH puv ‘ele(d soumam
po1o3ja(g wor ] eredog Aued Jenonied JO UonovInu] gaeads 3121081 U paseq ApIed 1sea 1y eieq uoneidepy $C7

”
:
]
]
]
:
t
t
]
1
1
;
il
“
il
:
EoE MO 20O 9Y ] JO suoneounuoly Suipuodsaiio)) puy SpIoay IO IO U wEmamEoU ee g voneldepy {0¢
et e H )
¥
i)
¥
”
i)
¥
”
i)
i)
i)
i)
i)
]
i)
;
i)
]
;
4
i
:
]
M
“
]

Patent Application Publication



US 2013/0325453 Al

Dec. 5,2013 Sheet 11 of 64

8¢ 'Ol

| M€ 9a | € 519 | 1¢ By | HE O | D¢ B | 4¢ B | 9¢ B | a¢ B | O¢ B | €¢ 51 | ve B |

€Sy

JINPOIN IOPIAOI]

SFOASN UOTIROTUNTIITO) W WOT ]
SUTATOOMY YIOMIIN UOHBITUNIIIG))
A, J0AQ POPIWISURI ], PUY 30TA3(J
Ie[nonIeg pRIRIoOSSe-ALIEd JR[NONIR]
Q) PAI0IS UIOE SBH PUV ‘€1 yaadyg
PA1091d(J SUnRIdUAD) HONIRIDI] Yodadg
0], 1011 SULLINOI() Al IRMonied 3O

i 3O uonpeIdu] yoasdg 9101081 UQ |
i paseq Aped 18871y eje(q uonedepy ogg

AMPOIN KIOWATA 991A(T JejnoTieg
3 1, WOLJ A3021i(T SurA1o00y ¢
2D1A3(] IR[NOIMEJ PRIRIDOSSE |
-f)Ted IenonIRg Y UQ) POIOIS |
udag SeH puy ‘Bie( yosedg |
po1nale(q SUHEISUOr) UONORION] |
gaoodg 0 J0ud BULLINDDQ) |

f1eq Iepnonded JO UONORIO]

UONORINU] Yoaadg 210108I(] UQ) Pases]
Apaed 1sea 1y vieq uoneidepy 91¢

S[npoN
Suiae09y
A0IAD(T JB[NOTIRY
paleroosse-AlIe g
Jemonaed v

uonoeInu] Yooads J2I0si(] U paseg gosadg 21219817 UQ vomwm Apreg QMW Mummm MNMM
3 - 15807 1V ele( vonerdepy ¢ | 2
o Hed 18807 3 BHRQ UOHMIIRPY 22| | uoeads peeraq
; S[NPOA JOPIA0IJ JIOMIAN ! A[NPOIA TN Funezouon
| TOTROIUNIINIO)) ¥ WOL SUIATO0NY] 991AS(] | | IR[NOTIRJ OY L, WOLT SUIAI00Y 201A0( UonoBI]
IR[ONIRg PAIRIOSSE-ANE Je[nomied | | JR[NONIR PRJRIOOSSU-ALEd Je[noted v asadg
V UQ P3101S U9ag SR PUY ‘BlR(] | | UQ PaIOIS UG SR PUV ‘BIR( Yo33dg 0], uonEsoy
ypoadg paroato Sunersusny uoporiolu] | palaR(g Sunerouan) vonoeiay] yoseds puy st
- yovadg o, 101 Sumnoo(y Aued Ienoned | 01 Ioug SummooQ Lred 1e[nonred jO JURIIIIJ IV

Ayed memonied
30 uonoeW|
yooadg are1081(]

SINPOIN SUWIATOIIY 901A2(] JR[NONIRJ PAIRIDASSE-ALIR ] uQ) paseg Apaed
Jppnoled v U0 paaolg useg sey puy ‘eled yooeds perosieq Supelousny uonoelau] yooeadg o] Joud 15897 1V BIB(]
SuLmooQ Aled Je[nanied JO vonoeu] yoaads 81210817 U0 paseq AHed 15807 1V eieq uoneidepy ¢1¢ | wonmdepy 71¢

 SJ0POJA FUIATEOAY AOIAD(T TRININIR POIRIIOSSE-ALIR IRJNDNIE] Y UQ PAIOIS U20g S PUY ‘Bleq] yooods

Patent Application Publication




US 2013/0325453 Al

L€ 313 | 1€ 8Ly | 1€ 814 | HE 'BLY | O¢ 014 | A€ 90 | 4¢ 81 | ¢ 84 | D¢ 811 | d¢ 51 | v¢ 81 |

J€ 'O

¢ 817

| JPOIN PaRIAI

QTNPOTA 991A(] J[MPOIA IDTAR(] Jo8Ie ] V IIm ” Smpow Ble@ s elR( gooadg pajoala

Suyndwo)) v uQ weudord i | Sunovasiu] SOLD A SO0 V 0JU] ,nouomw JO uondooay SUL YOHIM 0L 391a3(
v Sunnosxy Aued Jepnonied Aoy} v Swinesuy Aueyg Jenoiied , 0], osuodsay | 1081R], V SV HOMION |

oy, o[, asuodsay u] Jumboy
J0TAS(T JB[nONIRf POIRIOOSSE

oY, 0L 2suodsay u Sumnboy
QIIA3(] IB[NONIR] PIIRIDOSSE

- U] SUIAI00Y 901Ad(T |
| IRINOIIR PAIBIOOSSE |

owIES V O], PAIOSUUOY) |
201A0(q Vv WoL ] SuIA00y |

-Kued IB[NOTIRJ Y UQ) PIIOIS -K1IBJ JR[nOTR ] Y UQ) PAIOIS g emonIRg Vo S IB[NOTIR]
U0ag SeH PUV “RIR(] Yyodads uoag S puy ‘ered yooadg  UQ PaI01§ Usdg SCH . parerdosse-Alieg 1emonied
| paY0R)d(] SunrIsUL D) UOOBINU] PA10219(1 SULRISUIN) UOKORINU] puy ‘ereQ yoosadg Y UQ paiog uaag !

| po100)2(] Sunrisuay) |
~ uonoeiu] yosads |
0 JoL SULLINI() |
Aued Jenonted JO) -
uonoeIolu] Yyosads
2)21981(] UQ paseq

sey puy ‘ere( yooadg |
P2199)9(] Sunereuan)
uonoeIoN] gooads :

0, JoLd Surumoog) Aueq |
IBOILIR] JO UOPORIA] |
023dg 2)21081(] :

[592dg 0] 1011g SULLMOO)

AIegd mMonied JO UOYORIAIU]
yoaadg 21210817 UQ pased Apaed
Isea T3V e uoneydepy ¢

ia0adg o], 1o1d SuLmoo() Aued
| IRMOIRJ JO UOHdRIAN] §ooads
“ 9013517 U paseg Apied

158077 1V vieg uoneydepy H¢¢

Dec. 5,2013 Sheet 12 of 64

JMPON 201A2(] WIIR], V YA\ Sunoernu] Aued

Iepnonted oy o] ssuodsay uf Sumnnboy 00145 Ip[nonIeg poyRIoosse Apred 1sea7 1y uQ) paseq Aaeg 1sedy |

-Ape  Ie[noned v UQ paIol§ usag seH puy ‘eie( yosads parajaq ejeqruonedepy 9z¢ 3V eieq uonwidepy $7¢

, Sunerouan vonoeu] Yosadg o] 1011g Suinao() LAaed Ieppanied JO , , :
uonoeIAU] Yoaadg 2121081(] U pasey Ajiied 15897 1y ereq uonwdepy g¢¢ S[NPON SUIAIITY

09TAQ(] Je[nonaed paieoosse-Aued Je[nonied v
UQ PaIo)§ U SEH Puv ‘eie yoeadg payoorg
JuneIouan) uonoeIAU] Yo2adg o] I011d SULLINDdO
LIed emonred j() wonserou] yo2ads a3a10s1g
uQ) pasegj Ajued 15891 1y ereq uoneydepy ¢

AnpoIN wonpuo)) o1 asuodsay uf Sunnboy 201A3(g TB[NONIZJ PAIBIOOSSE |
-Au1eg Te[nonIed Y UQ) PIIOIS U9 SBH PUV ‘Bl yosadg paroda(
Suneiouan) uonoriau] yoaedg 0 1oL SuLunod() Aled Je[nonied JO
onorIdguy yoaadg 9140811 u() pesey Ajed 1sea] 1y BlR( voneldepy 87¢

QNPON TUIAIADIY] 201A(] JR[NOIMRJ PAILI0SSE-AUR ] JR[NOIIR] V U() PAI0IS Udag SBH puy ‘®1e( Yodadg
Po10010( Wl djeiedog Auedg IBNOIIRJ JO UONIRINU Yooadg 0101081(] U() poseg Afued 15y 1v e uonevidepy 761

Patent Application Publication



IS re g | e 8y JHES4 e Biq | 48y [ ¢ 8y [ag 4] De 814 ] g¢ 8 | ve 814 |
€ 91q

US 2013/0325453 Al

SIPON 201A3( |

18ie], v JO Awixoly ;
Te[nonIed V UmIAy Aed
Je[noneg YL JO UoNdAR( |
o], asuodsay Uy SurA1009y |
201A(] JE[NOLMRY |
pajerosse-Ared JenonIed |

SNPOA UOLEO0 T

Jemonied v 1y Aued Jenonaed
AL JO Honda(] 0] osuodsay
U] SuIARD9Y 9D1AS(] Fr[NdINE]

Dec. 5,2013 Sheet 13 of 64

, V UQ PaIoI§ Udag seH !
puy ‘ere( yooads paroaso( :
” SupeIsuan) yonoeINY] |
| gooadg o] Toud SuiLmangy

paleosse-Aled Jefnonied v
() PRIOIS U9 Se} PUv ‘ele(
[230dg Po10ja(] SUnBISUIN)
uonoeIawy yoaddg o JoL
SULINNIQ) Ared Ienonted jO

| Aleg JEmonIed JO uonaeIdU] yodadg
uoHoOBIAIY| :ouumm 9101081} P mO poseg Apieg
U0 Postd ApRd 156977 | 15897 1V E.NQ uoneydepy 9¢¢

1v eieqg uoneydepy geg ! e ey

SMPO UOIPUOD) O,

asuodsay Ul SUTATRIaY 93TA( JeonIed pairdosse-Aued Iehonied
V UQ P2I0IS U SEE] PUV ‘e1e(q oaadg pa1aaia(T Sunjersuan)
msouoiut: oaoadg 0], J011d StunoaQ) Alaed JR[NoTHEJ JO UOTHOBINUT
: :uuomm 2802@ QO ﬁoﬂmm »s :& VSA H< 3@@ aos&%v< wmm

anpopy SUTAIO9Y] 901A9(T IR[NONIRg n&mSOmmm \?:Nm %Euﬁmm < nO UESm zuom @: vﬁ\ SmQ auoomm
Po1091(J WoI] eredag AT g IBINNMEJ JO U0NIRINU] Yooadg 21310s1(J U() paseq Apaed 158011V vjeq uoneydepy 761

Patent Application Publication



v
«
w
m 26 DI I S| reSig [ 165 [HE S | OB | €94 | 951 [@e B | D¢ 51 | g€ T4 | v 5 |
S £ 914
S~
O e e o e
v
)
~
5 T e e AMPOIN D1AJ
SINPOT PO 291400 PO QIpON Aed YN Y
JIA(T IB[NOTUIRY TeonIEd Y] A | OIAX(F IE[MODIE] Y], TehonIed SUL Hm wWoIg wc::aux.\
3 .os 1 woig Sm q paffonuo) Ajenied | | YA UONEITUNITIO)) PIIBIDOSSY 2ITAJ(] am1Ad a
— wonedepy ay, 1SBOT 1V 221A0(T uJ 20149 PN V WOL] e uwtm J
< ) JoyuIn g y wol Iayun,] v ol Sumboy 20143 ) y
- PAATRAYT Jey L R0 4 LY 4 HINDOY 9otAs(d PIILIDOSSE
— . z.@Q sayuny Guinnboy 201837 Swanboy 201A9(1 || Je[nonied PAIBIOOSSE | | fueg bw_:.us o
w v o1 1 Sunnoboy TP[0O0Ted PAJLIOOsse | | IB[ndNIed PAIRIoOsse -Aued renonied v UQ p ol 1S
% oonaa(g E_.s.oam d -Aured Jenoied v uQ) -AuRd JR[ONIE] V U VY U0 palolg uoag Sef puy
’ pajer u OSSP PRI0)S Uda¢ SeH PUY | | PRIOIS TRy SBH puy udag seH puvy ‘ele(q ‘Bjeq qooads
o -Ayeg .§:.o nreg ‘epe(q yooadg pa1od( | | ‘eie( yooads pajodtoq yodadg paYORR( poralRq
m V UQ PRIoIS moom wolf aeledag woij aweiedag woig aeiedag wouxy ajeredog
w sef] puv ‘wieq Aueg Jemonied KIed mepnonieg LIeg enomaeg Apeq Jepnonteg
S yoeadg pa131aQ JO uonoRINUL JO uonorIu] JO uonoeIul Jou o:oa..—EE
m wolg ojeIndog oaadg 212105KT U yoaedg 212105 UO yo2adg 9121081(] UO yooad .Em 10811
Aureg memonieg paseg Ajued 15807 1y . poseg Apaed 15897711V | | poseq Ajjaed 189711V uO paseq \ﬁtmm
30 von o1 - vye(] voneidepv OS¢ eje(q uoneldepy gy¢ . vIR( uoneldepy op¢ 2 1587 1Y PUY
yoaadg aamosi(g SMPOTA 2OTAXT IR[UIONIRJ AL O, PAIR[SY 901A(] N vV AdTAD(T IOYMN
Q) pasegg Anae wolJ Surnbay 901Ad(T IRINOTIE PIIRIN0SSE-ALIB J TejnoTLIe U paIoS | 1V Suneuidi
O poaseq ADIed 4 SULINDIY 90TAS(F JR[nOTMEd pajel d TB{IOnIRd V UQ pal0lS | | 1Y SUNPUISUQ
15897 1V Ble(g uadg] SBH puv ‘eie(q yooads pe1daje( wolf aeredsg Aued Jejnopred JO | vreq
uoneidepy 7g¢  UORORINU] Ydads 23010SI(T U0 paseq Aped 1seoT 1V ere( vonuidepy ppe | uoneidepy 7y

QPO IVASCL YKL Y WOl BuinbOy OOIAS(] SE[IONE PAIEINSSE-ALES JPTONITA Y UQ) PAOIS UG SEH PUY Tu(] yooads
" pajdda(q woa g Meredag Al Ienonied JO UonIvIu| Yodadg 9)a1dsi(] u() peseg Apued 1587 1V vie(f uoneidepy gp¢

ONPOJ BUIAIOISY 291A(] JE[NOILE PIIEIOOSSE-A)E TENOILIE]  U() PRIOIS U2dE SPE PUV ‘ele(] yodadg
P219939(] wol areaedog A1ed Je[nonied JO uonoesdu] Yoeads 32108107 uQ paseg Ajued 15897 1v e uoneldepy TGt

Patent Application Publication



US 2013/0325453 Al

Dec. 5,2013 Sheet 15 of 64

Patent Application Publication

L€ BT | £¢ Bid | 1€ B | HE B [O¢ O | J4¢ 91 | 4 B | g€ B | D¢ 1 | g€ B | v Fid |
€ 314

SNpoN 99143

Temng v wolg Smmnboy 201as(] memonIeg paipioosse-AaeJ IMONIRJ V U0 PAI0IS U S8
UOTIONIISU] J81L] PTRS ‘TOT)IORIN] AURJ IRNONIRJ PU03dS W UQ) paseq AIeUoLdI(] UOT)RIDUNTOL]
Vv JuAJIpoA 10 UOTIONISU] PUOSS YV PUY UonorIow] Aued Je[nonied I1SIL] V U0 paseq
A3puonoyL(] vonBIOUNUOId V SWEJIpoy Jo vononysu] isiyg v Suisudwo)) vieq voneidepy g¢c¢

SPON 1A DN YV WOLJ SUIIMboy 29143(] JRNoNIRg PAivIdosse-A1ed enonied v

UQ PAIOIS UG SR PUY ‘UONIRIIN] AWBJ JR[NONIEd PUOdSS V UQ) paseq AIRUondi( UOHRIDUNUOL]
V SuIAJIpoIA 10.] TONONNSU] PU0IaS V PUY uondeIu] AIeg Ie[nonied 1SIL] v UQ poseq
KreuonanQ uoneounuold v SUIAJIpoy 10 uononnsy] 151 v susudmwo)) vjeq uoneidepy 96¢

ATUPOIA A01A(T IOYMNJ v Wwol] FuLinboy

901A8(T Je[nonIed PaIeIosse-Aled Je[nonied v UQ) paIolS Uuddg SBH PUV ‘ele(q yoaads pa1oais wolr
aeredeg Ared Jenonied JO UONORINU] Yoadg 21010s1(] U paseq AJaed 1sea] 1V vie(q uoneydepy
pres ‘ATenonoi(] UoneIunNucId V SWAIIPOIN Jo g suononnsu] Suisudwo)) vieq voneydepy $6¢

SNPOIN 2IIA(T IoTIng v wor] Sumnboy
DO1AD(] IR[NOTMEJ PAIRINaSSE-ALIRd JB[NOT)IR] V UQ) PAI0)S H30g SEH puy ‘BiR( yoeadg patoaje wiol
ezedog A1Rg Iepnonied JO onorIdu] Yooads 91010s1(] u() poseq ApIed 1807 1y ®ieq uonmdepy of¢

SINPOJA SUIAI0Y 00IAD(] TRNDIIE] PARIDOSSE-ALIE] JBNOMIE] ¥ UQ) POIOIS Udag SBH puy ‘ere yosads paoalag
wotf areredag Al Jepnonied jO uogorsoiu] yoaads 210.081(] u() peseg Apied 1827 1y Bleq vonedepy 761




US 2013/0325453 Al

Dec. 5,2013 Sheet 16 of 64

Patent Application Publication

[ ¢ Big | re 814 | 1€ 01 | HE Bid | D¢ Bid | ¢ 814 | a¢ 8ig | ag S | D¢ 8id | g€ Fid | ve Bid |

9¢ "9id €814

ANPOIN
FuIA1900Y 901A9(T JejndiLied
paleroosse-Ayed Ienonied
V UQ poroig usag seq

pUV ‘Bie(g yooadg paromed
woi deredag puy

901A3(J 10818, SY JIOMION
UOHROTUNTIIO ) ATES
UQ SUNEOTUNUITIO.) 9IAd(J

PO SULAI0Y IDIAS(T
Iejnonaed pojeroosse-Aued

_ Ienonied v UuQ paIos -
L woog SRl UV “ere] yooadg
H pR1093a(f wol.g aeredag
PUV 01T 319818 OYL SY |
uondun  owes v g Aue) |
” 01 poIIIuo’) 901Ad(J |

YA Aed Je[nonied JO Yu M Aued JepnonIed JO

uonorIny] yosodg 91010sK(] | | uonoeINu yosads 2301081(]

: uQ paseg Ajaed 1sea uQ) paseqg Aped 15897
1V ee uoneydepy 7.¢ 1y eeq uoneidepy 0Lf
AINPOI

SmAre0ay 201A3(] Je[noeJ parerdosse-Aued Jenonied v uQ palos
uadg SBH PUY ‘ele(] yoeads pajosid(] wold aeiedag dHSLINORIRY )
IR[NONIE SUIARE] 201AS(] YNA AlIRd JR[NOIRd JO) UOLIOBION]
yoaadg 23210517 U() paseg Ajed 1sea 1V Bie(q uoneydepy 89¢

onpop Suareoay |

201A0(7 Te[nonied
pPIBIDOSSE |
-Aiey TROIIRy |
V UQ PoIo)s uedg
SEH puvy ‘eleqg
goaoadg pooad
wo..j ayeaedag
UOT0RIdU]
aja1a81( pres ‘e
yo2odg oA1000Y
0, pom3iuo;
921A9(] 103Je ] |

sy odA 1 cweg
JO 2A UNM |
A rejnotued :
JO uonorIu
yosadg aar0si(] |

uQ paseg Apieg
1SBO] IV BIR(] |
uoneldepy 9o¢ !

ANPOIN TUIATOO0Y 901AJ(] Je[nonIed PAIRINOSSe-Alied Ie[nonied vV uQ
PoI0lS Ud0g SBH PUVY ‘Bl Yooadsg paroelo wiol g aleiedag 201a(] JO odA ] JBmonIed Yl
Kred Jemonied JO uonoeiuy yosadg 2101081 uQ paseg Apaed 15ea] 1y Ble uoneldepy $9¢

S[NPOR |
Suraoy |
201A9(] |
TeMOTIE] |
PajeIooSSE
K |
JenoILR |
VUQ !
pai03§ Udog |
SEH UV :

‘ere(] Yyooads :

pa1oa(g |
wory i
oeredog !
Aueg -

| IejnonIed 3O |

UOTORISNI]
yooadg
S)RISI(] |
uQ) paseq
Apred jseay |
W e
uoneydepy
z9¢ |

SINPOIN
funemnusn
201437
Iejnoljaed
pajeroosse
SRS
Iejnonae |

v uo

PaIoIS useg
SeH puvy
‘eye(] Yo9adg
pa1293a(]
wolf
oreredag
Ay
Temonied JO
UONIBINN]
yoaodg
a1IsK(]

uQ paseg
Apred isea
v ereq
uonwidepy

09¢

ATOPOIA FUIAIOINY 01A(] IBJNOIIR PAIRIDOSSE-ALIR IR[IOTHRJ V UQ PAIOIS U0dg SBH PUV ‘BiR(] Yodadg paroda(
wolg aretedaq Al Jejnoiied JO uondBIU] 4ooads 910081(] U paseg A[led 15827 1y ele(] uoneidepy 7C|




US 2013/0325453 Al

Dec. 5,2013 Sheet 17 of 64

Patent Application Publication

[SIE 8| rg8g | 1g®1g [HESI| DB 46 819 | g¢ 81 [ae8d | De 814 | g¢ 813 [ ve 819 |

€31y

P

Surare00y] suoydera],
IB[N[2)) PIIRIDOSSE

s

Suraeoay suoydae |
IB[N][3)) POIRINOSSE

QUPOIN SULAIDDOY] 201A2(] JB[MIIMEY
pajerdosse-AaeJ JENONIEJ V UQ PII0)S

-Aireg IRnoneg v -ARJ IR[nONIR] V ua0g SeH PUV ‘el yo2adsg paroang

() PaJ0I§ USag] SBH PUY | ¢ U() PRIOI§ U2ag] SeH puy weol] geredog puy 9d1A0(q 10818
‘eye yooadg parodne( "e1e(q yo2ads panddje( oy, sy nduy JO odA}, swes v 1desoy o],
worf deredog 201493 wo1j ojeredag 99180 pam3iyuo;) 901Ad( PIM Aled IE[UoNIe]
suoydajay, lenya)) ¢ suoydaja], tejn(|a) Buisn JO uonoeIuy Yoeadg 810108KT U poseqg

0], USAID) PUBUWIO.)

{IBQ PALLIE)) UOTIESIDAUO))

Apaed 1580 1v Bleq uoneidepy /¢

yosadg Aped teponred bmo:%ﬂ 1 A11ed Iemonte
uQ) paseq Aped 1seay | | uQ) paseq Apaed 1587
1y ereq uonerdepy 78¢ 1y ve(q uoperdepy (8¢

ONPON SUIAIIIY 9IIAR(]

i JenonIed palerosse-L1ed Jenonied v u)

 PAIMG toag SEH PUY ‘Ble(] 40oads pojoaag

i w0l 21eiedag o1sLIOI0RIRY ) JETOLLIE]

SuraBH 901A3(J YA AMRJ Ie[nonied

JO vonoeiauy yoaadg aja10s1(q U paseqg
Apaed 1sea 1y mie(] uonmdepy 9¢

QINPOJA FUIAL30DY 901A9( duoydoa | ey |
PAIRIOOSSE-ALIR g IRNONIE V' UQ) PAIOIS U2 SEH PUY
‘eye(q yosadg paroaje worg ajeredag 201A3(] avoydafey
M) YIM AR IBNONIRG JO UONORI] §oaads
2101081(] UQ) paseq Ajued 188971 1y Bie( uoneldepy Q¢

o]

i J[NPOA SUIAIEOY 321A2(] JeNOIMR]
ANPOIA FUIAIITY AO1A(] IR[INIRg PIRIdOSSE-AlIed Iejnonied | | poIBIoosse-AuRJ JE[NONIRd V U() PRI
. V U0 PoIOIS Ud0g SEH puV ‘ele(g yooads po10o1d( wolg L ueag SeH puy ‘eie(q yoseads pa1osja(g worg
¢ ojeredas 201A3(] Jejnouied Yy Aled Jepnonied O UONORIjU] : ajpiedag 901A3( JO 2dA L Iemnonied i
| qooadg 2101081(] TQ) paseg A[ued 15837 1V eleq voneidepy 9/ ¢ %tqn_ ‘_E:o:\:ﬁ 30 EEQEEE ya3adg 9301081(]
OJnPOJA; SUIAIDODY 901A3(] JB[NOLLIEd PAJRIDOSSE-ALIRd JRjNd1dRd V UQ) vu.ém udag seH puy ‘zie(] yo2adg paaeg
wol] aeredag Aued sepnonied JO vonorIoiu] Yo9ads 9301081 UQ paseq Aped Ised 1V wie( uoneidepy 761

=



S[NPOIN FUIAI09Y 901A9(] Te[nonded pajeroosse-L1ed .EEQEE V UQ paloig uasg seH puy ‘eie(q yosaedg parodrsg
wor] gerrdag Aed IBonieg 5O UonorId] oaads 9121081 U paseq Apaed 1sea] 1y e voneydepy 75T

—
<
e
w L B | 1€ B | 1€ 80 | HE P19 [ D¢ 814 | 4¢84 | 9¢ 814 | d¢ S | D¢ 814 | d¢ 8] | v i |
& i€ "D ¢ B
o)
m ||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||
—
< : SMPOW
72 ; SUIAIR03Y
- 20182
SNPOW Jepnonted
N:o m FuIAI0OY S[MpPoN pajernosse
= i 9[nPOIA SuIAIY JNPON oA BuIAIeDYY -Aed
o | 201A9(] Jenonaeg SUIATOY Jernanied ao1A0(g | | J[NPOIN Jemonted
- POIRINOSSE-K1IRg 20180 pajeIoosse Ieonied mmﬁzouo,m ey v uQ
3 ienonded v uQ Jejnotued -Aled pajeicosse | 1 yodadg oy, pa.01§ U3y
7 PoI0I§ Udag SeH pajeIdosse Jernotaeg -Kured 3O MR S[IBYL - SeH puy ‘ee(
puy ‘suonoeIiu] -Aued | Y UQ paiolg mponled | | gosadgueyl  yosads JO HeJ
m yoaadg | Ie[olIRg | UAdg SeH puv VUQ | QWL UKL S] IRy yaeads
a Aued Jemored < £gporoyjoy | ‘suonoesdnu] PoIOIS UdRYy | | VIVERG SV dduBia)
v QIO IO SUQ | | Apaed yooodg Sej] Anug yo9adsg JO) Med sureg
w uQ peseq Apied ISRITIV PUY | 21000811 auQ) Isea} s[ yeq 1 yosadg Swsny puy
=] 1880 1V oIV 1By L ‘eye(] yooodg  iAaeg Iemonde IV IRYL ¥Yong | SV aduriann eI yooadg
901A9(] Y03e], | paodeg JION 1O ‘SUOHEIIURUOL] oweg Pa109)2(]
= V¥ 10 wouodwo)) wor] areredag JuQ uQ paseg  Aued emonteg | Sumsp) puy | worg geredog
.m uoniuBooay  (Aued Jepnonueg | wypIod]y QIO IO M\Aﬁnm remonred | (Aued mmonied
5 yooods V| | JO UONORISIU] ¢ UONIDIAS ivd ouQ) Uy paseg Jjouonoed] | JO UOHORINU]
w i J() SuOtOJ IO yosadg Sunuweadeiq | Kipuonoig yooadg yoaadsg
Dn._.. 10 duQ Suikppopy 921981 U QOURIURS swauoYg 210108K(J UD 2)0I0SI(J UQ
= P10 suonongsul poseg Aped | v Suisudwo) v duisudwo)) paseg Apied paseq Apred
.m Swisudwo) vie | | ISBYTIV BB el Bed | | ISBOTIV RIRQ | 1SBOTIV BIRQ
.m uoneidepy pog  uoneydepy geg uonmdepy 0e¢ | :uoneidepy gge  uoneidepy 9g¢ | uoneldepy pg¢
lw , .
<
~—
=
bt
<
[~



v
«
e
3 reol [ MeB ] reSig | 16Ty [HE B[O Bid | 46 Bid [ 2B [ e Sig | D¢ B4 [ g€ Bid | ve Sid |
o € 81
=<
e
U e
=
a
72 S[poIN
= SMPON BurAI09y
Suraleoay SINPOIA 001A3(] JenonIed
NS uo1)oBsUBL |, FuiAl0ay P3IeID0sSE-ALR ]
= oy MRy | nsodoqy JPPOIN Ieonied v uQ
iy 0] paInSIuoy | | JOAISS 910wy JuIATOOOY | PAIOIS UddY SBEH
- [UTRY) V SV [T 201A8(J PO 0IA(] !  PUVY ‘SUOTIORISN]
2 901A(] JEJTOTIR] Iemonted SuIAI09Y Ie[noned oovadg
% pajerdosse PRIBIOOSSY 9o180(1 PareIoosse . Aped Je[ndrued
-Aped remmonaed Aped Iemonied -Aued QI0IN 10O
< oyy Surspy | -Ienonieg paleIdOSSE leomied i dUQ WO paseq
& 901A(] PUOIRE - JYT U PAI0Ig -Kyed V WoI] A[Hed Isea]
v vopaomaq  Apmodu] Jemonied v pannusuB |, 1V 1y 1By,
w 1SIL] V WOIL] S] PUV | UQ poICIS pUY puy a01AS(] 1081B ],
a panusuer] ‘ered yooadg ‘eIR( yoaads ‘ere(§ yoaods | v 10 Jusuodwio)
Sep\ PUV ‘@R patosie patoslag papled ! uonuSoosy
1090dg pardoreg | ¢ wiorg geredeg | wor] geredag || woag ojeredag [o23dg
woi] seredag | Aued Temonteg | Aued Ienonied | Aued Jeponied “ V JO suoniod
LTeg emonied . | JO UONDRIW]  JO UONORIAN] | () UOHDEINU] ; QIO 10
JO uonoerjuy | yosadg yaradg [oa2dg u() SWATIPON
yo9adg 9101051(] QIS UQ 9JI0SI(] U QRIdSIFUQ | JO] SUononIsu]
UQ) paseq Ajued paseg Ajied paseg Apaed paseg Ajued JO uoneoso] v
1880 1Y BIR( 1ISROTIVRIRG L Seo IV RIRQ L seaTIvV e Susidwo)) wmieg
uonerdepy ¢o¢  uonerdepy ¢o¢  voneidepy [og  uonudepy geg .  monwidepy 96¢

SNPOA FuIAI3Y 92149(] B[R PAIBIDOSSEB-ALIB JR[NOILE V U() PRIOIS udag SeH puy hm.:wc yooadg paioaja(g

Patent Application Publication



US 2013/0325453 Al

Dec. 5,2013 Sheet 20 of 64

Patent Application Publication

ISy g8 1€ 8 [HE S | O 8id | A¢ S | ge sy | e sug| D¢ 819 | g¢ 81 | ve 81 |

YE "OI € 51g
PO A[NPOIN ;
eye(] uoneldepy vie(] uoneydepy | IMPON
o] Suppy Anug ol Suppy | wreq uoneidepy |
_ Summusuer], Amuyg Swiao0y | o] Suippy
i SurAynuapy SwAynuspy e uoneydepy
eje( 12peaH 61¢ ejed JopeaH L1¢ [eUONIPPY SI¢ |

ampoy wre vonwdepy o] Suippy vie( oyMUng €1¢

JNPO SUAID00Y
vIR(T Yooadg pa3ooya(q wolf aeredag AueJ e[nonied JO UOBoRIdU]
[o0adg 9321081(] U paseq AjHed 158 1V eje(] uonwidepy 1¢

: QPO
L UONEO0T VI0WNY

fwoL Swaooy |
a01AR(] JenonIey |

PAJRIDOSSE

-Ked Iemoniey
|y WOo1] Uonedo |

JOWY Y

o], panuusuel]
SEM YIIYM JO

uonIod v 1sea|
IV puv ‘eleq

yoaads p0a1a(] |

wio1 aeredag
Lred Jemonie

JO uonoeIdy

[223ds 92321081(T
uQ) posey Aped

1L IV Ble(q
uoneidepy 60¢

J[NPOIN SUTAIINY
Q0IA(] JB[NOIME]
porelaosse-Alued
Ie[notIR] VIV
PRIRUIBIO YOTIA
JO toniod v 1s8e]
1V puy ‘ereq
yooadg paroaa
wo1] ajemedag
Aued Iemmoned
JO uonpeI]
yavadg ajax0s1g
uQ) paseyg A[Hed
1B IV BIR(
uoneidepy £0¢

QINPOTA TUIATEODY Q0TAQ(T Jejnonied poIeIoosse-Lled Je[nonied vV UQ pololS Uaog selj puy ‘e yoseads
Pajoate(q woa] areredag Aued Jejnonied 1( vonoeso] gosadg 9RIdsI(T U pasey A[1ed 158 1V ee(g voneydepy 74T




US 2013/0325453 Al

Dec. 5,2013 Sheet 21 of 64

Patent Application Publication

Vv "Ol4 [ dF 811 | gy 8 [ ay Sl [ Dy 81 | 9 Std | Vi SLi|

¥ 814

ampow wesuodwor) Suissaoold yoaeds v woa g
Bura1eoay Aued Jenonied sy, Ag i1senboy usyodsg
v 0], Surpuodsonion) vie(] oY, JO UONIOJ V 15807
1y SUISs920IJ UT ISISSY O], 9J1A(] SUIYORN I[P L
paewomy uy of, payjddy usag sep suiN ySnoayJ,
0127 SISQUUNYN SIOUNOUOIJ A)eJ IR[NOIMRJ oYL
e ?B SULJO ISHT YL IRy £ msg%& eed 91Y

31O
auodmo))y SuIssa00id yoaads v wol] SulARdayg Aaed
TemonIeJ o4 Ag 1senboy uoyodg v o1 Sutpuodsanio)

IR SYL JO UOLIOJ V 15897 )V SUIssaooly uf ISIssy |
0], 99TA(] QUIIBN JO[[2 L, pareruomny uy o parddy
cmom mcm SaQ :o:mar@/w oa B %a H mq:moéﬁ E@Q Ev

IMpon Eo:ogEob Suissa00ud Yooads v wios g 3 mEZuouz
e1e(] Yooads oy JO UOIIO] V 1582 1V SUIssanold uj
1SISSY O], 901A3(] UIYORA J9[}o 1 PIRWOIMY Uy o] poijddy
usog seH ereq uoneidepy o4y 1eyl Funedipu] Ble( 71y

Jpo Jweuodwo)
“ Su1$$2001J Yo9ads v worg SuiAteday vle(q yoeedg oy 30
I0NIog W 1589 1V SuIssaoo1d Uy 1SISSy 0 291A9(T 1981 oY, O,
pariddy uaag sey vieq uoneidepy ot 10y Sunespu] vIv( 01y

a[npoN
wauodwo))
3uTS82001g
odadg v worg
Surareoay weqg
oa3dg 9L JO
uoniod y i1seay
1V 3m1s$2501J Ul
ISISSY O 201A2(
ja81e] oyl

oy, pariddy 2g
o1 pom3guo))

s] B1eQq
uonridepy oy,
1By, Funesrpu]
Bed 80y

. ajnpopy yusuodwooqng
: v ST wauodwio)
3urssano1d yooadg

AL YoM JO Juauodmo)
SWSS001J [ENu)

1V Jweuodwo)) Juissadoid
qooadg worg Suraredey

BIR(T Yo2adg paa1adsy JO
UOTHOJ V 1S3 1V $$9001 O
paInSLuo,) ST 201A3(7 19318
2_ H mm:noaﬁ Sma oow

3502
muodio)) SuIssad0lg [enua))

1v wsuodwo)) 3urssanord yasadg
wol uraeoay vie( yooadg
POAIdDIY JO) UOTHIOJ V 1S8R IV
§595014 01 pamnSuoy) sT #01A8J
1081y oy Funeopu] vied 0¥

IMPOW TUIAIDY BIR(Q

32308 PIAIRINY JO) UOTHOJ V ISeo]
1V §820014 O] paIndpuo)) ST 20143
ja81e], oYL Suneopuy vieq Z0%

PO

Sutureiq() vie(q yoaadg paaraosy oyl JO U0II0d V 18827 1V $50001d o1 pamdyuo)) 1081e], v Suwpieday veq 1081 6C1 m



—

<

< av ‘ol4 [ dr 34 [ ar 34 [y 51 [Or 31 [ G S [V 54|
w, .

Q ¥ ol

o)

m ||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||
e

S W

~ o[NPON BIB(} y0o2ds 1) UOIIDg V 158277 1V JO SisA[Buy o{mpO passadodd Kjjnyssosong

m uQ) paseg SUILIOUIN) PISSIV0LY A[[nSsa0ong o | Jm 0L paBuo)) ST e1e(] qoaadg paaday oy |

01 pam31Fuo)) 8] vjR(q Yo22dg paaaday 2y JO noniog | SQROIPUT UONIOJ BIR(] Yodadg I [ JO SISAjeuy |
V158977 1Y 1Ry ], Sunesipuy Jojestpu] oLoWnN 9¢ i YT USYM SNIL O], SIA[0SOY ILT [ URS[00Y Y |

IMMPOA] TONBUTILINIR(] U() pased Junerouar) a31aa(] 1081 popuaiu] Surpreday vieQ w3l 7gp

o[mpoN BIB(] yo9ads JO uo1iod v Ised ] Iy
SuizAjeuy oy uQ) paseq Apied 158971 1V SULUILLIDIS(] 991A(] 19848 | Papudlu] Suipiedoy vIB(] 19848 97+

Dec. 5,2013 Sheet 22 of 64

a[npoIN 20142 19818, . m
SINPOTA 201AR(] JoYIN] JO Jusuodwor) nomuSoooy | | #O 1wduodwo)) uonmuSoody yosadg paydde ;- SNpOIA :
yooadg patjdde-eeq uoneidepy uy Juisp) -eye(] uonedepy uy Swisn Suzdeuy | Funerouay) :

| Sumzépeuy e yooadg JO uoniod v ISBIT IV TCY | ele(] Yyooodg JO uoniog v Ised IV 0gy Ble( yodadg |
ﬁ, : CL L POAIRDIY YL
ompop Juauodwo)) vopugooay | 1O UONIog V |

yooadg parjdde-eie(y uoneidepy uy Suisn Suizdjeuy eje(g Yyosads JO UOIOd V 1SBOT IV {7 1589 1Y $50901g

. oy pamSyuo)

2582 waﬁﬁﬁ& SmQ ﬁuwoam zﬁO moﬁom < vaoq Wby oA

2@02 mcEEtoqu @o:&< cmum mﬁm SmQ aosSamﬁ«N v Suipredoy |
oy L gory M o1 Jusuodwo)) uontudoody yosads v Ag passsoold og o, o[qemdyuoy) vie( yasads o7y | | mieg 1081l Q1

IMPOy FuneIqO
7R goaadS paAIdady J L JO UCIHOJ V 158 1Y $S9001J 0, PAInGyuo)) 12818 ], v Suip1eday ere(g 108m] 03T

Patent Application Publication



US 2013/0325453 Al

Dec. 5,2013 Sheet 23 of 64

Patent Application Publication

oI AISTE | A 519 | dF 514 | dy 514 [Dp O11 | 9y S | Vi 814 |

814

SIMPOIN 201Ad(] 10818 oy, SuipieSoy uonrUIIINRJ UQ posey Sullelouan) od1Aa(] 1081e ], Suipiedoy vie( 108181 Ob

!

SIMPOJ SuHIIIRI( 20140(] 19558, PapuStu] JO AL Sy odA [, awre s] 901a0(] 19810 L JO 2dAL §pt |

A

S[NPON JAPEIH ele( yooadg  ompopy Jopray
POATIROYY WioL] Sunoenx JMPOIN Iapes}] ere(q yddadg | e1R(] yooadg
BIR(T Yooadg poataoay POATSDAY WION] SUOBNXY | POAIODOY W04
§520014 O peinsSiyuo)) BJE(] YooadS PaA1eday] $82001d FUnoBIXT BJR(]
$901AQ(T 3931R ], papusIu] O], PAISIUO)) SAA[T | | yaoadg paarasay
JIOW 10 2uQ) Ag paydascoy 1281r], PApuULIL] AION 10 $80901g
SIMI0FANE)) PIO A\ SIOW 10 au) g paydasoy ewio g e1eq | o], pamSijuo’)
au() Supearpu] eie( J2pesH 95 V Suneorpuy ejeq JOPLSH Sy S] e, 201A2(]
| 1981 popuaiu]
O[BPOA JapBIH BIB(] Y093dg paaranay WOl Funovixg | | JO JIMOBINUe|y
pIB(] Yoaodg POAIIDDY $890044 O] PoInSyuo)) so0A0( 19848 papudiy] v uieoIpu]
JIOIN 10 AU &g paydaooy nduy 3O 2dA L v Suneoipu] ele(y JOpeRLf 7St BIR( JOPeH (Sh

J[NPO Jopea}] Ble( Yooadg paa1oosy wol Funoenxy eieg Yosadg paarsody] |

§§2201d O PIN3FU0)) ST 1LY, 201Aa(T 1081e ], papudu] JO 2d4 1 v Suneopu] vle(q I19peal oph

ampo ere(y
qodadg 2L JO
uonIod v 1seo]
1y Swzdpeuv JO
INSIY uQ poseg
ApIed 1seoy

1V Sunmelag
e

Yo9adg ssao01g
0], 2[qem3yguo))
o010

1w3IRY vhp

~ QIpo.

Smzieuy
elr(] Yooadg
YL JO uonlog
VISeTIV by

JMPON SUITULIND( BlR(] Yododg poa1dod)] $s3001d O] d{qRINSIUO,) ad1A0(] 10318 ], 8¢

J[MPO SuLIe)g
BIR(T Yooadg PaaTosay AU JO) UONIO V IS8T 1V $500014 0], parndyuo)) 1a81e], v Suwipieday vie(q 108181 95T




v
<
e
<
. av ‘o1 (3% 8 [ ar 8 [ ay 813 [Dv 5 [ 6 Su [ vy 3]
Yy Bt
= ¥ 81d
e
L= 2% U R
& { Q[MPOW 22TAD(] 10818 oY SUIpIRSaYy
2 R TONBUITLINA(] U() pasey Juneiouan)
- SIPO B1EQ 20143 19818 Surpredoy wie 198181 Oyl 3
uonedepy 2y, ”
3 JOUONIOg V¥ S[PO TIRQ
s seapay Alddy |1 yosadg eyl jo o | ,
3 0L PUNSYuey | | uonIod v ISe |
= ODIAR( JoYMT] | | Iy 8800014 | |
2 v wosd o] pangyuo) JNPON
72 Surateoay omaQ | Suneauo)) wauodwo))
. ele( yodeds pyngy | PIPON oA [0IUO)) 201AS(T
= JO uoniod WoIL] SUIAI0RY | TeponItd 19818 ] ¥ Ag paziudoday
«a Vised]!  eeq yoseds 30 | UL woLg ag 0], pamSyuo))
v TV $S3001J : | UONIOJ Y IS8T | quiA1200y SIOIPOJA] PUBKILIO))
g o1 pan3guoe)) wssao01g | BRA yooadg | 30 SPUBWIIO)
= s R8Il | | oL pamdyue)y JO uoniod JIOJN] 10 AU O] BIB(]
v wﬂiﬁ.ﬁmwox Po9dta(d ubw.bwrﬂ Viseap ﬂoooam PIAIDONY 09

2 Wil oLy meqefer gy | Ol paJnBLuo) SINPON SUIISAUOY)
31 , | 2ol el ve(] 21qeziugodny
.le QIMPOJA; A0TAR(T JOUMN] V¥ WIOL] SUIAT0Y v1e(] v SuipreSoy | S01AS(T 19816 O]
Dn.... yosadg JO uoniod v 1see] 3y $sa001d 0] paindguo)) e vl yoeads POAISOOY 85k
- 9IAR(] 1031R ], V SUWIpIe3ay] vie( 19518, 99% | ! WBIRL bOb

! _
.m SNPON FUIATDIY BIR(T Yo22adg JO woniod v Iseda 1y | JNPO SUILTIINA(T vik(g Yo2adg pazieuy
.m 883001 O, pandguo)) 901437 10de] v Suipiefoy meq 1081 79¢ §$2001 O] 0]qRINSIUO) I0IA3(] 1981 §<h
lw Snpoy Surmeigy
< H v1R(] Yoaads paaeoay Y], J() TONIOJ V 1S8aT 1V Ss2001d 0] pam3yuo’) 1a81e], v Surpreday wieq 105w 9e( 3
=T N SR
<
~N—
<
=¥



US 2013/0325453 Al

Dec. 5,2013 Sheet 25 of 64

Patent Application Publication

(5 [ 9 [ Gr 3 [ o i (6% B [V 0]

3NPO
Suiae00y
201A9(J |
19318,
YLIO
uonHedOT |
667

SIMPOA] -
Fuia1000y |
301AS(T
10818 oYL
4O sS3IppY
861

SMPON
SUIAIY
201A0(d IMPON
1P8my | Juraooy
SULIO 2ot
IOYNUap] 1d1e]
adax(d 2YL30

LY OWEN 96

SINPOIN |
Sulareay o1 W3e L

YL SUANUSp] eR( H6h

b 8L

{
JMpoN
O[IPON 2031A0(q 1081,
Smpo elsliGibvitifg] ST wet],
951A9(] Ioying ] mig(] yoaadg ApUamotg g $so g
VY Wot] SUIAIR0Y YL YIIYM 104 e1EQ Yooady
201A(] 1981 ], IDIA(T JYING oy [ SSa001g
oY, 104 popuouy Y wolf oL pomSguon)
ag 0], peurusie(] Suiarday 201A2(]
seA\ BIR(T gooadg LIR(q yoaedsg loqmy v
, ay ] Sunenpuy 3O uonlog wody] Suiaeday
viecy198Ie] V18] IR U200dS 1O
- puy ejeey gooadg 1V 8820014 UOII0g V158
jouoniod v 0] paImn3yguo) 1V $s20014

1188 1V $80201 O
u, p2In3uo,) 901A3(]
jo8ae], v SuipieSoy
. wp@1e8my 9y

201A3( 19818 ],
v SuipieSoy
e

18I, 7§

0L pam3guo’)
901A3(] 108rR],
v Surpieday
vleq 19818 TLy

S[NPOIN 20143(] EE? 4 V Wo1 SWAIR00y Tl
o9adg JO UoNI0g V ISB2T 1V $S9201J 0] pRInsyuo))
ao1aa(q 1081e] v Fuipiedoy vie(y 198181, 994

QUPON SUIAIRINY BB Yooadg J() UOIIDd V I1SBa 1V
§59201d 01 paIIuo)) 991Aa(] 19812 ] Vv Surpieday vieq 198w 7op

S[NPOIN SUTUIRIQQ
BIR(T q022dS PaAToody] o] JO UOTHO V 18807 1V 582001 0], paImnfguo)) 1051e] v SuipieSay ejeg 12812 9CT




| 4y Sut | gy 8Ll | ay 81 [ Oy 81 | g9y SU | vy S|

US 2013/0325453 Al

Dec. 5,2013 Sheet 26 of 64

Patent Application Publication

i¥ B
v 81
: SINPOA ”
SutuieqQ) ere(y JNPON SNPO |
yoadg poareoay | SutmeqQ vreq SumqQ vieQg
oY1 3O U0 yoaadg paareooy [933dg poataday |
V 1SBDT IV $899001g 2y 1, JO UOnI0g Y1, JO Uoniog w
| 0L pam3yguo) . IS8 1Y $52001g V 18897 JV $53001 | POy SurmelqQ
- 9[upojN uonedrddy o] pandguo)) 0], pandyuoy) | eye( 102ads |
, Suissaoorg  opnpoiy wonesrddy | opoiy woneorddy PAAIOY YL | a[npow SureIqO
100yspeaidg woyshg Sunesad uonu§oy | 1O UORIOg V18897 | 21B(] gooadg
V puy eleqq uy puy B | yooadg v puy v1eq 1y “ereq woneidepy | PAATR0SY 2T
yooadg paarsory gooadg paAtaday Yoaadg poAToody | oyp Ag poreNoeg | JO UOTHOJ Y 1SedT
2yl JO uonuod A 1, JO uonog YL JO uoniog ‘8820014 01, 1V “ereq uoneydepy
VISBDT IV SS2001d | Y 1889 1V $§9001] V 18897 1V 8533014 | - poISIu0)) O[NPOIN : oYL Ag poreyjion]
oL pamdyuo)) o] pamsdyguo) 0, pamnSiuoy) | uonesiddy papustny | ‘5520014 O
- ojopoy voneoriddy - ampopy uoneorddy - onpoyy uonesyddy - uy o Apiqedeny | pamSiuo)) Snpow
: Surssaoorg Surssadord Surssacolg | Swsseoo1g vleq uoneoijddy papuayu]
plom v Sutpie3ayy . piopan v SuipeSoy piop, v Surpesoy 093dg v SuipreSay | uy Supredoy
eje(] 108181, 06t vIR(f 19510 ], 98t ele(] 108181 9]y ,, vje 19818 8% ! vle( 108121 08
INPOA FUlRIqO) BB 402adg PaAIdIdy anpow SwugQ) |
oY1, JO UONIog V 15807 1Y $52001d 01 pom3yguo)) anpon uoneorddy eyR(q 4ooadg poatdsoy 9L JO UOTOg V 1SBYT
pu02ag v puy Ble( Yoaadg Poaraody oYL JO UOIIO] V 1883 1V $5a301d | 1V $89201d 0 paIndyguo)) sppoy uonearddy
o1 pam3yuo)) s[npoy voneorddy 1sirg v Suipreday eie(q 10818 $8p | popuau] uy Jurpredoy eieq 1e81e] Q/ ¢

[npoN SutureIqQ
eIB(f Yo2dS paa1addy oYL JO UOIIOJ V IS8T 1V $s0001d 0] peundyuo)) 1981e], v Suipieday vre(q 10die], 9<T




v
«
e
v
<t
% VS 'Ol | DS 811 | |6 D4 | VS B |
S s 81g
S~
2 T N SOOI
v
= e e
~ M
= OJNPOTA 20IAD(] POPUAU]

IV POALIIY JON SBH BIBQ |
3 oaadg Jey L uoneorpu]
e uy uisudwo) |
-m eje( 39518 ], paunboy |
a uQ paseq 1suredy
@ Sursooy) B1e(] yooads | |
2 PIMPON voZo.gom %ﬁ 1 ww Moﬁom n m
2 DOIA(] pOpUNT] o i P Q[OPOA |

: YV 158977}y Suissaoolg | | m

. UV UBYL 90IA(] 104 BEq E:.:: depy | | SOIN( popuRIY]
> 2MPON IO 1V Paalily 30 wone 31&4 205 1V PoALLLY Sef ! AMPON
a vopeoddy SeE] B1eQg yosadg o L1 me@yosadS eyl i | 921A3(] POpUAL
o ejeq uoneidepy ey L uonedipuy | UOHEIIPU] UY | | JO UONRIIPU] UV
3 i JO Aupqgeden uy Susndwo) - Swsudwonywreg: | Swsudwo)) ereq
_ , $01BITpUT ele(] ele(] J08ILY, | | ANPON 22142(F Wiy ponnboy | w81 parmboy

. wamey pommboy porboy uQ W@oﬁ:o:: T POALLIY 10N SBH | Q) paseq U() poseg
= U A\ SUIIIIINOQ | poseq SUIuruuddg vIB(f yooads 1Ry uoneapyy | Suummag SuruEsq
.m , peqg gooadg | vl yooadg uy Sursudwo)) ve( 1R Yoaadg rjR(q Yooodg
s U PAALONRY YL POAIOIYT AU L 19818 ] parmboy UQ paseq | | PIAIROSY SYLJO | | PRAIRINY SYL IO
w JO UonIod VIS8T | JO UOIHNOJ V 1SBd] Surumuelag vpe( yosads UonIog V15897 | UOTIOJ V 158
= 1V SUISSa00Ig | | 1V JuIssa201d POAIS0SY YL JO UOTIOJ | 1V SU1882001 1V 3uIssa001
Dm m 10,1 ereq 10, ereQq V 18897 3y Sulssaoolyg 104 eje( | 104 v1eq
K=] woneidepy 3O wonwidepy 3O 104 vie(] uoneldepy | uoneidepy 30 uoneydepy 3OO
m voneorddy z1g voneoriddy ¢1¢ Jo uoyeoddy 9pc . woneonddy g wonearddy 7o
lw
«
~—
=
@
~N—
]
=¥



US 2013/0325453 Al

Dec. 5,2013 Sheet 28 of 64

Patent Application Publication

| O¢ 511 [ g¢ 814 | v¢ 81 |

uolIOg v 1587
1V 3UISS2001]
104 1o
uoneidepy 3O |
uonworddy 0zs

1V Guissaoouyd |
104 ©1e(] |
uonedepy |

JO voneonddy -
816

UoIOd V 15897
1V SuIssanoig
Jod vieg
uoneidepy JO
voneayddy 91¢

¢ Big
Q[nPOIA | S[MPON

suoneayddy suorneonddy | SINPON ANpoOW
QIO 10 U | Pyo ! erg vonwdepy ele(q uonurdepy
9y L, JO 20uasal] dlop I ouQ :  Ajddy Apueroiyg Ajddy
v Sunespuy JO 22u0s21g 0], pardyguo)) 01 paIngyuo))
Ble(] 1081e], Suneorpu] | $901A2(J §90143(]
 puy suonesrddy eye(q 1e81e] YO LI0N 10 I8N SIOJA 10
. W IQOUQ ponaboy i | 2UQ J() 20UISONF | DUQ) J() UISAIJ
 JQ sousuaIoRIRy) uQ) paseq . Suneorpuy vl | | Sunedpu] TR
QIO] | Surunmineg 1a81e] paxmboy jo31e] panmboy
|10 oUQ uQ poseq vleq yoaadg | | uQ paseq isuredy uQ) poseq
‘, sutnwgReg PIAIOAY | Fuiuunzlag Buiuunzieg
| rR(] Yoaadg MLIO IR Yooadsg | BlR(] ooadg
| POAISOOY OYLJO  UONIO VISeRT | POARRONY SYLIO | POARONY 9L JO

UOIHOJ ¥ 15897
1V SUISSOI0I]
Jog vieq
uoneidepy JO
uoneorddy #1¢

SMPOW SUIUILIDID(]

BIB(] [000dg paatasay o4 JO UOIHOJ V IS8T 1y SuIssasord 10 vied uoneidepy 3O uoneanddy ST



US 2013/0325453 Al

Dec. 5,2013 Sheet 29 of 64

Patent Application Publication

[ D¢ 811 ] g¢ 814 | vs Si |

DIPOA :

L UOISIdA(] WAISAS |
- BuneradQ uQ paseq :
. Sunruiagg B
200ds poA1aIaY |
SULJO U0 V
198277 1y Surssaooly |

- 104 wrR(] uouedepy
- JO vonesddy 7¢g

PO
s3e] 00UDIJDIY
PoL03u00

-I35() DIOIN

IO 2uQ uQ peseqg
SururmIne( vleg
yo2adg poa1aday
YL JO uoniod v
1589 1V Ju1sSa003g
1oy eye(q uonwdepy
JO wonronddy (¢S

SINPOA |

s3e] 00U010J0Id
uoneorddy sI0

IQ) AUQ UQ) paseq
SurnmuIdla(g vre( |
ooadg paaraoay
L JO VORI V |
158077 )y Sulssadoid |
104 veQ uonedepy |
30 voneroyddy 76

§ B1g

ampoy suonesrddy

QIO 10) U 2y T

_ JO sousHLoeIey )

muﬂ_éoz suoneatjddy QIO 10 U puy

“ IO 10 suoneoyddy 10N

ouQ JO Jdoan | 10 dUQ JO 20UdSIg

v duisudwo)) meq IR Fuistidwo)) eje

jod1e], pamnboy 1231e] pannboy

paseg sujedy | paseg 1smedvy

Sururuisle( ere( | Surmnuuelad vied

yooadg paa1oody [033dg paareody

YL JO UOIOd v YL IO UONIOd vV

188077 1Y SUISS001d | | ISR 1y BUISSIN0L]

10g meq uonedepy | | 104 meq uonrdepy

- Jouoneorddy 9z 3O uonednddy $7g
JMPON

suoned1ddy QIO 10 SUQ JO SONSLOBIRYD
QIO 10 du() Swisuduwo)) vre(y 1931e

pasnboy peseq Jsuredy Surmiungia(q vie( Yyooeads
POAIODY Y] JO UOILO] V ISBD] 1Y SUiSsod0ld
104 vye(q uoneldepy 3O voneoddy gzg

S[NPON SUIURUINA(T BIe(] Yo2adg PaAIaday oy JO Uoniod v 15897 1y Suissanold 10 vreqg voueidepy JO uonesiddy ST

o g s ey sy P g i o o)



US 2013/0325453 Al

Dec. 5,2013 Sheet 30 of 64

Patent Application Publication

V9 'Ol

uonedepy 69

Suneopuy BrR(g INso Y vonwydepy 769

voyedepy 909

[ g9 811 | v9 817 |
9 314
A[npoON

Swimnusuel ], m

“ 0IA0(T | AINPOIA 201A9(J SNPON |

Yo ay IDYI0) AL, 01 Sumusues)

. 10 papuau] Sunnuwsuel] IMmpo 01A(] !

s{ 1B yooodg a01A0(4 Suipnusury], 1wiie ] v

PaAIROOY PYO vy Pass001g 10 usuoduro))

oY, JO uoog 10, popuouy uadg seH uonuooay :

VIsea11y | ST ele( yoeads e yoeadg yooadg |

ey | Suneoipu] POALIDY PoALIIOY v oL e |

puy vl | YL JO UONIOg 3O uonJog uoneidepy |

mcosﬁ%@< YL Y 188971V V18897 oy dwikddy

SIMPOW . Swisudwo) | jeyy Suneorpuy 1y Suneoipu] uQ paseq

Sunnwisuel ] ve(y vIR(T NSOy 1R 1[nsoyg L ejed nsoy R INSOY ¢

yoaads paraoay uoneidepy 959 wonuidepy ps9 | iuoneidepy 059 uonedepy 09 |
: SupIedoy SMPOA AMNPOW
UONBUIULINSQ Sumuusuel) eeqg Jumwsues ]
pajerdwon) IMPOTN SUTIUTISURI], 901A3(] 09dg PaaTaIdy Beq uoneidepy
Sunedipu] YO Uy 10,4 papudy] 8] vie(] yooads | 3ussa00ld uQ oy SwiApddy up
BIR(T JNSOY | {POAIOIY Y JO UOIIOJ V IS8T IV IBYL | Paseq wle(] sy | | poseg eje(] Jnsoy

uonedepy 709

SpoN SuPrusueI] e Yoaadg paareday Yl JO 1vadsy u() 15827 1y UQ) paseg vie( 1msay uonmdepy (01



US 2013/0325453 Al

Dec. 5,2013 Sheet 31 of 64

Patent Application Publication

| g9 911 [ vo 8iq |

49 'O
9 314
SIPOIA |
JMPON SUNITWSUBL], SumusueI]
el [02adg poArsdy eye(] yooods |
Ay of Surpuodsario)) PIAIONY AL |
. UoTRSURL] PIRII[IOR] 01, Surpuodsario))
-yoaads oy, JO uoniog uonowsuely |
: SUO ISLITIV JO parenfioey-yoaadg |
uonelaIdIany 199110)) V JO uoniod auQ
JO 21y 22UdpYU0) 1S8YT 1V JO Aled
SNPOIN | sursudwo)) vre(g Igoniaed oyl Ag
BUNPWSUBI ] P onsay uonedepy 919 PAPIAOIJ $5300NG |
: mﬂmmeQO.Hhm m.—NQ | MO H—Om.—ﬁ,_qmuw\ruhﬁw@m
SNPOA yosadg Furingg o[nPO Sumnusuel [, v1e( [033dg PoArday YL Of | ouauINN
Sumrsuely, pajardiayug Smpuodsario)) uondBsuRl I, PARINIOL-Yo2ads v JO | v fuistdwo) |
PIOA Apadoxduuy uoniog 2U() 18837 1y JO $$2001G J) UONTIUasatdayf | ejeQ Jnsay
poyoadiayuy | SRAA 1B soway v Suisudwe)) vieq ynsay vonwdepy $19 uonwdepy 719
SUQISEITIY | panlaody YL JO ” S[poN Sumtwsuel ], p1e(f Yoaadsg pasLday
up utreaddy . woniog v seA ay o1 Swipuodsaiio)y uordesuel], pajeNforj-yoaads V JO UOIIOJ SUQ) ISea]
ouRuoUd . BYL PIOAM 2UO IV JO ssedang JO uoneuasaiday v Susudwo) vieg nsay uonmdepy 019
SUQ ISET | ISBAT IV JO I1STT ,
1y Sursudwo) v suisuduwo)y SINPOIN Sumrsuel], e yoseds |
eleQ Jusvy IR sy PaA122aY 2y 0 Surpuodsarrosy UONOBSUBI], pajeiioej-yoaeds v JO uoiiod |
voneydepy (079 . | uoneydepy §19 2UQ IS8T IV JO 5520008 JO) 0MSEIN Y U posed vie( Jnsay uoneidepy 09

po Sumrwsuel ] eie(d gosads pastesoy oyl JO 10adsy 2u() 1seo 1V uQ) poseyg me(] 1nsay vonmdepy 091




Patent Application Publication Dec. 5,2013 Sheet 32 of 64 US 2013/0325453 A1

AN — 700
,

702 Receiving Speech Data Correlated To One Or More Words Spoken By A
Particular Party

l

704 Receiving Adaptation Data That Is At Least Partly Based On At Least One

Speech Interaction Of A Particular Party That Is Discrete From The Detected

Speech Data, Wherein At Least A Portion Of The Adaptation Data Has Been
Stored On A Particular Device Associated With The Particular Party

l

706 Acquiring Target Data Regarding An Intended Target Configured To Process
At Least A Portion Of The Received Speech Data

Y

708 Determining Whether To Apply The Adaptation Data For Processing At Least
- A Portion Of The Received Speech Data, At Least Partly Based On The Acquired
E Target Data 5

Y

710 Transmitting Adaptation Result Data That Is Based On At Least One Aspect
‘ Of The Received Speech Data 5

l

/ e \\\
{ Finish |
N A

FIG. 7
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METHODS AND SYSTEMS FOR SPEECH
ADAPTATION DATA

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] The present application is related to and claims the
benefit of the earliest available effective filing date(s) from
the following listed application(s) (the “Related Applica-
tions”) (e.g., claims earliest available priority dates for other
than provisional patent applications or claims benefits under
35 USC §119(e) for provisional patent applications, for any
and all parent, grandparent, great-grandparent, etc. applica-
tions of the Related Application(s)). All subject matter of the
Related Applications and of any and all parent, grandparent,
great-grandparent, etc. applications of the Related Applica-
tions, including any priority claims, is incorporated herein by
reference to the extent such subject matter is not inconsistent
herewith.

RELATED APPLICATIONS

[0002] For purposes of the USPTO extra-statutory require-
ments, the present application constitutes a continuation-in-
part of U.S. patent application Ser. No. 13/485,733, entitled
SPEECH RECOGNITION ADAPTATION SYSTEMS
BASED ON ADAPTATION DATA, naming Royce A.
Levien, Richard T. Lord, Robert W. Lord, Mark A. Malamud,
and John D. Rinaldo, Jr. as inventors, filed 31 May 2012,
which is currently co-pending or is an application of which a
currently co-pending application is entitled to the benefit of
the filing date.

[0003] For purposes of the USPTO extra-statutory require-
ments, the present application constitutes a continuation-in-
part of U.S. patent application Ser. No. 13/485,738, entitled
SPEECH RECOGNITION ADAPTATION SYSTEMS
BASED ON ADAPTATION DATA, naming Royce A.
Levien, Richard T. Lord, Robert W. Lord, Mark A. Malamud,
and John D. Rinaldo, Jr. as inventors, filed 31 May 2012,
which is currently co-pending or is an application of which a
currently co-pending application is entitled to the benefit of
the filing date.

[0004] For purposes of the USPTO extra-statutory require-
ments, the present application constitutes a continuation-in-
part of U.S. patent application Ser. No. 13/538,855, entitled
SPEECH RECOGNITION ADAPTATION SYSTEMS
BASED ON ADAPTATION DATA, naming Royce A.
Levien, Richard T. Lord, Robert W. Lord, Mark A. Malamud,
and John D. Rinaldo, Ir. as inventors, filed 29 Jun. 2012,
which is currently co-pending or is an application of which a
currently co-pending application is entitled to the benefit of
the filing date.

[0005] For purposes of the USPTO extra-statutory require-
ments, the present application constitutes a continuation-in-
part of U.S. patent application Ser. No. 13/538,866, entitled
SPEECH RECOGNITION ADAPTATION SYSTEMS
BASED ON ADAPTATION DATA, naming Royce A.
Levien, Richard T. Lord, Robert W. Lord, Mark A. Malamud,
and John D. Rinaldo, Ir. as inventors, filed 29 Jun. 2012,
which is currently co-pending or is an application of which a
currently co-pending application is entitled to the benefit of
the filing date.

[0006] For purposes of the USPTO extra-statutory require-
ments, the present application constitutes a continuation-in-
part of U.S. patent application Ser. No. 13/564,647, entitled

Dec. 5, 2013

SPEECH RECOGNITION ADAPTATION SYSTEMS
BASED ON ADAPTATION DATA, naming Royce A.
Levien, Richard T. Lord, Robert W. Lord, Mark A. Malamud,
and John D. Rinaldo, Jr. as inventors, filed 1 Aug. 2012, which
is currently co-pending or is an application of which a cur-
rently co-pending application is entitled to the benefit of the
filing date.

[0007] For purposes of the USPTO extra-statutory require-
ments, the present application constitutes a continuation-in-
part of U.S. patent application Ser. No. 13/564,649, entitled
SPEECH RECOGNITION ADAPTATION SYSTEMS
BASED ON ADAPTATION DATA, naming Royce A.
Levien, Richard T. Lord, Robert W. Lord, Mark A. Malamud,
and John D. Rinaldo, Jr. as inventors, filed 1 Aug. 2012, which
is currently co-pending or is an application of which a cur-
rently co-pending application is entitled to the benefit of the
filing date.

[0008] For purposes of the USPTO extra-statutory require-
ments, the present application constitutes a continuation-in-
part of U.S. patent application Ser. No. 13/564,650, entitled
SPEECH RECOGNITION ADAPTATION SYSTEMS
BASED ON ADAPTATION DATA, naming Royce A.
Levien, Richard T. Lord, Robert W. Lord, Mark A. Malamud,
and John D. Rinaldo, Jr. as inventors, filed 1 Aug. 2012, which
is currently co-pending or is an application of which a cur-
rently co-pending application is entitled to the benefit of the
filing date.

[0009] For purposes of the USPTO extra-statutory require-
ments, the present application constitutes a continuation-in-
part of U.S. patent application Ser. No. 13/564,651, entitled
SPEECH RECOGNITION ADAPTATION SYSTEMS
BASED ON ADAPTATION DATA, naming Royce A.
Levien, Richard T. Lord, Robert W. Lord, Mark A. Malamud,
and John D. Rinaldo, Jr. as inventors, filed 1 Aug. 2012, which
is currently co-pending or is an application of which a cur-
rently co-pending application is entitled to the benefit of the
filing date.

[0010] For purposes of the USPTO extra-statutory require-
ments, the present application constitutes a continuation-in-
part of U.S. patent application Ser. No. To Be Assigned,
entitted METHODS AND SYSTEMS FOR SPEECHADAP-
TATION DATA, naming Royce A. Levien, Richard T. Lord,
Robert W. Lord, Mark A. Malamud, and John D. Rinaldo, Jr.
as inventors, filed 10 Sep. 2012, which is currently co-pend-
ing or is an application of which a currently co-pending
application is entitled to the benefit of the filing date.

[0011] For purposes of the USPTO extra-statutory require-
ments, the present application constitutes a continuation-in-
part of U.S. patent application Ser. No. To Be Assigned,
entitted METHODS AND SYSTEMS FOR SPEECHADAP-
TATION DATA, naming Royce A. Levien, Richard T. Lord,
Robert W. Lord, Mark A. Malamud, and John D. Rinaldo, Jr.
as inventors, filed 10 Sep. 2012, which is currently co-pend-
ing or is an application of which a currently co-pending
application is entitled to the benefit of the filing date.

[0012] The United States Patent Office (USPTO) has pub-
lished a notice to the effect that the USPTO’s computer pro-
grams require that patent applicants reference both a serial
number and indicate whether an application is a continuation,
continuation-in-part, or divisional of a parent application.
Stephen G. Kunin, Benefit of Prior-Filed Application,
USPTO Official Gazette Mar. 18, 2003. The present Appli-
cant Entity (hereinafter “Applicant”) has provided above a
specific reference to the application(s) from which priority is
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being claimed as recited by statute. Applicant understands
that the statute is unambiguous in its specific reference lan-
guage and does not require either a serial number or any
characterization, such as “continuation” or “continuation-in-
part,” for claiming priority to U.S. patent applications. Not-
withstanding the foregoing, Applicant understands that the
USPTO’s computer programs have certain data entry require-
ments, and hence Applicant has provided designation(s) of a
relationship between the present application and its parent
application(s) as set forth above, but expressly points out that
such designation(s) are not to be construed in any way as any
type of commentary and/or admission as to whether or not the
present application contains any new matter in addition to the
matter of its parent application(s).

BACKGROUND

[0013] This application is related to adaptation data related
to speech processing.

SUMMARY

[0014] In one or more various aspects, a method includes
but is not limited to receiving speech data correlated to one or
more words spoken by a particular party, receiving adaptation
data that is at least partly based on at least one speech inter-
action of a particular party that is discrete from the received
speech data, wherein at least a portion of the adaptation data
has been stored on a particular device associated with the
particular party, obtaining target data regarding a target con-
figured to process at least a portion of the received speech
data, determining whether to apply the adaptation data for
processing at least a portion of the received speech data, at
least partly based on the acquired target data, and means for
transmitting adaptation result data that is based on at least one
aspect of the received speech data. In addition to the forego-
ing, other method aspects are described in the claims, draw-
ings, and text forming a part of the disclosure set forth herein.

[0015] Inone or more various aspects, one or more related
systems may be implemented in machines, compositions of
matter, or manufactures of systems, limited to patentable
subject matter under 35 U.S.C. 101. The one or more related
systems may include, but are not limited to, circuitry and/or
programming for effecting the herein-referenced method
aspects. The circuitry and/or programming may be virtually
any combination of hardware, software, and/or firmware con-
figured to effect the herein-referenced method aspects
depending upon the design choices of the system designer,
and limited to patentable subject matter under 35 USC 101.

[0016] In one or more various aspects, a system includes,
but is not limited to, means for receiving speech data corre-
lated to one or more words spoken by a particular party,
means for receiving adaptation data that is at least partly
based on at least one speech interaction of a particular party
that is discrete from the received speech data, wherein at least
aportion of the adaptation data has been stored on a particular
device associated with the particular party, means for obtain-
ing target data regarding a target configured to process at least
a portion of the received speech data, means for determining
whether to apply the adaptation data for processing at least a
portion of the received speech data, at least partly based on the
acquired target data, and means for transmitting adaptation
result data that is based on at least one aspect of the received
speech data. In addition to the foregoing, other system aspects
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are described in the claims, drawings, and text forming a part
of the disclosure set forth herein.

[0017] In one or more various aspects, a system includes,
but is not limited to, circuitry for receiving speech data cor-
related to one or more words spoken by a particular party,
circuitry for receiving adaptation data that is at least partly
based on at least one speech interaction of a particular party
that is discrete from the received speech data, wherein at least
aportion of the adaptation data has been stored on a particular
device associated with the particular party, circuitry for
obtaining target data regarding a target configured to process
at least a portion of the received speech data, circuitry for
determining whether to apply the adaptation data for process-
ing at least a portion of the received speech data, at least partly
based on the acquired target data, and circuitry for transmit-
ting adaptation result data that is based on at least one aspect
of'the received speech data. In addition to the foregoing, other
system aspects are described in the claims, drawings, and text
forming a part of the disclosure set forth herein.

[0018] Inoneor more various aspects, a computer program
product, comprising a signal bearing medium, bearing one or
more instructions including, but not limited to, one or more
instructions for receiving speech data correlated to one or
more words spoken by a particular party, one or more instruc-
tions for receiving adaptation data that is at least partly based
on at least one speech interaction of a particular party that is
discrete from the received speech data, wherein at least a
portion of the adaptation data has been stored on a particular
device associated with the particular party, one or more
instructions for obtaining target data regarding a target con-
figured to process at least a portion of the received speech
data, one or more instructions for determining whether to
apply the adaptation data for processing at least a portion of
the received speech data, at least partly based on the acquired
target data, and one or more instructions for transmitting
adaptation result data that is based on at least one aspect of the
received speech data. In addition to the foregoing, other com-
puter program product aspects are described in the claims,
drawings, and text forming a part of the disclosure set forth
herein.

[0019] In one or more various aspects, a device is defined
by a computational language, such that the device comprises
one or more interchained physical machines ordered for
receiving speech data correlated to one or more words spoken
by a particular party, one or more interchained physical
machines ordered for receiving adaptation data that is at least
partly based on at least one speech interaction of a particular
party that is discrete from the received speech data, wherein at
least a portion of the adaptation data has been stored on a
particular device associated with the particular party, one or
more interchained physical machines ordered for obtaining
target data regarding a target configured to process at least a
portion of the received speech data, one or more interchained
physical machines ordered for determining whether to apply
the adaptation data for processing at least a portion of the
received speech data, at least partly based on the acquired
target data, and one or more interchained physical machines
ordered for transmitting adaptation result data that is based on
at least one aspect of the received speech data.

[0020] In addition to the foregoing, various other method
and/or system and/or program product aspects are set forth
and described in the teachings such as text (e.g., claims and/or
detailed description) and/or drawings of the present disclo-
sure.
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[0021] The foregoing is a summary and thus may contain
simplifications, generalizations, inclusions, and/or omissions
of'detail; consequently, those skilled in the art will appreciate
that the summary is illustrative only and is NOT intended to
be in any way limiting. Other aspects, features, and advan-
tages of the devices and/or processes and/or other subject
matter described herein will become apparent by reference to
the detailed description, the corresponding drawings, and/or
in the teachings set forth herein.

BRIEF DESCRIPTION OF THE FIGURES

[0022] For a more complete understanding of embodi-
ments, reference now is made to the following descriptions
taken in connection with the accompanying drawings. The
use of the same symbols in different drawings typically indi-
cates similar or identical items, unless context dictates other-
wise. The illustrative embodiments described in the detailed
description, drawings, and claims are not meant to be limit-
ing. Other embodiments may be utilized, and other changes
may be made, without departing from the spirit or scope of the
subject matter presented here.

[0023] FIG. 1A shows a high-level block diagram of an
exemplary environment 100, according to an embodiment.
[0024] FIG. 1B shows a high-level block diagram of a
device 130 operating in an exemplary embodiment 100,
according to an embodiment.

[0025] FIG. 1C shows a high-level diagram of an exem-
plary environment 100", which is an example of an exemplary
embodiment 100 having a device 130, according to an
embodiment.

[0026] FIG. 1D shows a high-level diagram of an exem-
plary environment 100", which is an example of an exemplary
embodiment 100 having a device 130 according to an
embodiment.

[0027] FIG. 1E shows a high-level diagram of an exem-
plary environment 100", which is an example of an exem-
plary embodiment 100 having a device 130, according to an
embodiment.

[0028] FIG. 2, including FIGS. 2A-2D, shows a particular
perspective of the speech data correlated to one or more
particular party spoken words receiving module 152 of the
device 130 of environment 100 of FIG. 1B.

[0029] FIG. 3, including FIGS. 3A-3K, shows adaptation
data at least partly based on discrete speech interaction of
particular party separate from detected speech data, and has
been stored on a particular party-associated particular device
receiving module 154 of the device 130 of environment 100
of FIG. 1B.

[0030] FIG. 4, including FIGS. 4A-4F, shows target data
regarding a target configured to process at least a portion of

the received speech data obtaining module 156 of the device
130 of environment 100 of FIG. 1B.

[0031] FIG. 5, including FIGS. 5A-5C, shows application
of adaptation data for processing at least a portion of the
received speech data determining module 158 of the device
130 of environment 100 of FIG. 1B.

[0032] FIG. 6, including FIGS. 6A-6B, shows adaptation
result data based on at least one aspect of the received speech
data transmitting module 160 of the device 130 of environ-
ment 100 of FIG. 1B.

[0033] FIG. 7 is a high-level logic flow chart of a process,
e.g., operational flow 700, according to an embodiment.
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[0034] FIG. 8A is a high-level logic flowchart of a process
depicting alternate implementations of a receiving speech
data operation 702 of FIG. 7, according to one or more
embodiments.

[0035] FIG. 8B is a high-level logic flowchart of a process
depicting alternate implementations of a receiving speech
data operation 702 of FIG. 7, according to one or more
embodiments.

[0036] FIG. 8C is a high-level logic flowchart of a process
depicting alternate implementations of a receiving speech
data operation 702 of FIG. 7, according to one or more
embodiments.

[0037] FIG. 8D is a high-level logic flowchart of a process
depicting alternate implementations of a receiving speech
data operation 702 of FIG. 7, according to one or more
embodiments.

[0038] FIG. 9A is a high-level logic flowchart of a process
depicting alternate implementations of a receiving adaptation
data operation 704 of FIG. 7, according to one or more
embodiments.

[0039] FIG. 9B is a high-level logic flowchart of a process
depicting alternate implementations of a receiving adaptation
data operation 704 of FIG. 7, according to one or more
embodiments.

[0040] FIG. 9C is a high-level logic flowchart of a process
depicting alternate implementations of a receiving adaptation
data operation 704 of FIG. 7, according to one or more
embodiments.

[0041] FIG. 9D is a high-level logic flowchart of a process
depicting alternate implementations of a receiving adaptation
data operation 704 of FIG. 7, according to one or more
embodiments.

[0042] FIG. 9E is a high-level logic flowchart of a process
depicting alternate implementations of a receiving adaptation
data operation 704 of FIG. 7, according to one or more
embodiments.

[0043] FIG. 9F is a high-level logic flowchart of a process
depicting alternate implementations of a receiving adaptation
data operation 704 of FIG. 7, according to one or more
embodiments.

[0044] FIG. 9G is a high-level logic flowchart of a process
depicting alternate implementations of a receiving adaptation
data operation 704 of FIG. 7, according to one or more
embodiments.

[0045] FIG. 9H is a high-level logic flowchart of a process
depicting alternate implementations of a receiving adaptation
data operation 704 of FIG. 7, according to one or more
embodiments.

[0046] FIG. 91 is a high-level logic flowchart of a process
depicting alternate implementations of a receiving adaptation
data operation 704 of FIG. 7, according to one or more
embodiments.

[0047] FIG. 9] is a high-level logic flowchart of a process
depicting alternate implementations of a receiving adaptation
data operation 704 of FIG. 7, according to one or more
embodiments.

[0048] FIG. 9K is a high-level logic flowchart of a process
depicting alternate implementations of a receiving adaptation
data operation 704 of FIG. 7, according to one or more
embodiments.

[0049] FIG. 9L is a high-level logic flowchart of a process
depicting alternate implementations of a receiving adaptation
data operation 704 of FIG. 7, according to one or more
embodiments.
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[0050] FIG.9M is a high-level logic flowchart of a process
depicting alternate implementations of a receiving adaptation
data operation 704 of FIG. 7, according to one or more
embodiments.

[0051] FIG. 9N is a high-level logic flowchart of a process
depicting alternate implementations of a receiving adaptation
data operation 704 of FIG. 7, according to one or more
embodiments.

[0052] FIG. 9P is a high-level logic flowchart of a process
depicting alternate implementations of a receiving adaptation
data operation 704 of FIG. 7, according to one or more
embodiments.

[0053] FIG. 9Q is a high-level logic flowchart of a process
depicting alternate implementations of a receiving adaptation
data operation 704 of FIG. 7, according to one or more
embodiments.

[0054] FIG.10A is a high-level logic flowchart of a process
depicting alternate implementations of an obtaining target
data operation 706 of FIG. 7, according to one or more
embodiments.

[0055] FIG.10B is ahigh-level logic flowchart of a process
depicting alternate implementations of an obtaining target
data operation 706 of FIG. 7, according to one or more
embodiments.

[0056] FIG.10C is ahigh-level logic flowchart of a process
depicting alternate implementations of an obtaining target
data operation 706 of FIG. 7, according to one or more
embodiments.

[0057] FIG.10D is a high-level logic flowchart of a process
depicting alternate implementations of an obtaining target
data operation 706 of FIG. 7, according to one or more
embodiments.

[0058] FIG.10E is a high-level logic flowchart of a process
depicting alternate implementations of an obtaining target
data operation 706 of FIG. 7, according to one or more
embodiments.

[0059] FIG.10F is a high-level logic flowchart of a process
depicting alternate implementations of an obtaining target
data operation 706 of FIG. 7, according to one or more
embodiments.

[0060] FIG.10G is a high-level logic flowchart of a process
depicting alternate implementations of an obtaining target
data operation 706 of FIG. 7, according to one or more
embodiments.

[0061] FIG.11A isahigh-level logic flowchart of a process
depicting alternate implementations of a determining
whether to apply the adaptation data operation 708 of FIG. 7,
according to one or more embodiments.

[0062] FIG.11Bis ahigh-level logic flowchart of a process
depicting alternate implementations of a determining
whether to apply the adaptation data operation 708 of FIG. 7,
according to one or more embodiments.

[0063] FIG.11C s ahigh-level logic flowchart of a process
depicting alternate implementations of a determining
whether to apply the adaptation data operation 708 of FIG. 7,
according to one or more embodiments.

[0064] FIG.12A is a high-level logic flowchart of a process
depicting alternate implementations of a transmitting adap-
tation result data operation 710 of FIG. 7, according to one or
more embodiments.

[0065] FIG.12Bis ahigh-level logic flowchart of a process
depicting alternate implementations of a transmitting adap-
tation result data operation 710 of FIG. 7, according to one or
more embodiments.
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DETAILED DESCRIPTION

[0066] In the following detailed description, reference is
made to the accompanying drawings, which form a part
hereof. In the drawings, similar symbols typically identify
similar or identical components or items, unless context dic-
tates otherwise. The illustrative embodiments described in
the detailed description, drawings, and claims are not meant
to be limiting. Other embodiments may be utilized, and other
changes may be made, without departing from the spirit or
scope of the subject matter presented here.

[0067] Inaccordance with various embodiments, computa-
tionally implemented methods, systems, circuitry, articles of
manufacture, and computer program products are designed
to, among other things, provide an interface for receiving
speech data correlated to one or more words spoken by a
particular party, receiving adaptation data that is at least partly
based on at least one speech interaction of a particular party
that is discrete from the received speech data, wherein at least
aportion of the adaptation data has been stored on a particular
device associated with the particular party, obtaining target
data regarding a target configured to process at least a portion
of'the received speech data, determining whether to apply the
adaptation data for processing at least a portion of the
received speech data, at least partly based on the acquired
target data, and transmitting adaptation result data that is
based on at least one aspect of the received speech data.
[0068] The present application uses formal outline head-
ings for clarity of presentation. However, it is to be under-
stood that the outline headings are for presentation purposes,
and that different types of subject matter may be discussed
throughout the application (e.g., device(s)/structure(s) may
be described under process(es)/operations heading(s) and/or
process(es)/operations may be discussed under structure(s)/
process(es) headings; and/or descriptions of single topics
may span two or more topic headings). Hence, the use of the
formal outline headings is not intended to be in any way
limiting.

[0069] Throughout this application, examples and lists are
given, with parentheses, the abbreviation “e.g.,” or both.
Unless explicitly otherwise stated, these examples and lists
are merely exemplary and are non-exhaustive. In most cases,
it would be prohibitive to list every example and every com-
bination. Thus, smaller, illustrative lists and examples are
used, with focus on imparting understanding of the claim
terms rather than limiting the scope of such terms.

[0070] With respect to the use of substantially any plural
and/or singular terms herein, those having skill in the art can
translate from the plural to the singular and/or from the sin-
gular to the plural as is appropriate to the context and/or
application. The various singular/plural permutations are not
expressly set forth herein for sake of clarity.

[0071] One skilled in the art will recognize that the herein
described components (e.g., operations), devices, objects,
and the discussion accompanying them are used as examples
for the sake of conceptual clarity and that various configura-
tion modifications are contemplated. Consequently, as used
herein, the specific exemplars set forth and the accompanying
discussion are intended to be representative of their more
general classes. In general, use of any specific exemplar is
intended to be representative of its class, and the non-inclu-
sion of specific components (e.g., operations), devices, and
objects should not be taken limiting.

[0072] Although user 105 is shown/described herein as a
single illustrated figure, those skilled in the art will appreciate
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that user 105 may be representative of a human user, a robotic
user (e.g., computational entity), and/or substantially any
combination thereof (e.g., a user may be assisted by one or
more robotic agents) unless context dictates otherwise. Those
skilled in the art will appreciate that, in general, the same may
be said of “sender” and/or other entity-oriented terms as such
terms are used herein unless context dictates otherwise.

[0073] Those having skill in the art will recognize that the
state of the art has progressed to the point where there is little
distinction left between hardware, software, and/or firmware
implementations of aspects of systems; the use of hardware,
software, and/or firmware is generally (but not always, in that
in certain contexts the choice between hardware and software
can become significant) a design choice representing cost vs.
efficiency tradeoffs. Those having skill in the art will appre-
ciate that there are various vehicles by which processes and/or
systems and/or other technologies described herein can be
effected (e.g., hardware, software, and/or firmware), and that
the preferred vehicle will vary with the context in which the
processes and/or systems and/or other technologies are
deployed. For example, if an implementer determines that
speed and accuracy are paramount, the implementer may opt
for a mainly hardware and/or firmware vehicle; alternatively,
if flexibility is paramount, the implementer may opt for a
mainly software implementation; or, yet again alternatively,
the implementer may opt for some combination of hardware,
software, and/or firmware in one or more machines, compo-
sitions of matter, and articles of manufacture, limited to pat-
entable subject matter under 35 USC 101. Hence, there are
several possible vehicles by which the processes and/or
devices and/or other technologies described herein may be
effected, none of which is inherently superior to the other in
that any vehicle to be utilized is a choice dependent upon the
context in which the vehicle will be deployed and the specific
concerns (e.g., speed, flexibility, or predictability) of the
implementer, any of which may vary. Those skilled in the art
will recognize that optical aspects of implementations will
typically employ optically-oriented hardware, software, and
or firmware.

[0074] In some implementations described herein, logic
and similar implementations may include software or other
control structures. Electronic circuitry, for example, may
have one or more paths of electrical current constructed and
arranged to implement various functions as described herein.
In some implementations, one or more media may be config-
ured to bear a device-detectable implementation when such
media hold or transmit device detectable instructions oper-
able to perform as described herein. In some variants, for
example, implementations may include an update or modifi-
cation of existing software or firmware, or of gate arrays or
programmable hardware, such as by performing a reception
of or a transmission of one or more instructions in relation to
one or more operations described herein. Alternatively or
additionally, in some variants, an implementation may
include special-purpose hardware, software, firmware com-
ponents, and/or general-purpose components executing or
otherwise invoking special-purpose components. Specifica-
tions or other implementations may be transmitted by one or
more instances of tangible transmission media as described
herein, optionally by packet transmission or otherwise by
passing through distributed media at various times.

[0075] Alternatively or additionally, implementations may
include executing a special-purpose instruction sequence or
invoking circuitry for enabling, triggering, coordinating,
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requesting, or otherwise causing one or more occurrences of
virtually any functional operations described herein. In some
variants, operational or other logical descriptions herein may
be expressed as source code and compiled or otherwise
invoked as an executable instruction sequence. In some con-
texts, for example, implementations may be provided, in
whole or in part, by source code, such as C++, or other code
sequences. In other implementations, source or other code
implementation, using commercially available and/or tech-
niques in the art, may be compiled//implemented/translated/
converted into a high-level descriptor language (e.g., initially
implementing described technologies in C or C++ program-
ming language and thereafter converting the programming
language implementation into a logic-synthesizable language
implementation, a hardware description language implemen-
tation, a hardware design simulation implementation, and/or
other such similar mode(s) of expression). For example, some
or all of a logical expression (e.g., computer programming
language implementation) may be manifested as a Verilog-
type hardware description (e.g., via Hardware Description
Language (HDL) and/or Very High Speed Integrated Circuit
Hardware Descriptor Language (VHDL)) or other circuitry
model which may then be used to create a physical imple-
mentation having hardware (e.g., an Application Specific
Integrated Circuit). Those skilled in the art will recognize
how to obtain, configure, and optimize suitable transmission
or computational elements, material supplies, actuators, or
other structures in light of these teachings.

[0076] The claims, description, and drawings of this appli-
cation may describe one or more of the instant technologies in
operational/functional language, for example as a set of
operations to be performed by a computer. Such operational/
functional description in most instances would be understood
by one skilled the art as specifically-configured hardware
(e.g., because a general purpose computer in effect becomes
a special purpose computer once it is programmed to perform
particular functions pursuant to instructions from program
software).

[0077] Importantly, although the operational/functional
descriptions described herein are understandable by the
human mind, they are not abstract ideas of the operations/
functions divorced from computational implementation of
those operations/functions. Rather, the operations/functions
represent a specification for the massively complex compu-
tational machines or other means. As discussed in detail
below, the operational/functional language must be read in its
proper technological context, i.e., as concrete specifications
for physical implementations.

[0078] The logical operations/functions described herein
are a distillation of machine specifications or other physical
mechanisms specified by the operations/functions such that
the otherwise inscrutable machine specifications may be
comprehensible to the human mind. The distillation also
allows one of skill in the art to adapt the operational/func-
tional description of the technology across many different
specific vendors” hardware configurations or platforms, with-
out being limited to specific vendors’ hardware configura-
tions or platforms.

[0079] Some of the present technical description (e.g.,
detailed description, drawings, claims, etc.) may be set forth
in terms of logical operations/functions. As described in more
detail in the following paragraphs, these logical operations/
functions are not representations of abstract ideas, but rather
representative of static or sequenced specifications of various
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hardware elements. Differently stated, unless context dictates
otherwise, the logical operations/functions will be under-
stood by those of skill in the art to be representative of static
or sequenced specifications of various hardware elements.
This is true because tools available to one of skill in the art to
implement technical disclosures set forth in operational/func-
tional formats—tools in the form of a high-level program-
ming language (e.g., C, java, visual basic), etc.), or tools in the
form of Very high speed Hardware Description Language
(“VHDL,” which is a language that uses text to describe logic
circuits)—are generators of static or sequenced specifications
of various hardware configurations. This fact is sometimes
obscured by the broad term “software,” but, as shown by the
following explanation, those skilled in the art understand that
what is termed “software” is shorthand for a massively com-
plex interchaining/specification of ordered-matter elements.
The term “ordered-matter elements” may refer to physical
components of computation, such as assemblies of electronic
logic gates, molecular computing logic constituents, quantum
computing mechanisms, etc.

[0080] For example, a high-level programming language is
a programming language with strong abstraction, e.g., mul-
tiple levels of abstraction, from the details of the sequential
organizations, states, inputs, outputs, etc., of the machines
that a high-level programming language actually specifies.
See, e.g., Wikipedia, High-level programming language,
http://en.wikipedia.org/wiki/High-level_programming_lan-
guage (as of Jun. 5, 2012, 21:00 GMT). In order to facilitate
human comprehension, in many instances, high-level pro-
gramming languages resemble or even share symbols with
natural languages. See, e.g., Wikipedia, Natural language,
http://en.wikipedia.org/wiki/Natural_language (as of Jun. 5,
2012, 21:00 GMT).

[0081] It has been argued that because high-level program-
ming languages use strong abstraction (e.g., that they may
resemble or share symbols with natural languages), they are
therefore a “purely mental construct.” (e.g., that “software”
—a computer program or computer programming—is some-
how an ineffable mental construct, because at a high level of
abstraction, it can be conceived and understood in the human
mind). This argument has been used to characterize technical
description in the form of functions/operations as somehow
“abstract ideas.” In fact, in technological arts (e.g., the infor-
mation and communication technologies) this is not true.

[0082] The fact that high-level programming languages use
strong abstraction to facilitate human understanding should
not be taken as an indication that what is expressed is an
abstract idea. In fact, those skilled in the art understand that
just the opposite is true. If a high-level programming lan-
guage is the tool used to implement a technical disclosure in
the form of functions/operations, those skilled in the art will
recognize that, far from being abstract, imprecise, “fuzzy,” or
“mental” in any significant semantic sense, such a tool is
instead a near incomprehensibly precise sequential specifica-
tion of specific computational machines—the parts of which
are built up by activating/selecting such parts from typically
more general computational machines over time (e.g.,
clocked time). This fact is sometimes obscured by the super-
ficial similarities between high-level programming languages
and natural languages. These superficial similarities also may
cause a glossing over of the fact that high-level programming
language implementations ultimately perform valuable work
by creating/controlling many different computational
machines.
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[0083] The many different computational machines that a
high-level programming language specifies are almost
unimaginably complex. At base, the hardware used in the
computational machines typically consists of some type of
ordered matter (e.g., traditional electronic devices (e.g., tran-
sistors), deoxyribonucleic acid (DNA), quantum devices,
mechanical switches, optics, fluidics, pneumatics, optical
devices (e.g., optical interference devices), molecules, etc.)
that are arranged to form logic gates. Logic gates are typically
physical devices that may be electrically, mechanically,
chemically, or otherwise driven to change physical state in
order to create a physical reality of Boolean logic.

[0084] Logic gates may be arranged to form logic circuits,
which are typically physical devices that may be electrically,
mechanically, chemically, or otherwise driven to create a
physical reality of certain logical functions. Types of logic
circuits include such devices as multiplexers, registers, arith-
metic logic units (ALUs), computer memory, etc., each type
ofwhich may be combined to form yet other types of physical
devices, such as a central processing unit (CPU)—the best
known of which is the microprocessor. A modern micropro-
cessor will often contain more than one hundred million logic
gates in its many logic circuits (and often more than a billion
transistors). See, e.g., Wikipedia, Logic gates, http://en.wiki-
pedia.org/wiki/Logic_gates (as of Jun. 5,2012, 21:03 GMT).
[0085] The logic circuits forming the microprocessor are
arranged to provide a microarchitecture that will carry out the
instructions defined by that microprocessor’s defined Instruc-
tion Set Architecture. The Instruction Set Architecture is the
part of the microprocessor architecture related to program-
ming, including the native data types, instructions, registers,
addressing modes, memory architecture, interrupt and excep-
tion handling, and external Input/Output. See, e.g., Wikipe-
dia, Computer architecture, http://en.wikipedia.org/wiki/
Computer_architecture (as of Jun. 5, 2012, 21:03 GMT).
[0086] The Instruction Set Architecture includes a specifi-
cation of the machine language that can be used by program-
mers to use/control the microprocessor. Since the machine
language instructions are such that they may be executed
directly by the microprocessor, typically they consist of
strings of binary digits, or bits. For example, a typical
machine language instruction might be many bits long (e.g.,
32, 64, or 128 bit strings are currently common). A typical
machine language instruction might take the form
“11110000101011110000111100111111” (a 32 bit instruc-
tion).

[0087] Itis significant here that, although the machine lan-
guage instructions are written as sequences of binary digits, in
actuality those binary digits specify physical reality. For
example, if certain semiconductors are used to make the
operations of Boolean logic a physical reality, the apparently
mathematical bits “1”” and “0” in a machine language instruc-
tion actually constitute shorthand that specifies the applica-
tion of specific voltages to specific wires. For example, in
some semiconductor technologies, the binary number “1”
(e.g., logical “1”) in a machine language instruction specifies
around +5 volts applied to a specific “wire” (e.g., metallic
traces on a printed circuit board) and the binary number “0”
(e.g., logical “0”) in a machine language instruction specifies
around -5 volts applied to a specific “wire.” In addition to
specifying voltages of the machines’ configuration, such
machine language instructions also select out and activate
specific groupings of logic gates from the millions of logic
gates of the more general machine. Thus, far from abstract
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mathematical expressions, machine language instruction pro-
grams, even though written as a string of zeros and ones,
specify many, many constructed physical machines or physi-
cal machine states.

[0088] Machine language is typically incomprehensible by
most humans (e.g., the above example was just ONE instruc-
tion, and some personal computers execute more than two
billion instructions every second). See, e.g., Wikipedia,
Instructions per second, http://en.wikipedia.org/wiki/In-
structions_per_second (as of Jun. 5, 2012, 21:04 GMT).
Thus, programs written in machine language—which may be
tens of millions of machine language instructions long—are
incomprehensible. In view of this, early assembly languages
were developed that used mnemonic codes to refer to
machine language instructions, rather than using the machine
language instructions’ numeric values directly (e.g., for per-
forming a multiplication operation, programmers coded the
abbreviation “mult,” which represents the binary number
“011000” in MIPS machine code). While assembly lan-
guages were initially a great aid to humans controlling the
microprocessors to perform work, in time the complexity of
the work that needed to be done by the humans outstripped the
ability of humans to control the microprocessors using
merely assembly languages.

[0089] Atthis point, it was noted that the same tasks needed
to be done over and over, and the machine language necessary
to do those repetitive tasks was the same. In view of this,
compilers were created. A compiler is a device that takes a
statement that is more comprehensible to a human than either
machine or assembly language, such as “add 2+2 and output
the result,” and translates that human understandable state-
ment into a complicated, tedious, and immense machine lan-
guage code (e.g., millions of'32, 64, or 128 bit length strings).
Compilers thus translate high-level programming language
into machine language.

[0090] This compiled machine language, as described
above, is then used as the technical specification which
sequentially constructs and causes the interoperation of many
different computational machines such that humanly useful,
tangible, and concrete work is done. For example, as indi-
cated above, such machine language—the compiled version
of the higher-level language—functions as a technical speci-
fication which selects out hardware logic gates, specifies volt-
age levels, voltage transition timings, etc., such that the
humanly useful work is accomplished by the hardware.
[0091] Thus, a functional/operational technical descrip-
tion, when viewed by one of skill in the art, is far from an
abstract idea. Rather, such a functional/operational technical
description, when understood through the tools available in
the art such as those just described, is instead understood to be
a humanly understandable representation of a hardware
specification, the complexity and specificity of which far
exceeds the comprehension of most any one human. With this
in mind, those skilled in the art will understand that any such
operational/functional technical descriptions—in view of the
disclosures herein and the knowledge of those skilled in the
art—may be understood as operations made into physical
reality by (a) one or more interchained physical machines, (b)
interchained logic gates configured to create one or more
physical machine(s) representative of sequential/combinato-
rial logic(s), (¢) interchained ordered matter making up logic
gates (e.g., interchained electronic devices (e.g., transistors),
DNA, quantum devices, mechanical switches, optics, fluid-
ics, pneumatics, molecules, etc.) that create physical reality
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representative of logic(s), or (d) virtually any combination of
the foregoing. Indeed, any physical object which has a stable,
measurable, and changeable state may be used to construct a
machine based on the above technical description. Charles
Babbage, for example, constructed the first computer out of
wood and powered by cranking a handle.

[0092] Thus, far from being understood as an abstractidea,
those skilled in the art will recognize a functional/operational
technical description as a humanly-understandable represen-
tation of one or more almost unimaginably complex and time
sequenced hardware instantiations. The fact that functional/
operational technical descriptions might lend themselves
readily to high-level computing languages (or high-level
block diagrams for that matter) that share some words, struc-
tures, phrases, etc. with natural language simply cannot be
taken as an indication that such functional/operational tech-
nical descriptions are abstract ideas, or mere expressions of
abstract ideas. In fact, as outlined herein, in the technological
arts this is simply not true. When viewed through the tools
available to those of skill in the art, such functional/opera-
tional technical descriptions are seen as specifying hardware
configurations of almost unimaginable complexity.

[0093] As outlined above, the reason for the use of func-
tional/operational technical descriptions is at least twofold.
First, the use of functional/operational technical descriptions
allows near-infinitely complex machines and machine opera-
tions arising from interchained hardware elements to be
described in a manner that the human mind can process (e.g.,
by mimicking natural language and logical narrative flow).
Second, the use of functional/operational technical descrip-
tions assists the person of skill in the art in understanding the
described subject matter by providing a description that is
more or less independent of any specific vendor’s piece(s) of
hardware.

[0094] Theuse of functional/operational technical descrip-
tions assists the person of skill in the art in understanding the
described subject matter since, as is evident from the above
discussion, one could easily, although not quickly, transcribe
the technical descriptions set forth in this document as tril-
lions of ones and zeroes, billions of single lines of assembly-
level machine code, millions of logic gates, thousands of gate
arrays, or any number of intermediate levels of abstractions.
However, if any such low-level technical descriptions were to
replace the present technical description, a person of skill in
the art could encounter undue difficulty in implementing the
disclosure, because such a low-level technical description
would likely add complexity without a corresponding benefit
(e.g., by describing the subject matter utilizing the conven-
tions of one or more vendor-specific pieces of hardware).
Thus, the use of functional/operational technical descriptions
assists those of skill in the art by separating the technical
descriptions from the conventions of any vendor-specific
piece of hardware.

[0095] In view of the foregoing, the logical operations/
functions set forth in the present technical description are
representative of static or sequenced specifications of various
ordered-matter elements, in order that such specifications
may be comprehensible to the human mind and adaptable to
create many various hardware configurations. The logical
operations/functions disclosed herein should be treated as
such, and should not be disparagingly characterized as
abstract ideas merely because the specifications they repre-
sent are presented in a manner that one of skill in the art can
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readily understand and apply in a manner independent of a
specific vendor’s hardware implementation.

[0096] Those skilled in the art will recognize that it is
common within the art to implement devices and/or processes
and/or systems, and thereafter use engineering and/or other
practices to integrate such implemented devices and/or pro-
cesses and/or systems into more comprehensive devices and/
or processes and/or systems. That is, at least a portion of the
devices and/or processes and/or systems described herein can
be integrated into other devices and/or processes and/or sys-
tems via a reasonable amount of experimentation. Those hav-
ing skill in the art will recognize that examples of such other
devices and/or processes and/or systems might include—as
appropriate to context and application—all or part of devices
and/or processes and/or systems of (a) an air conveyance
(e.g., an airplane, rocket, helicopter, etc.), (b) a ground con-
veyance (e.g., a car, truck, locomotive, tank, armored person-
nel carrier, etc.), (¢) a building (e.g., a home, warchouse,
office, etc.), (d) an appliance (e.g., a refrigerator, a washing
machine, a dryer, etc.), (¢) a communications system (e.g., a
networked system, a telephone system, a Voice over IP sys-
tem, etc.), (f) a business entity (e.g., an Internet Service Pro-
vider (ISP) entity such as Comcast Cable, Qwest, Southwest-
ern Bell, etc.), or (g) a wired/wireless services entity (e.g.,
Sprint, Cingular, Nextel, etc.), etc.

[0097] In certain cases, use of a system or method may
occur in a territory even if components are located outside the
territory. For example, in a distributed computing context, use
of a distributed computing system may occur in a territory
even though parts of the system may be located outside of the
territory (e.g., relay, server, processor, signal-bearing
medium, transmitting computer, receiving computer, etc.
located outside the territory).

[0098] A sale of a system or method may likewise occur in
a territory even if components of the system or method are
located and/or used outside the territory. Further, implemen-
tation of at least part of a system for performing a method in
one territory does not preclude use of the system in another
territory

[0099] One skilled in the art will recognize that the herein
described components (e.g., operations), devices, objects,
and the discussion accompanying them are used as examples
for the sake of conceptual clarity and that various configura-
tion modifications are contemplated. Consequently, as used
herein, the specific exemplars set forth and the accompanying
discussion are intended to be representative of their more
general classes. In general, use of any specific exemplar is
intended to be representative of its class, and the non-inclu-
sion of specific components (e.g., operations), devices, and
objects should not be taken limiting.

[0100] The herein described subject matter sometimes
illustrates different components contained within, or con-
nected with, different other components. It is to be understood
that such depicted architectures are merely exemplary, and
that in fact many other architectures may be implemented
which achieve the same functionality. In a conceptual sense,
any arrangement of components to achieve the same func-
tionality is effectively “associated” such that the desired func-
tionality is achieved. Hence, any two components herein
combined to achieve a particular functionality can be seen as
“associated with” each other such that the desired function-
ality is achieved, irrespective of architectures or intermedial
components. Likewise, any two components so associated
can also be viewed as being “operably connected”, or “oper-
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ably coupled,” to each other to achieve the desired function-
ality, and any two components capable of being so associated
can also be viewed as being “operably couplable,” to each
other to achieve the desired functionality. Specific examples
of'operably couplable include but are not limited to physically
mateable and/or physically interacting components, and/or
wirelessly interactable, and/or wirelessly interacting compo-
nents, and/or logically interacting, and/or logically inter-
actable components.

[0101]

referred to herein as “configured to,” “configured by,” “con-
figurable to,” “operable/operative to,” “adapted/adaptable,”
“able to,” “‘conformable/conformed to,” etc. Those skilled in
the art will recognize that such terms (e.g. “configured to”)
generally encompass active-state components and/or inac-
tive-state components and/or standby-state components,
unless context requires otherwise.

[0102] In a general sense, those skilled in the art will rec-
ognize that the various embodiments described herein can be
implemented, individually and/or collectively, by various
types of electro-mechanical systems having a wide range of
electrical components such as hardware, software, firmware,
and/or virtually any combination thereof, limited to patent-
able subject matter under 35 U.S.C. 101; and a wide range of
components that may impart mechanical force or motion such
asrigid bodies, spring or torsional bodies, hydraulics, electro-
magnetically actuated devices, and/or virtually any combina-
tion thereof. Consequently, as used herein “electro-mechani-
cal system” includes, but is not limited to, electrical circuitry
operably coupled with a transducer (e.g., an actuator, a motor,
a piezoelectric crystal, a Micro Electro Mechanical System
(MEMS), etc.), electrical circuitry having at least one discrete
electrical circuit, electrical circuitry having at least one inte-
grated circuit, electrical circuitry having at least one applica-
tion specific integrated circuit, electrical circuitry forming a
general purpose computing device configured by a computer
program (e.g., a general purpose computer configured by a
computer program which at least partially carries out pro-
cesses and/or devices described herein, or a microprocessor
configured by a computer program which at least partially
carries out processes and/or devices described herein), elec-
trical circuitry forming a memory device (e.g., forms of
memory (e.g., random access, flash, read only, etc.)), electri-
cal circuitry forming a communications device (e.g., a
modem, communications switch, optical-electrical equip-
ment, etc.), and/or any non-electrical analog thereto, such as
optical or other analogs (e.g., graphene based circuitry).
Those skilled in the art will also appreciate that examples of
electro-mechanical systems include but are not limited to a
variety of consumer electronics systems, medical devices, as
well as other systems such as motorized transport systems,
factory automation systems, security systems, and/or com-
munication/computing systems. Those skilled in the art will
recognize that electro-mechanical as used herein is not nec-
essarily limited to a system that has both electrical and
mechanical actuation except as context may dictate other-
wise.

[0103] In a general sense, those skilled in the art will rec-
ognize that the various aspects described herein which can be
implemented, individually and/or collectively, by a wide
range of hardware, software, firmware, and/or any combina-
tion thereof can be viewed as being composed of various
types of “electrical circuitry.” Consequently, as used herein
“electrical circuitry” includes, but is not limited to, electrical

In some instances, one or more components may be

29 <



US 2013/0325453 Al

circuitry having at least one discrete electrical circuit, elec-
trical circuitry having at least one integrated circuit, electrical
circuitry having at least one application specific integrated
circuit, electrical circuitry forming a general purpose com-
puting device configured by a computer program (e.g., a
general purpose computer configured by a computer program
which at least partially carries out processes and/or devices
described herein, or a microprocessor configured by a com-
puter program which at least partially carries out processes
and/or devices described herein), electrical circuitry forming
a memory device (e.g., forms of memory (e.g., random
access, flash, read only, etc.)), and/or electrical circuitry
forming a communications device (e.g., a modem, commu-
nications switch, optical-electrical equipment, etc.). Those
having skill in the art will recognize that the subject matter
described herein may be implemented in an analog or digital
fashion or some combination thereof.

[0104] Those skilled in the art will recognize that at least a
portion of the devices and/or processes described herein can
be integrated into a data processing system. Those having
skill in the art will recognize that a data processing system
generally includes one or more of a system unit housing, a
video display device, memory such as volatile or non-volatile
memory, processors such as microprocessors or digital signal
processors, computational entities such as operating systems,
drivers, graphical user interfaces, and applications programs,
one or more interaction devices (e.g., a touch pad, a touch
screen, an antenna, etc.), and/or control systems including
feedback loops and control motors (e.g., feedback for sensing
position and/or velocity; control motors for moving and/or
adjusting components and/or quantities). A data processing
system may be implemented utilizing suitable commercially
available components, such as those typically found in data
computing/communication and/or network computing/com-
munication systems.

[0105] For the purposes of this application, “cloud” com-
puting may be understood as described in the cloud comput-
ing literature. For example, cloud computing may be methods
and/or systems for the delivery of computational capacity
and/or storage capacity as a service. The “cloud” may refer to
one or more hardware and/or software components that
deliver or assist in the delivery of computational and/or stor-
age capacity, including, but not limited to, one or more of a
client, an application, a platform, an infrastructure, and/or a
server The cloud may refer to any of the hardware and/or
software associated with a client, an application, a platform,
an infrastructure, and/or a server. For example, cloud and
cloud computing may refer to one or more of a computer, a
processor, a storage medium, a router, a switch, a modem, a
virtual machine (e.g., a virtual server), a data center, an oper-
ating system, a middleware, a firmware, a hardware back-end,
a software back-end, and/or a software application. A cloud
may refer to a private cloud, a public cloud, a hybrid cloud,
and/or a community cloud. A cloud may be a shared pool of
configurable computing resources, which may be public, pri-
vate, semi-private, distributable, scaleable, flexible, tempo-
rary, virtual, and/or physical. A cloud or cloud service may be
delivered over one or more types of network, e.g., a mobile
communication network, and the Internet.

[0106] As used in this application, a cloud or a cloud ser-
vice may include one or more of infrastructure-as-a-service
(“TaaS”), platform-as-a-service (“PaaS”), software-as-a-ser-
vice (“SaaS”), and/or desktop-as-a-service (“DaaS”). As a
non-exclusive example, laaS may include, e.g., one or more
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virtual server instantiations that may start, stop, access, and/
or configure virtual servers and/or storage centers (e.g., pro-
viding one or more processors, storage space, and/or network
resources on-demand, e.g., EMC and Rackspace). PaaS may
include, e.g., one or more software and/or development tools
hosted on an infrastructure (e.g., a computing platform and/or
a solution stack from which the client can create software
interfaces and applications, e.g., Microsoft Azure). SaaS may
include, e.g., software hosted by a service provider and acces-
sible over a network (e.g., the software for the application
and/or the data associated with that software application may
be kept on the network, e.g., Google Apps, SalesForce). DaaS
may include, e.g., providing desktop, applications, data, and/
or services for the user over a network (e.g., providing a
multi-application framework, the applications in the frame-
work, the data associated with the applications, and/or ser-
vices related to the applications and/or the data over the
network, e.g., Citrix). The foregoing is intended to be exem-
plary ofthe types of systems and/or methods referred to in this
application as “cloud” or “cloud computing” and should not
be considered complete or exhaustive.

[0107] The proliferation of automation in many transac-
tions is apparent. For example, Automated Teller Machines
(“ATMs”) dispense money and receive deposits. Airline ticket
counter machines check passengers in, dispense tickets, and
allow passengers to change or upgrade flights. Train and
subway ticket counter machines allow passengers to purchase
a ticket to a particular destination without invoking a human
interaction at all. Many groceries and pharmacies have self-
service checkout machines which allow a consumer to pay for
goods purchased by interacting only with a machine. Large
companies now staff telephone answering systems with
machines that interact with customers, and invoke a human in
the transaction only if there is a problem with the machine-
facilitated transaction.

[0108] Nevertheless, as such automation increases, conve-
nience and accessibility may decrease. Self-checkout
machines at grocery stores may be difficult to operate. ATMs
and ticket counter machines may be mostly inaccessible to
disabled persons or persons requiring special access. Where
before, the interaction with a human would allow disabled
persons to complete transactions with relative ease, if a dis-
abled person is unable to push the buttons on an ATM, there is
little the machine can do to facilitate the transaction to
completion. While some of these public terminals allow
speech operations, they are configured to the most generic
forms of speech, which may be less useful in recognizing
particular speakers, thereby leading to frustration for users
attempting to speak to the machine. This problem may be
especially challenging for the disabled, who already may face
significant challenges in completing transactions with auto-
mated machines.

[0109] In addition, smartphones and tablet devices also
now are configured to receive speech commands. Speech and
voice controlled automobile systems now appear regularly in
motor vehicles, even in economical, mass-produced vehicles.
Home entertainment devices, e.g., disc players, televisions,
radios, stereos, and the like, may respond to speech com-
mands. Additionally, home security systems may respond to
speech commands. In an office setting, a worker’s computer
may respond to speech from that worker, allowing faster,
more efficient work flows. Such systems and machines may
be trained to operate with particular users, either through
explicit training or through repeated interactions. Neverthe-
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less, when that system is upgraded or replaced, e.g., a new
television is purchased, that training may be lost with the
device. Thus, in some embodiments described herein, adap-
tation data for speech recognition systems may be separated
from the device which recognizes the speech, and may be
more closely associated with a user, e.g., through a device
carried by the user, or through a network location associated
with the user.

[0110] Further, in some environments, there may be more
than one device that transmits and receives data within arange
of interacting with a user. For example, merely sitting on a
couch watching television may involve five or more devices,
e.g., a television, a cable box, an audio/visual receiver, a
remote control, and a smartphone device. Some of these
devices may transmit or receive speech data. Some of these
devices may transmit, receive, or store adaptation data, as will
be described in more detail herein. Thus, in some embodi-
ments, which will be described in more detail herein, there
may be methods, systems, and devices for determining which
devices in a system should perform actions that allow auserto
efficiently interact with an intended device through that user’s
speech.

[0111] Referring now to FIG. 1, e.g., FIG. 1A, FIG. 1A
illustrates an example environment 100 in which the methods,
systems, circuitry, articles of manufacture, and computer pro-
gram products and architecture, in accordance with various
embodiments, may be implemented by one or more of per-
sonal device 20A, personal device 20B, intermediate device
40, target device 30A, and target device 30B. In some
embodiments, e.g., as shown in FIG. 1B, device 39, which in
some embodiments, may be an example of one of target
device 30A, target device 30B, and intermediate device 40.
The device 130, in various embodiments, may be endowed
with logic that is designed for receiving speech data corre-
lated to one or more words spoken by a particular party, logic
that is designed for receiving adaptation data that is at least
partly based on at least one speech interaction of a particular
party that is discrete from the received speech data, wherein at
least a portion of the adaptation data has been stored on a
particular device associated with the particular party, logic
that is designed for obtaining target data regarding a target
configured to process at least a portion of the received speech
data, determining whether to apply the adaptation data for
processing at least a portion of the received speech data, at
least partly based on the acquired target data, and transmitting
adaptation result data that is based on at least one aspect of the
received speech data.

[0112] Referring again to the exemplary embodiment in
FIG. 1A, a user 105 may engage in a speech facilitated trans-
action with one or more of a terminal device 30A and a
terminal device 30B. In some embodiments, the speech-fa-
cilitated transaction may be directed to one of terminal device
30A or terminal device 30B. In some embodiments, the user
may not specifically direct her speech toward terminal device
30A or terminal device 30B, but rather to both of them, with
indifference toward which device carries out the speech-fa-
cilitated transaction. In some embodiments, one of the termi-
nal device 30A and terminal device 30B negotiate between
themselves to determine which device will carry out the
speech-facilitated transaction. In some embodiments, one or
more of the personal device 20A, the personal device 20B,
and the intermediate device 40 may determine which of the
terminal device 30A and terminal device 30B carries out the
speech-facilitated transaction. In some embodiments, one or
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more of personal device 20 A, personal device 20B, and inter-
mediate device 40 may detect one or more of terminal device
30A and terminal device 30B, establish a connection, or
negotiate with one or more of terminal devices 30A and 30B.
In some embodiments, one or more of terminal device 30A,
terminal device 30B, and intermediate device 40 may detect
one or more of personal device 20A and personal device 20B,
establish a connection, or negotiate with one or more of the
detected devices.

[0113] The dashed-line arrows shown in environment 100
of FIG. 1A are not labeled, but are intended to show the flow
of data from one device to the other. Some data connections
are omitted for simplicity of drawing, e.g., although there is
no arrow, personal device 20A may communicate directly
with terminal device 30A and terminal device 30B. The flow
of data may include one or more adaptation data, speech data
in any format, including raw speech from the user, adaptation
result data, intended target data, target data, and the like. The
dotted line arrows show an association between the user 105
and one or more of personal device 20A, personal device 20B,
and intermediate device 40.

[0114] Although it is not shown in FIG. 1A, any or all of
personal devices 20A, 20B, and 40 may communicate with
any or all of terminal device 30A and terminal device 30B,
either directly, or indirectly. In some embodiments, these
devices communicate with each other via a server 110, which
may be local or remote to any of the devices 20A, 20B, 30A,
30B, and 40. In some embodiments, these devices communi-
cate with each other via one or more communication net-
works 140, which may be local or remote to any ofthe devices
20A, 20B, 30A, 30B, and 40. Although server 110 and com-
munication network 40 are pictured in each of the embodi-
ments in FIGS. 1A and 1C-1E, server 110 and communica-
tion network 140 are not required, and are shown merely for
purposes of illustration.

[0115] Referring againto FIG. 1A, FIG. 1A shows personal
device 20A, personal device 20B, intermediate device 40,
terminal device 30A, terminal device 30B, and server 110.
The number of devices is shown merely for illustrative pur-
poses. In some embodiments, however, there may be a differ-
ent number of personal devices, intermediate devices, termi-
nal devices, servers, and communication networks. In some
embodiments, one or more of the personal devices, interme-
diate devices, terminal devices, servers, and communication
networks may be omitted entirely.

[0116] Referring again to FIG. 1A, personal device 20A
and 20B are shown as associated with user 105. This associa-
tion may be attenuated, e.g., they may merely be in the same
physical proximity. In other embodiments, the association
may be one of ownership, mutual contract, information stor-
ing, previous usage, or other factors. The examples described
further herein will provide a non-exhaustive list of examples
of relationships between user 105 and a personal device, e.g.,
personal device 20A or personal device 20B (hereinafter col-
lectively referred to as “personal device 20*”). In some
embodiments, personal device 20* may be any size and have
any specification. Personal device 20* may be a custom
device of any shape or size, configured to transmit, receive,
and store data. Personal device 20* may include, but is not
limited to, a smartphone device, a tablet device, a personal
computer device, a laptop device, a keychain device, a key, a
personal digital assistant device, a modified memory stick, a
universal remote control, or any other piece of electronics. In
addition, personal device 20 may be a modified object that is
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worn, e.g., eyeglasses, a wallet, a credit card, a watch, a chain,
or an article of clothing. Anything that is configured to store,
transmit, and receive data may be a personal device 20%, and
personal device 20* is not limited in size to devices that are
capable of being carried by a user. Additionally, personal
device 20* may not be in direct proximity to the user, e.g.,
personal device 20 may be a computer sitting on a desk in a
user’s home or office.

[0117] Although terminal devices 30A and 30B are
described as “terminal device,” this is merely for simplicity of
illustration. Device 130, e.g., of which terminal devices 30A
and 30B may be examples, may be any device that is config-
ured to receive speech. For example, terminal device 130 may
be a terminal, a computer, a navigation system, a phone, a
piece of home electronics (e.g., a DVD player, Blu-Ray
player, media player, game system, television, receiver, alarm
clock, and the like). Device 130 may, in some embodiments,
be a home security system, a safe lock, a door lock, a kitchen
appliance configured to receive speech, and the like. In some
embodiments, device 130 may be a motorized vehicle, e.g., a
car, boat, airplane, motorcycle, golf cart, wheelchair, and the
like. In some embodiments, device 130 may be a piece of
portable electronics, e.g., a laptop computer, a netbook com-
puter, a tablet device, a smartphone, a cellular phone, a radio,
aportable navigation system, or any other piece of electronics
capable of receiving speech. Device 130 may be a part of an
enterprise solution, e.g., a common workstation in an office, a
copier, a scanner, a personal workstation in a cubicle, an
office directory, an interactive screen, and a telephone. These
examples and lists are not meant to be exhaustive, but merely
to illustrate a few examples of the terminal device. Some of
these examples are shown in more detail with respect to FIGS.
1C, 1D, and 1E.

[0118] In some embodiments, a terminal device, e.g.,
device 130 receives adaptation data from a personal device, in
aprocess that will be described in more detail herein. In some
embodiments, the adaptation data is transmitted over one or
more communication network(s) 140. In various embodi-
ments, the communication network 140 may include one or
more of a local area network (LAN), a wide area network
(WAN), a metropolitan area network (MAN), a wireless local
area network (WLAN), a personal area network (PAN), a
Worldwide Interoperability for Microwave Access
(WiMAX), public switched telephone network (PTSN), a
general packet radio service (GPRS) network, a cellular net-
work, and so forth. The communication networks 140 may be
wired, wireless, or a combination of wired and wireless net-
works. It is noted that “communication network™ here refers
to one or more communication networks, which may or may
not interact with each other.

[0119] Insome embodiments, the adaptation data does not
come directly from the personal device, e.g., personal device
20A. In some embodiments, the personal device merely
facilitates communication of the adaptation data, e.g., by
providing one or more of an address, credentials, instructions,
authorization, and recommendations. For example, in some
embodiments, the personal device provides a location at
server 10 at which adaptation data may be received. In some
embodiments, the personal device retrieves adaptation data
from server 10 upon a request from the device 130, and then
relays or facilitates in the relaying of the adaptation data to the
device 130.

[0120] Insomeembodiments, a personal device broadcasts
the adaptation data regardless of whether a terminal device is
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listening, e.g., at predetermined, regular, or otherwise-de-
fined intervals. In other embodiments, a personal device lis-
tens for a request from a terminal device, and transmits or
broadcasts adaptation data in response to that request. In
some embodiments, user 105 determines when a personal
device, e.g., personal device 20 A, broadcasts adaptation data.
In still other embodiments, a third party (not shown) triggers
the transmission of adaptation data to the device 130, in which
the transmission is facilitated by the personal device.

[0121] FIG. 1B shows a more detailed description of a
device 130 in an exemplary embodiment 100. Device 130
may be an example of terminal device 30A or 30B of FIG. 1A,
intermediate device 40 of FIG. 1A, device 31 of FIG. 1C,
operating system application 91 of FIG. 1C, first application
91, second application 92, speech processing application 83,
or enterprise client 82 of FIG. 1C, any of devices 51, 52, 53,
and 54 of FIG. 1D, motor vehicle control system 41 of FIG.
1E, GPS navigation device 41 of FIG. 1E, and the like. The
foregoing is not intended to be exhaustive of the possible
devices that correspond to device 130 of FIG. 1B, but are
merely exemplary of the types of devices that may have a
structure as outlined in FIG. 1B.

[0122] Referring again to FIG. 1B, in various embodi-
ments, the device 130 may comprise, among other elements,
aprocessor 132, amemory 134, a user interface 135, a speech
detection interface 138, and a data transmission interface 137.
Each of these elements may be absent in various embodi-
ments of device 130, e.g., some devices 130 may not have a
speech detection interface 138, or a memory 134, or a user
interface 135.

[0123] Processor 132 may include one or more micropro-
cessors, Central Processing Units (“CPU”), a Graphics Pro-
cessing Units (“GPU”), Physics Processing Units, Digital
Signal Processors, Network Processors, Floating Point Pro-
cessors, and the like. In some embodiments, processor 132
may be a server. In some embodiments, processor 132 may be
a distributed-core processor. Although processor 132 is as a
single processor that is part of a single device 130, processor
132 may be multiple processors distributed over one or many
computing devices 130, which may or may not be configured
to operate together. Processor 132 is illustrated as being con-
figured to execute computer readable instructions in order to
execute one or more operations described above, and as illus-
trated in FIGS. 7, 8A-8D, 9A-9Q, 10A-9G, 11A-11C, and
12A-12B. In some embodiments, processor 132 is designed
to be configured to operate as processing module 150, which
may include one or more of speech data correlated to one or
more particular party spoken words receiving module 152,
adaptation data at least partly based on discrete speech inter-
action of particular party separate from detected speech data,
and has been stored on a particular party-associated particular
device receiving module 154, target data regarding a target
configured to process at least a portion of the received speech
data obtaining module 156, application of adaptation data for
processing at least a portion of the received speech data deter-
mining module 158, and adaptation result data based on at
least one aspect of the received speech data transmitting mod-
ule 160.

[0124] Referring again to FIG. 1B, as set forth above,
device 130 may include a memory 134. In some embodi-
ments, memory 134 may comprise of one or more of one or
more mass storage devices, read-only memory (ROM), pro-
grammable read-only memory (PROM), erasable program-
mable read-only memory (EPROM), cache memory such as
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random access memory (RAM), flash memory, synchronous
random access memory (SRAM), dynamic random access
memory (DRAM), and/or other types of memory devices. In
some embodiments, memory 134 may be located at a single
network site. In some embodiments, memory 134 may be
located at multiple network sites, including sites that are
distant from each other.

[0125] Referring again to FIG. 1B, as set forth above,
device 130 may include a user interface 135. The user inter-
face may be implemented in hardware or software, or both,
and may include various input and output devices to allow an
operator of device 130 to interact with the device 130. For
example, user interface 135 may include, but is not limited to,
an audio display, e.g., a speaker 108, a video display, e.g., a
screen 102, a microphone, a camera, a keyboard, e.g., key-
board 103, a trackball, e.g., trackball 104, a mouse, e.g.,
mouse 105, one or more soft keys, e.g., hard/soft keys 106, a
touch input, e.g., touchscreen 107, e.g., which may also be a
video display screen, a joystick, a game controller, a touch-
pad, a handset, or any other device that allows interaction
between a device and a user.

[0126] Referring again to FIG. 1B, as set forth above,
device 130 may include a speech detection interface 138.
Speech detection interface 138 may be configured to receive
and/or process speech as input, or to observe and/or record
speech of a speech-facilitated transaction Although not
present in some embodiments, in some embodiments, a
speech detection interface 138 may include a speech indicator
receiver 112, which may be a sensor of any type, or a com-
munication port that receives a signal, or a sensor that detects
a button press, or any other module that can detect a change of
state of any kind in the environment 100, whether internal or
external to the device. The speech detection interface 138
may, in some embodiments, include a microphone 110, which
may or may not communicate with speech indicator receiver
112. In some embodiments, microphone 110 may detect
speech, either selectively or always-on, and may be con-
trolled by one or more of speech indicator receiver 112 and
processor 132.

[0127] Referring again to FIG. 1B, as set forth above,
device 130 may include a data transmission interface 137.
Data transmission interface 137 may, in some embodiments,
handle the transmission and reception of data by the device.
For example, in some embodiments, data transmission inter-
face 137 may include an adaptation data transmitter/receiver
114, which handles the reception and transmission of adap-
tation data over any type of network or internal form of
communication, e.g., internal bus, and the like. Data trans-
mission interface 137 may, in some embodiments, include
speech data transmitter/receiver 116, which may handle the
reception and transmission of speech data, including raw
speech, over any form of moving data.

[0128] Referring again to FIG. 1B, as set forth above,
device 130 may have one or more sensors 182. These sensors
include, but are not limited to, a Global Positioning System
(GPS) sensor, a still camera, a video camera, an altimeter, an
air quality sensor, a barometer, an accelerometer, a charge-
coupled device, a radio, a thermometer, a pedometer, a heart
monitor, a moisture sensor, a humidity sensor, a microphone,
a seismometer, and a magnetic field sensor. Sensors 182 may
interface with sensor interface 180. Although FIG. 1B illus-
trates sensors 182 as part of device 130, in some embodi-
ments, sensors 182 may be separated from device 130, and
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communicate via one or more communication networks, e.g.,
communication networks 140.

[0129] Referring now to FIG. 1C, FIG. 1C shows an
example embodiment of an exemplary environment 100",
which is a non-limiting example of an environment 100. As
shown in FIG. 1C, environment 100" may include a user (not
shown), which user may have one or more of a first personal
device 21A and a second personal device 21B. First personal
device 21 A may be, for example, a USB drive, and second
personal device 21B may be, for example, a cellular tele-
phone device, although both personal device 21A and per-
sonal device 21B may be any form of personal device 120 as
previously described. One or more of first personal device
21A and second personal device 21B may interact with
device 31, which may be any type of computing device, e.g.,
laptop computer, desktop computer, server, netbook, tablet
device, smartphone, and the like. Device 31 may have an
operating system 81 loaded thereon. Operating system 81
may include, but is not limited to, Microsoft Windows,
Google Android, Apple i0S, Apple Mountain Lion, UNIX,
Linux, Chrome OS, Symbian, and the like.

[0130] In addition, in some embodiments, device 31 may
include an enterprise client 82 onboard. For example, some
systems, e.g., in an office environment, may have a client
software, e.g., Citrix, or the like, loaded on their systems to
integrate the user experience for their workers. In some
embodiments, this module may play a role in determining the
role of the interpretation of speech data (e.g., speech data 101)
and the application of adaptation data. In some embodiments,
device 31 also may include one or more of first application 91
and second application 92. First and second application 91
and 92 may be any type of application, e.g., game, spread-
sheet, word processor, web browser, chat client, picture
viewer, picture manipulator, webcam application, and the
like. In some embodiments, these modules may play a role in
determining the role of the interpretation of speech data and
the application of adaptation data. For example, the complex-
ity of the application may play a role in determining how
much of the speech processing occurs at the application level.
In some embodiments, device 31 may communicate with one
or more communication networks 140 and one or more serv-
ers 110.

[0131] Referring now to FIG. 1D, FIG. 1D shows an
example embodiment of an exemplary environment 100",
which is a non-limiting example of an environment 100. As
shown in FIG. 1D, environment 100" may include a user 105,
which user may have one or more of a personal device 22A
and a personal device 22B. Personal device 22A may be, for
example, a universal remote control, and personal device 22B
may be, for example, a cellular telephone device, although
both personal device 22A and personal device 22B may be
any form of personal device 120 as previously described. In
some embodiments, one or both of personal device 22A,
personal device 22B, and computing device 54 may transmit,
store, and/or receive adaptation data. In some embodiments,
one of personal device 22A, personal device 22B, and com-
puting device 54 may determine to which of the devices
shown in FIG. 1D the user 105 is directing her speech. In other
embodiments, one or more of receiver device 51, media
player device 52, and television device 53 may transmit one or
more of speech data and adaptation data back and forth, and
one or more of receiver device 51, media player device 52,
and television device 53 may determine which device should
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apply the adaptation data, and which device should process
the speech data, out of devices 22A, 22B, 51, 52, 53, and 54.

[0132] Referring now to FIG. 1E, FIG. 1E shows an
example embodiment of an exemplary environment 100",
which is a non-limiting example of an environment 100. As
shown in FIG. 1E, environment 100" may include a user (not
shown) driving an automobile (interior only shown), wherein
the automobile is equipped with a motor vehicle control sys-
tem 42, which may control the non-driving features of the
automobile, e.g., music, climate, temperature, fuel manage-
ment, seat position, media playing, lights, and the like. The
automobile also may have a smart key device 26, which, in
some embodiments, may store, receive, and/or transmit adap-
tation data, either wirelessly or through the system of the
automobile. In some embodiments, environment 100' may
also include a GPS navigation device 41, which may be an
example of intermediate device 40, which also may be a
personal device 120. In some embodiments, GPS navigation
device 41 may serve as a terminal device, receiving speech
data and adaptation data in order to process a user’s request.
In other embodiments, GPS navigation device 41 may serve
as a personal device, storing adaptation data derived from
navigation commands of the user, and transmitting the adap-
tation data to a target device, e.g., motor vehicle control
system 42, when needed. Intermediate devices 40, e.g., as
shown in FIG. 1A, and GPS navigation device 41, which may
be an example of intermediate device 40, may be a personal
device for a first transaction and a terminal in a second trans-
action. In some embodiments, GPS navigation device 41 may
change its role based on an analysis of data received by GPS
navigation device 41.

[0133] Referring again to FIG. 1E, in some embodiments,
GPS navigation device 41, motor vehicle control system 42,
smart key device 26, and the user’s personal device (not
shown) may communicate with one or more communication
networks 140 and one or more servers 110. As in all shown
exemplary embodiments, however, these elements are
optional and some embodiments may exclude them.

[0134] Referring now to FIG. 2, FIG. 2 illustrates an exem-
plary implementation of the speech data correlated to one or
more particular party spoken words receiving module 152. As
illustrated in FIG. 2, the speech data correlated to one or more
particular party spoken words receiving module 152 may
include one or more sub-logic modules in various alternative
implementations and embodiments. For example, as shown in
FIG. 2, e.g.,FIG.2A, insome embodiments, module 152 may
include one or more words spoken by the particular party
receiving module 202. In some embodiments, module 202
may include one or more of one or more words spoken by the
particular party receiving using a microphone module 204,
one or more words spoken by the particular party receiving in
response to target device query module 206, and one or more
words spoken by the particular party and directed to the target
device receiving module 212. In some embodiments, module
206 may include one or more of one or more words spoken by
the particular party receiving in response to displaying an
on-screen question of the target device module 208 and one or
more words spoken by the particular party receiving in
response to a question read aloud by a target device generated
voice module 210. In some embodiments, module 212 may
include one or more words configured to be interpreted by the
target device and spoken by the particular party in a manner
directed to the target device receiving module 214.
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[0135] Referring again to FIG. 2, e.g., FIG. 2B, in some
embodiments, module 152 may include speech data compris-
ing a representation of particular party spoken word receiving
module 216. In some embodiments, module 216 may include
one or more of speech data comprising a recording of par-
ticular party spoken word receiving module 218, speech data
comprising a retransmission of particular party spoken word
receiving module 220, speech data comprising a numeric
representation of particular party spoken word receiving
module 222, and speech data corresponding to partially pro-
cessed particular party spoken word receiving module 224. In
some embodiments, module 224 may include one or more of
speech data corresponding to partially processed particular
party spoken speech with non-lexical vocable removed
receiving module 226 and speech data corresponding to par-
tially anonymized particular party spoken word receiving
module 228.

[0136] Referring again to FIG. 2, e.g., FIG. 2C, in some
embodiments, module 152 may include module 216, which
may include module 224, as described above. In some
embodiments, module 224 may include one or more of
speech data corresponding to analyzed and unaltered particu-
lar party spoken word receiving module 230 (e.g., which, in
some embodiments, may include speech data corresponding
to analyzed particular party spoken word to determine a target
device to which the particular party spoken word is directed
receiving module 232) and speech data correspond to particu-
lar party spoken word with header added receiving module
234 (e.g., which, in some embodiments, may include speech
data correspond to particular party spoken word with header
identifying receiving device added receiving module 236). In
some embodiments, module 152 may include one or more of
signal indicating that a device has obtained speech data
receiving module 238 (e.g., which, in some embodiments,
may include signal indicating that particular device has
obtained speech data receiving module 242) and speech data
receiving from indicated device module 240.

[0137] Referring again to FIG. 2, e.g., FIG. 2D, in some
embodiments, module 152 may include one or more of
speech data comprising previously recorded one or more
particular party spoken words and a timestamp of the time of
recording of the one or more particular party spoken words
244, speech data comprising a compressed version of data
correlated to one or more particular party spoken words
receiving module 246, speech data comprising audio data
corresponding to one or more particular party spoken words
receiving module 248, and speech data correlated to one or
more particular party spoken words receiving from further
device module 250. In some embodiments, module 250 may
include audio data derived from one or more particular party
spoken words receiving from further device module 252. In
some embodiments, module 252 may include one or more of
audio data derived from one or more particular party spoken
words detected by further device receiving from further
device module 254, audio data derived from one or more
particular party spoken words recorded by further device
receiving from further device module 256, and audio data
derived from one or more particular party words detected by
particular device receiving from further device module 258.
[0138] FIG. 3 illustrates an exemplary implementation of
adaptation data at least partly based on discrete speech inter-
action of particular party separate from detected speech data,
and has been stored on a particular party-associated particular
device receiving module 154. As illustrated in FIG. 3, the
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adaptation data at least partly based on discrete speech inter-
action of particular party separate from detected speech data,
and has been stored on a particular party-associated particular
device receiving module 154 may include one or more sub-
logic modules in various alternative implementations and
embodiments. For example, as shown in FIG. 3 (e.g., FIG.
3A), in some embodiments, module 154 may include adap-
tation data comprising one or more words and corresponding
pronunciations of the one or more words at least partly based
on discrete speech interaction of particular party separate
from detected speech data, and has been stored on a particular
party-associated particular device receiving module 302. In
some embodiments, module 302 may include adaptation data
comprising one or more words and corresponding pronuncia-
tions of the one or more words at least partly based on at least
one previous training by the particular party separate from
detected speech data, and has been stored on a particular
party-associated particular device receiving module 304. In
some embodiments, module 304 may include adaptation data
comprising one or more words and corresponding pronuncia-
tions of the one or more words at least partly based on at least
one previous training by the particular party separate from
detected speech data corresponding to an order placed by the
particular party at an automated drive-thru terminal that
accepts speech input, and has been stored on a particular
party-associated particular device receiving module 306. In
some embodiments, module 306 may include adaptation data
comprising one or more words and corresponding pronuncia-
tions of the one or more words at least partly based on at least
one previous training by the particular party in response to
cellular telephone device prompting separate from detected
speech data corresponding to an order placed by the particular
party at an automated drive-thru terminal that accepts speech
input, and has been stored on a particular party-associated
particular device receiving module 308. In some embodi-
ments, module 308 may include adaptation data comprising
one or more words and corresponding pronunciations of the
one or more words at least partly based on at least one previ-
ous training by the particular party in response to cellular
telephone device prompting separate from detected speech
data corresponding to an order placed by the particular party
at an automated drive-thru terminal that accepts speech input,
and has been stored on a particular device linked to the par-
ticular party through a contract with a telecommunications
provider receiving module 310.

[0139] Referring again to FIG. 3, e.g., FIG. 3B, in some
embodiments, module 154 may include one or more of adap-
tation data at least partly based on discrete speech interaction
of particular party at different time and location to speech
interaction generating detected speech data, and has been
stored on a particular party-associated particular device
receiving module 312 and adaptation data at least partly based
on discrete speech interaction of particular party occurring
prior to speech interaction generating detected speech data,
and has been stored on a particular party-associated particular
device receiving module 314. In some embodiments, module
314 may include one or more of adaptation data at least partly
based on discrete speech interaction of particular party occur-
ring prior to speech interaction generating detected speech
data, and has been stored on a particular party-associated
particular device receiving from the particular device module
316 (e.g., which, in some embodiments, may include adapta-
tion data at least partly based on discrete speech interaction of
particular party occurring prior to speech interaction gener-
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ating detected speech data, and has been stored on a particular
party-associated particular device receiving directly from the
particular device memory module 318) and adaptation data at
least partly based on discrete speech interaction of particular
party occurring prior to speech interaction generating
detected speech data, and has been stored on a particular
party-associated particular device receiving from a commu-
nication network provider module 320 (e.g., which, in some
embodiments, may include adaptation data at least partly
based on discrete speech interaction of particular party occur-
ring prior to speech interaction generating detected speech
data, and has been stored on a particular party-associated
particular device and transmitted over the communication
network receiving from a communication network provider
module 322).

[0140] Referring again to FIG. 3, e.g., FIG. 3C, in some
embodiments, module 154 may include module 314, as pre-
viously described. In some embodiments, module 314 may
include one or more of adaptation data at least partly based on
discrete speech interaction of particular party occurring prior
to speech interaction generating detected speech data, and has
been stored on a particular party-associated particular device
receiving from a device connected to a same network as a
target device to which the detected speech data is directed
module 324 and adaptation data at least partly based on dis-
crete speech interaction of particular party occurring prior to
speech interaction generating detected speech data, and has
been stored on a particular party-associated particular device
receiving in response to reception of speech data module 326.
In some embodiments, module 154 may include adaptation
data at least partly based on discrete speech interaction of
particular party occurring prior to speech interaction gener-
ating detected speech data, and has been stored on a particular
party-associated particular device acquiring in response to
condition module 328. In some embodiments, module 328
may include adaptation data at least partly based on discrete
speech interaction of particular party occurring prior to
speech interaction generating detected speech data, and has
been stored on a particular party-associated particular device
acquiring in response to the particular party interacting with a
target device module 330. In some embodiments, module 330
may include one or more of adaptation data at least partly
based on discrete speech interaction of particular party occur-
ring prior to speech interaction generating detected speech
data, and has been stored on a particular party-associated
particular device acquiring in response to the particular party
inserting a key into a motor vehicle interacting with a target
device module 332 and adaptation data at least partly based
on discrete speech interaction of particular party occurring
prior to speech interaction generating detected speech data,
and has been stored on a particular party-associated particular
device acquiring in response to the particular party executing
a program on a computing device module 334.

[0141] Referring again to FIG. 3, e.g., FIG. 3D, in some
embodiments, module 154 may include module 328, as pre-
viously described. In some embodiments, module 328 may
include one or more of adaptation data at least partly based on
discrete speech interaction of particular party occurring prior
to speech interaction generating detected speech data, and has
been stored on a particular party-associated particular device
receiving in response to detection of the particular party at a
particular location module 336 and adaptation data at least
partly based on discrete speech interaction of particular party
occurring prior to speech interaction generating detected
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speech data, and has been stored on a particular party-asso-
ciated particular device receiving in response to detection of
the particular party within a particular proximity of a target
device module 338.

[0142] Referring again to FIG. 3, e.g., FIG. 3E, in some
embodiments, module 154 may include adaptation data at
least partly based on discrete speech interaction of particular
party separate from detected speech data, and has been stored
on a particular party-associated particular device acquiring
from a further device module 340. In some embodiments,
module 340 may include one or more of adaptation data
originating at further device and at least partly based on
discrete speech interaction of particular party separate from
detected speech data, and has been stored on a particular
party-associated particular device acquiring from a further
device module 342, adaptation data at least partly based on
discrete speech interaction of particular party separate from
detected speech data, and has been stored on a particular
party-associated particular device acquiring from a further
device related to the particular device module 344, and adap-
tation data at least partly based on discrete speech interaction
of particular party separate from detected speech data, and
has been stored on a particular party-associated particular
device acquiring from a further device that received the adap-
tation data from the particular device module 352. In some
embodiments, module 344 may include one or more of adap-
tation data at least partly based on discrete speech interaction
of particular party separate from detected speech data, and
has been stored on a particular party-associated particular
device acquiring from a further device associated with the
particular party module 346, adaptation data at least partly
based on discrete speech interaction of particular party sepa-
rate from detected speech data, and has been stored on a
particular party-associated particular device acquiring from a
further device in communication with the particular device
module 348, and adaptation data at least partly based on
discrete speech interaction of particular party separate from
detected speech data, and has been stored on a particular
party-associated particular device acquiring from a further
device at least partially controlled by the particular device
module 350.

[0143] Referring again to FIG. 3, e.g., FIG. 3F, in some
embodiments, module 154 may include module 340, as pre-
viously described. In some embodiments, module 340 may
include adaptation data comprising instructions for modify-
ing a pronunciation dictionary, said adaptation data at least
partly based on discrete speech interaction of particular party
separate from detected speech data, and has been stored on a
particular party-associated particular device acquiring from a
further device module 354. In some embodiments, module
354 may include adaptation data comprising a first instruction
for modifying a pronunciation dictionary based on a first
particular party interaction and a second instruction for modi-
fying a pronunciation dictionary based on a second particular
party interaction, and has been stored on a particular party-
associated particular device acquiring from a further device
module 356. In some embodiments, module 356 may include
adaptation data comprising a first instruction for modifying a
pronunciation dictionary based on a first particular party
interaction and a second instruction for modifying a pronun-
ciation dictionary based on a second particular party interac-
tion, said first instruction has been stored on a particular
party-associated particular device acquiring from a further
device module 358.
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[0144] Referring again to FIG. 3, e.g., FIG. 3G, in some
embodiments, module 154 may include one or more of adap-
tation data at least partly based on discrete speech interaction
of particular party separate from detected speech data, and
has been stored on a particular party-associated particular
device generating module 360, adaptation data at least partly
based on discrete speech interaction of particular party sepa-
rate from detected speech data, and has been stored on a
particular party-associated particular device retrieving mod-
ule 362, and adaptation data at least partly based on discrete
speech interaction of particular party with particular type of
device separate from detected speech data, and has been
stored on a particular party-associated particular device
receiving module 364. In some embodiments, module 364
may include one or more of adaptation data at least partly
based on discrete speech interaction of particular party with
device of same type as target device configured to receive
speech data, said discrete interaction separate from detected
speech data, and has been stored on a particular party-asso-
ciated particular device receiving module 366 and adaptation
data at least partly based on discrete speech interaction of
particular party with device having particular characteristic
separate from detected speech data, and has been stored on a
particular party-associated particular device receiving mod-
ule 368. In some embodiments, module 368 may include one
or more of adaptation data at least partly based on discrete
speech interaction of particular party with device communi-
cating on a same communication network as target device and
separate from detected speech data, and has been stored on a
particular party-associated particular device receiving mod-
ule 370 and adaptation data at least partly based on discrete
speech interaction of particular party with device configured
to carry out a same function as the target device and separate
from detected speech data, and has been stored on a particular
party-associated particular device receiving module 372.

[0145] Referring again to FIG. 3, e.g., FIG. 3H, in some
embodiments, module 154 may include module 364, and
module 364 may include module 368, as previously
described. In some embodiments, module 368 may include
adaptation data at least partly based on discrete speech inter-
action of particular party with device configured to accept a
same type of input as the target device and separate from
detected speech data, and has been stored on a particular
party-associated particular device receiving module. In some
embodiments, module 154 may include adaptation data at
least partly based on discrete speech interaction of particular
party with particular device separate from detected speech
data, and has been stored on a particular party-associated
particular device receiving module 376. In some embodi-
ments, module 376 may include adaptation data at least partly
based on discrete speech interaction of particular party with
cellular telephone device separate from detected speech data,
and has been stored on a particular party-associated cellular
telephone device receiving module 378. In some embodi-
ments, module 378 may include one or more of adaptation
data at least partly based on particular party telephone con-
versation carried out using cellular telephone device separate
from detected speech data, and has been stored on a particular
party-associated cellular telephone receiving module 380 and
adaptation data at least partly based on particular party speech
command given to cellular telephone device separate from
detected speech data, and has been stored on a particular
party-associated cellular telephone receiving module 382.



US 2013/0325453 Al

[0146] Referring again to FIG. 3, e.g., FIG. 3L, in some
embodiments, module 154 may include one or more of adap-
tation data at least partly based on discrete speech interaction
of particular party separate from detected speech data and
using same utterance as speech that is part of speech data, and
has been stored on a particular party-associated particular
device receiving module 384, adaptation data at least partly
based on discrete speech interaction of particular party and
using same utterance as speech that is part of speech data at a
different time than speech that is part of the speech data
receiving module 386, adaptation data comprising a phoneme
dictionary based on one or more particular party pronuncia-
tions, such that at least one entry has been stored on a par-
ticular party-associated particular device receiving module
388, adaptation data comprising a sentence diagramming
path selection algorithm based on one or more particular
party discrete speech interactions, and has been stored on a
particular party-associated particular device receiving mod-
ule 390, adaptation data at least partly based on discrete
speech interaction of particular party separate from detected
speech data, and at least partly collected by a particular party-
associated particular device receiving module 392, and adap-
tation data comprising instructions for modifying one or more
portions of a speech recognition component of a target device
that are at least partly based on one or more particular party
speech interactions, and has been stored on a particular party-
associated particular device receiving module 394.

[0147] Referring again to FIG. 3, e.g., FIG. 3], in some
embodiments, module 154 may include one or more of adap-
tation data comprising a location of instructions for modify-
ing one or more portions of a speech recognition component
of'a target device that are at least partly based on one or more
particular party speech interactions, and has been stored on a
particular party-associated particular device receiving mod-
ule 396, adaptation data at least partly based on discrete
speech interaction of particular party separate from detected
speech data, and transmitted from a particular party-associ-
ated particular device receiving module 398, adaptation data
at least partly based on discrete speech interaction of particu-
lar party separate from detected speech data, and stored on a
particular party-associated particular device receiving mod-
ule 301, adaptation data at least partly based on discrete
speech interaction of particular party separate from detected
speech data, and is temporarily stored on the particular-party
associated particular device until remote server deposit
receiving module 303, and adaptation data at least partly
based on discrete speech interaction of particular party sepa-
rate from detected speech data, and was transmitted from a
first device to a second device using the particular party-
associated particular device as a channel configured to facili-
tate the transaction receiving module 305.

[0148] Referring again to FIG. 3, e.g., FIG. 3K, in some
embodiments, module 154 may include one or more of adap-
tation data at least partly based on discrete speech interaction
of particular party separate from detected speech data, and at
least a portion of which originated at a particular party-asso-
ciated particular device receiving module 307, adaptation
data at least partly based on discrete speech interaction of
particular party separate from detected speech data, and at
least a portion of which was transmitted to a remote location
from a particular party-associated particular device receiving
from remote location module 309, adaptation data at least
partly based on discrete speech interaction of particular party
separate from detected speech data receiving module 311,
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and further data adding to adaptation data module 313. In
some embodiments, module 313 may include one or more of
additional adaptation data adding to adaptation data module
315, header data identifying receiving entity adding to adap-
tation data module 317, and header data identifying transmit-
ting entity adding to adaptation data module 319.

[0149] Referring now to FIG. 4, FIG. 4 illustrates an exem-
plary implementation of the target data regarding a target
configured to process at least a portion of the received speech
data obtaining module 156. As illustrated in FIG. 4, the target
data regarding a target configured to process at least a portion
of the received speech data obtaining module 156 may
include one or more sub-logic modules in various alternative
implementations and embodiments. For example, as shown in
FIG. 4, e.g.,FIG. 4A, in some embodiments, module 156 may
include one or more of data indicating the target device is
configured to process at least a portion of received speech
data receiving module 402, data indicating that the adaptation
data is configured to be applied to the target device to assist in
processing at least a portion of the speech data receiving from
a speech processing component module 408, and data indi-
cating that the adaptation data has been applied to the target
device to assist in processing at least a portion of the speech
data receiving from a speech processing component module
410. In some embodiments, module 402 may include data
indicating the target device is configured to process at least a
portion of received speech data receiving from speech pro-
cessing component at central processing component module
404. In some embodiments, module 404 may include one or
more of data indicating the target device is configured to
process at least a portion of received speech data receiving
from speech processing component at central processing
component of which the speech processing component is a
subcomponent module 406. In some embodiments, module
410 may include data indicating that the adaptation data has
been applied to an automated teller machine device to assist in
processing at least a portion of the speech data receiving from
a speech processing component module 412. In some
embodiments, module 412 may include data indicating that
the adaptation data has been applied to an automated teller
machine device to assist in processing at least a portion of the
data corresponding to a spoken request by the particular party
receiving from a speech processing component module 414.
In some embodiments, module 414 may include data indicat-
ing that the list of the way that the particular party pronounces
numbers zero through nine has been applied to an automated
teller machine device to assist in processing at least a portion
of'the data corresponding to a spoken request by the particular
party receiving from a speech processing component module
416.

[0150] Referring again to FIG. 4, e.g., FIG. 4B, in some
embodiments, module 156 may include one or more of target
data regarding a target configured to process at least a portion
of the received speech data generating module 418, speech
data configurable to be processed by a speech recognition
component to which the adaptation data has been applied
determining module 420, and target data regarding intended
target device generating based on determination module 422.
In some embodiments, module 420 may include one or more
of at least a portion of speech data analyzing module 424 and
target data regarding intended target device determining at
least partly based on the analyzing at least a portion of speech
data module 426. In some embodiments, module 424 may
include at least a portion of speech data analyzing using an
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adaptation data-applied speech recognition component mod-
ule 428. In some embodiments, module 428 may include one
or more of at least a portion of speech data analyzing using an
adaptation data-applied speech recognition component of tar-
get device module 430 and at least a portion of speech data
analyzing using an adaptation data-applied speech recogni-
tion component of further device module 432. In some
embodiments, module 422 may include one or more of Bool-
ean that resolves to true when the analysis of the speech data
portion indicates the received speech data is configured to be
successfully processed module 434 and numeric indicator
indicating that at least a portion of the received speech data is
configured to be successfully processed generating based on
analysis of at least a portion of speech data module 436.

[0151] Referring again to FIG. 4, e.g., FIG. 4C, in some
embodiments, module 156 may include one or more of target
device configurable to process received speech data deter-
mining module 438 and target data regarding target device
generating based on determination regarding the target device
module 400. In some embodiments, module 438 may include
one or more of at least a portion of the speech data analyzing
module 442, target device configurable to process speech data
determining at least partly based onresult of analyzing at least
a portion of the speech data module 444, header data indicat-
ing a type of intended target device that is configured to
process received speech data extracting from received speech
data header module 446, and type of target device is same
type as type of intended target device determining module
448. In some embodiments, module 446 may include one or
more of header data indicating a manufacturer of intended
target device that is configured to process received speech
data extracting from received speech data header module 450
and header data indicating a type of input accepted by one or
more intended target devices configured to process received
speech data extracting from received speech data header
module 452. In some embodiments, module 452 may include
one or more of header data indicating a data format accepted
by one or more intended target devices configured to process
received speech data extracting from received speech data
header module 454 and header data indicating one or more
word categories accepted by one or more intended target
devices configured to process received speech data extracting
from received speech data header module 456.

[0152] Referring again to FIG. 4, e.g., FIG. 4D, in some
embodiments, module 156 may include one or more of mod-
ule 438 and module 440, as previously described. In some
embodiments, module 438 may include received speech data
into target device recognizable data converting module 458
and received speech data into one or more commands or
command modifiers configured to be recognized by a target
device control component converting module 460. In some
embodiments, module 156 may include target data regarding
a target device configured to process at least a portion of
speech data receiving module 462. In some embodiments,
module 462 may include one or more of target data regarding
a target device configured to process at least a portion of
speech data receiving from the particular device module 464
and target data regarding a target device configured to process
at least a portion of speech data receiving from a further
device module 466. In some embodiments, module 466 may
include one or more of target data regarding a target device
configured to process at least a portion of speech data receiv-
ing from a further device configured to process at least a
portion of the speech data module 468 and target data regard-
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ing a target device configured to process at least a portion of
speech data receiving from a further device configured to
apply at least a portion of the adaptation data module 470.

[0153] Referring again to FIG. 4, e.g., FIG. 4E, in some
embodiments, module 156 may include module 462, and
module 462 may include module 466, as previously
described. In some embodiments, module 466 may include
one or more of target data regarding a target device configured
to process at least a portion of speech data receiving from a
further device configured to process the speech data less
efficiently than the target device module 472, target data
regarding a target device configured to process at least a
portion of speech data receiving from a further device for
which the speech data is unintended module 474, and target
data regarding a target device configured to process at least a
portion of speech data and target data indicating the speech
data was determined to be intended for the target device
receiving from a further device module 476. In some embodi-
ments, module 156 may include one or more of data identi-
fying the target device receiving module 494, address of the
target device receiving module 498, and location of the target
device receiving module 499. In some embodiments, module
494 may include one or more of name of the target device
receiving module 496 and device identifier of the target
device receiving module

[0154] Referring again to FIG. 4, e.g., FIG. 4F, in some
embodiments, module 156 may include one or more of target
data regarding an intended application module configured to
process at least a portion of the received speech data obtaining
module 478 and target data regarding a first application mod-
ule configured to process at least a portion of the received
speech data and a second application module configured to
process at least a portion of the received speech data obtaining
module 484. In some embodiments, module 478 may include
one or more of target data regarding an intended application
module configured to process, facilitated by the adaptation
data, at least a portion of the received speech data obtaining
module 480 and target data regarding a speech data process-
ing capability of an intended application module configured
to process, facilitated by the adaptation data, at least a portion
of the received speech data obtaining module 482. In some
embodiments, module 484 may include one or more of target
data regarding a word processing application module config-
ured to process at least a portion of the received speech data
and a speech recognition application module configured to
process at least a portion of the received speech data obtaining
module 486, target data regarding a word processing appli-
cation module configured to process at least a portion of the
received speech data and an operating system application
module configured to process at least a portion of the received
speech data obtaining module 488, and target data regarding
a word processing application module configured to process
atleast a portion of the received speech data and a spreadsheet
processing application module configured to process at least
a portion of the received speech data obtaining module 490.

[0155] Referring now to FIG. 5, FIG. 5 illustrates an exem-
plary implementation of the application of adaptation data for
processing at least a portion of the received speech data deter-
mining module 158. As illustrated in FIG. 5, the application
of adaptation data for processing at least a portion of the
received speech data determining module 158 may include
one or more sub-logic modules in various alternative imple-
mentations and embodiments. For example, as shown in FI1G.
5, e.g., FIG. 5A, in some embodiments, module 158 may



US 2013/0325453 Al

include one or more of application of adaptation data for
processing at least a portion of the received speech data deter-
mining based on acquired target data comprising an indica-
tion of intended device module 502, application of adaptation
data for processing at least a portion of the received speech
data determining based on acquired target data comprising an
indication that speech data has arrived at intended device
module 504, application of adaptation data for processing at
least a portion of the received speech data determining based
on acquired target data comprising an indication that speech
data has not arrived at intended device module 506 (e.g.,
which, in some embodiments, may include application of
adaptation data for processing at least a portion of the
received speech data choosing against based on acquired
target data comprising an indication that speech data has not
arrived at intended device module 508), application of adap-
tation data for processing at least a portion of the received
speech data determining based on acquired target data com-
prising an indication that speech data has arrived at other
device than an intended device module 510, and application
of adaptation data for processing at least a portion of the
received speech data determining when acquired target data
indicates capability of adaptation data application module
512.

[0156] Referring again to FIG. 5, e.g., FIG. 5B, in some
embodiments, module 158 may include one or more of appli-
cation of adaptation data for processing at least a portion of
the received speech data determining based on acquired target
data indicating presence of one or more other devices config-
ured to apply adaptation data module 514, application of
adaptation data for processing at least a portion of the
received speech data determining against based on acquired
target data indicating presence of one or more other devices
configured to efficiently apply adaptation data module 516,
application of adaptation data for processing at least a portion
of the received speech data determining based on acquired
target data indicating presence of one or more other applica-
tions module 518, and application of adaptation data for
processing at least a portion of the received speech data deter-
mining based on one or more characteristics of one or more
applications and target data indicating a presence of the one or
more applications module 520.

[0157] Referring again to FIG. 5, e.g., FIG. 5C, in some
embodiments, module 158 may include one or more of appli-
cation of adaptation data for processing at least a portion of
the received speech data determining against based acquired
target data comprising one or more characteristics of one or
more applications module 522, application of adaptation data
for processing at least a portion of the received speech data
determining based on one or more application preference
flags module 528, application of adaptation data for process-
ing at least a portion of the received speech data determining
based on one or more user-controlled preference flags module
530, and application of adaptation data for processing at least
a portion of the received speech data determining based on
operating system decision module 532. In some embodi-
ments, module 522 may include one or more of application of
adaptation data for processing at least a portion of the
received speech data determining against based acquired tar-
get data comprising a presence of one or more applications
and one or more characteristics of the one or more applica-
tions module 524 and application of adaptation data for pro-
cessing at least a portion of the received speech data deter-
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mining against based acquired target data comprising a
developer of one or more applications module 526.

[0158] Referring now to FIG. 6, FIG. 6 illustrates an exem-
plary implementation of the adaptation result data based on at
least one aspect of the received speech data transmitting mod-
ule 160. As illustrated in FIG. 6, the adaptation result data
based on at least one aspect of the received speech data
transmitting module 160 may include one or more sub-logic
modules in various alternative implementations and embodi-
ments. For example, as shown in FIG. 6, e.g., FIG. 6A, in
some embodiments, module 160 may include one or more of
adaptation result data based on applying the adaptation data
transmitting module 602, adaptation result data based on
processing received speech data transmitting module 606,
adaptation result data indicating that at least a portion of the
received speech data is intended for an other device transmit-
ting module 652, and adaptation result data indicating com-
pleted determination regarding intended target of received
speech data transmitting module 658. In some embodiments,
module 602 may include adaptation result data based on
applying the adaptation data to a speech recognition compo-
nent of a target device transmitting module 604. In some
embodiments, module 606 may include adaptation result data
indicating at least a portion of received speech data has been
processed transmitting module 650. In some embodiments,
module 652 may include one or more of adaptation result data
indicating that at least a portion of the received speech data is
intended for an other device transmitting to the other device
module 654 and adaptation result data comprising the adap-
tation data and indicating that at least a portion of the received
speech data is intended for an other device transmitting mod-
ule 656.

[0159] Referring again to FIG. 6, e.g., FIG. 6B, in some
embodiments, module 160 may include one or more of adap-
tation result data based on a measure of success of at least one
portion of a speech-facilitated transaction corresponding to
the received speech data transmitting module 608, adaptation
result data comprising a list of at least one word that was a
portion of the received speech data and that was improperly
interpreted during speech data processing transmitting mod-
ule 618, and adaptation result data comprising at least one
phoneme appearing in at least one improperly interpreted
word transmitting module 620. In some embodiments, mod-
ule 608 may include adaptation result data comprising a rep-
resentation of success of at least one portion of a speech-
facilitated transaction corresponding to the received speech
data transmitting module 610. In some embodiments, module
610 may include one or more of adaptation result data com-
prising a numeric representation of success provided by the
particular party of at least one portion of a speech-facilitated
transaction corresponding to the received speech data trans-
mitting module 612 and adaptation result data comprising a
numeric representation of success of at least one portion of a
speech-facilitated transaction corresponding to the received
speech data transmitting module 614. In some embodiments,
module 614 may include adaptation result data comprising
confidence rate of correct interpretation of at least one portion
of the speech-facilitated transaction corresponding to the
received speech data transmitting module 616.

[0160] Following are a series of flowcharts depicting
implementations. For ease of understanding, the flowcharts
are organized such that the initial flowcharts present imple-
mentations via an example implementation and thereafter the
following flowcharts present alternate implementations and/
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or expansions of the initial flowchart(s) as either sub-compo-
nent operations or additional component operations building
on one or more earlier-presented flowcharts. Those having
skill in the art will appreciate that the style of presentation
utilized herein (e.g., beginning with a presentation of a flow-
chart(s) presenting an example implementation and thereafter
providing additions to and/or further details in subsequent
flowcharts) generally allows for a rapid and easy understand-
ing of the various process implementations. In addition, those
skilled in the art will further appreciate that the style of
presentation used herein also lends itself well to modular
and/or object-oriented program design paradigms.

[0161] Further, in FIGS. 7-12 and in the figures to follow
thereafter, various operations may be depicted in a box-
within-a-box manner. Such depictions may indicate that an
operation in an internal box may comprise an optional
example embodiment of the operational step illustrated in one
or more external boxes. However, it should be understood that
internal box operations may be viewed as independent opera-
tions separate from any associated external boxes and may be
performed in any sequence with respect to all other illustrated
operations, or may be performed concurrently. Still further,
these operations illustrated in FIG. 7 as well as the other
operations to be described herein may be performed by at
least one of a machine, an article of manufacture, or a com-
position of matter.

[0162] Referring again to FIG. 7, FIG. 7 shows operation
700, which may include operation 702 depicting receiving
speech data correlated to one or more words spoken by a
particular party. For example, FIG. 1, e.g., FIG. 1E, shows
speech data correlated to one or more particular party spoken
words receiving module 152 receiving (e.g., either by receiv-
ing data, or by a sensor providing notification, e.g., a micro-
phone of a device) speech data (e.g., compressed audio data)
correlated to one or more words (e.g., speech of a user placing
an order for hot wings and fries at an automated drive-thru
window that accepts speech input) spoken by a particular
party (e.g., a user of the automated drive-thru window).

[0163] Referring again to FIG. 7, operation 700 may
include operation 704 depicting receiving adaptation data
that is at least partly based on at least one speech interaction
of a particular party that is discrete from the received speech
data, wherein at least a portion of the adaptation data has been
stored on a particular device associated with the particular
party. For example, FIG. 1, e.g., FIG. 1E, shows adaptation
data at least partly based on discrete speech interaction of
particular party separate from detected speech data, and has
been stored on a particular party-associated particular device
receiving module 154 receiving adaptation data (e.g., a set of
proper noun pronunciations, e.g., food items, e.g., “Chunky’s
Best Wings,” or “Big Mac”) that is at least partly based on at
least one speech interaction (e.g., a previous fast food order at
a similar automated drive-thru window at a Big Boy restau-
rant) of a particular party (e.g., the user, sitting in her car,
ordering a meal) that is discrete from the detected speech data
(e.g., the speech data of the user placing the order for hot
wings and fries at the automated drive-thru window ), wherein
at least a portion of the adaptation data (e.g., a set of proper
noun pronunciations, e.g., food items, e.g., “Chunky’s Best
Wings,” or “Big Mac”) has been stored (e.g., at one point was
stored, if only temporarily) on a particular device (e.g., a
user’s cellular phone, on removable memory) associated with
the particular party (e.g., in this instance it may merely be
carried by the user and in range of the automated drive thru
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window, or it may broadcast a signal indicating that the device
is associated with the party that is speaking when it detects
that the user is speaking).

[0164] Referring again to FIG. 7, operation 700 may
include operation 706 depicting obtaining target data regard-
ing a target configured to process at least a portion of the
received speech data. For example, FIG. 1, e.g., FIG. 1E,
shows target data regarding a target configured to process at
least a portion of the received speech data acquiring module
156 obtaining (e.g., generating, receiving from an internal
component, receiving from an external device, or the like)
target data (e.g., a listing of, and, in some embodiments, more
information about a target device, e.g., a status of the auto-
mated drive-thru window, e.g., “ready to receive an order”)
regarding a target (e.g., a device for which the speech is
intended, e.g., the automated drive thru-window, or in other
embodiments, a list of devices that can process a portion of
the speech data) configured to process at least a portion of the
received speech data (e.g., capable of performing one or more
operations on the speech data that was received, e.g., speech
of a user placing an order for hot wings and fries at an
automated drive-thru window that accepts speech input)
[0165] Referring again to FIG. 7, operation 700 may
include operation 708 depicting determining whether to
apply the adaptation data for processing at least a portion of
the received speech data, at least partly based on the acquired
target data. For example, FIG. 1, e.g., FIG. 1E, shows appli-
cation of adaptation data for processing at least a portion of
the received speech data determining module 158 determin-
ing whether to apply (e.g., load the proper noun pronuncia-
tions into the processing unit so that the proper noun pronun-
ciations can be used in interpreting the speech) the adaptation
data (e.g., a set of proper noun pronunciations, e.g., food
items, e.g., “Chunky’s Best Wings,” or “Big Mac”) for pro-
cessing at least a portion of the received speech data (e.g., the
user’s order), at least partly based on the acquired target data
(e.g., the data that indicates the automated drive thru is ready
to receive and process speech).

[0166] Referring again to FIG. 7, operation 700 may
include operation 710 depicting transmitting adaptation
result data that is based on at least one aspect of the received
speech data. For example, FIG. 1, e.g., FIG. 1E, shows adap-
tation result data based on at least one aspect of the received
speech data transmitting module 160 transmitting adaptation
result data (e.g., a signal indicating that the speech was
received, or, in some embodiments, a signal indicating that
the speech was received and processed, or, in some embodi-
ments, a signal indicating that the speech was received, but
not processed, or, in some embodiments, a signal indicating
that the speech was received and determined to be intended
for the device that received it, or, in some embodiments, a
signal indicating that the speech was received and determined
to be intended for a different device than the device that
received the speech data) that is based on at least one aspect of
the received speech data (e.g., either a characteristic of the
speech data itself, or a result of attempting to process the
speech data, or other data that will be discussed in more detail
herein, and which was elaborated upon in one or more of the
previous applications incorporated by reference, supra).
[0167] FIGS. 8A-8E depict various implementations of
operation 702, according to embodiments. Referring now to
FIG. 8A, operation 704 may include operation 802 depicting
receiving speech that is spoken by the particular party. For
example, FIG. 2, e.g., FIG. 2A, shows words spoken by the
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particular party receiving module 202 receiving speech (e.g.,
the user says “please withdraw two hundred dollars from
checking account number 8675309”) that is spoken by the
particular party (e.g., the user).

[0168] Referring again to FIG. 8A, operation 802 may
include operation 804 depicting receiving, using a micro-
phone, speech that is spoken by the particular party. For
example, FIG. 2, e.g., FIG. 2A, shows words spoken by the
particular party receiving using a microphone module 204
receiving, using a microphone (e.g., a microphone built in to
an airline ticket dispensing terminal device), speech that is
spoken by the particular party (e.g., “please show me if there
are any earlier flights to Washington, D.C.”).

[0169] Referring again to FIG. 8A, operation 802 may
include operation 806 depicting receiving speech that is spo-
ken by the particular party in response to a query from a target
device. For example, FIG. 2, e.g., FIG. 2A, shows words
spoken by the particular party receiving in response to target
device query module 206 receiving speech (e.g., receiving a
user command given to a video game, e.g., a first person
shooter, being played on a video game system) that is spoken
by the particular party (e.g., the player of the video game) in
response to a query (e.g., “please give a command to your
teammate player” from a target device (e.g., from the video
game system, or from the game itself).

[0170] Referring again to FIG. 8A, operation 806 may
include operation 808 depicting receiving speech that is spo-
ken by the particular party in response to a displaying of a
question on a screen of the target device. For example, FI1G. 2,
e.g., FIG. 2A, shows words spoken by the particular party
receiving in response to displaying an on-screen question of
the target device module 208 receiving speech that is spoken
by the particular party (e.g., a user orders a large pizza with
ham, pepperoni, and sausage) in response to a displaying of a
question (e.g., “please state your order”) on a screen of the
target device (e.g., an automated order-placing terminal
device inside a restaurant).

[0171] Referring again to FIG. 8A, operation 806 may
include operation 810 depicting receiving speech that is spo-
ken by the particular party in response to a question spoken by
a computer-generated voice generated by the target device.
For example, FIG. 2, e.g., FIG. 2A, shows words spoken by
the particular party receiving in response to a question read
aloud by a target device generated voice module 210 receiv-
ing speech that is spoken by the particular party (e.g., the user
speaks the command “show me directions to 410 4th Street™)
in response to a question spoken by a computer generated
voice (e.g., “please say the place you would like to travel to”)
generated by the target device (e.g., a personal navigation
system, e.g., personal navigation system 41).

[0172] Referring again to FIG. 8A, operation 802 may
include operation 812 depicting receiving speech that is spo-
ken by the particular party and directed to a target device. For
example, FIG. 2, e.g., FIG. 2A, shows words spoken by the
particular party and directed to the target device receiving
module 212 receiving speech that is spoken by the particular
party (e.g., the user gives a command “make twenty-five
copies at fifty percent contrast”) and directed (e.g., the par-
ticular party is speaking to) to a target device (e.g., a speech-
enabled copying machine device).

[0173] Referring again to FIG. 8A, operation 812 may
include operation 814 depicting receiving speech that is spo-
ken by the particular party, said speech configured to be
interpreted by the target device. For example, FIG. 2, e.g.,
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FIG. 2A, shows words configured to be interpreted by the
target device and spoken by the particular party in a manner
directed to the target device receiving module 214 receiving
speech that is spoken by the particular party (e.g., the user
gives a command, e.g., “play my playlist number six”), said
speech configured to be interpreted (e.g., processed into a
command that can be executed) by the target device (e.g., a
speech-enabled media player hooked into a home theater
system).

[0174] Referring now to FIG. 8B, operation 702 may
include operation 816 depicting receiving speech data com-
prising a representation of speech that is spoken by the par-
ticular party. For example, FIG. 2, e.g., FIG. 2B, shows
speech data comprising a representation of particular party
spoken word receiving module 216 receiving speech data
comprising a representation of speech (e.g., a Waveform
Audio File (“WAV™) file) that is spoken by the particular party
(e.g., the user gives a command “activate the home security
perimeter system”).

[0175] Referring again to FIG. 8B, operation 816 may
include operation 818 depicting receiving speech data com-
prising a recording of speech that is spoken by the particular
party. For example, FIG. 2, e.g., FIG. 2B, shows speech data
comprising a recording of particular party spoken word
receiving module 218 receiving speech data comprising a
recording of speech that is spoken by the particular party
(e.g., the user gives a command “compile the program ‘nev-
er_rush’).

[0176] Referring again to FIG. 8B, operation 816 may
include operation 820 depicting receiving speech data com-
prising a retransmission of speech that is spoken by the par-
ticular party. For example, FIG. 2, e.g., FIG. 2B, shows
speech data comprising a speech data comprising a retrans-
mission of particular party spoken word receiving module
220 receiving speech data (e.g., a user ordering a bag of chili
cheese fries) comprising a retransmission (e.g., the device
that received the speech, either as speech directly from the
user or as speech data from a different device, has retransmit-
ted the received speech, whether modified or not) that is
spoken by the particular party (e.g., a user ordering chili
cheese fries).

[0177] Referring again to FIG. 8B, operation 816 may
include operation 822 depicting receiving speech data com-
prising a numeric representation of speech that is spoken by
the particular party. For example, FIG. 2, e.g., FIG. 2B, shows
speech data comprising a numeric representation of particular
party spoken word receiving module 222 receiving speech
data comprising a numeric representation of speech (e.g.,
speech compressed into a numeric string representing one or
more components of speech) that is spoken by the particular
party (e.g., a user says to a microwave oven “operate at eighty
percent power for ninety seconds™).

[0178] Referring again to FIG. 8B, operation 816 may
include operation 824 depicting receiving speech data corre-
sponding to received speech spoken by the particular party
that has been at least partially processed. For example, FI1G. 2,
e.g., FIG. 2B, shows speech data corresponding to partially
processed particular party spoken word receiving module 224
receiving speech data (e.g., compressed data representing
speech) corresponding to received speech spoken by the par-
ticular party (e.g., “increase the volume™ spoken by a user to
into a remote control device, but directed at the television)
that has been at least partially processed (e.g., the speech data
may be compressed, or in other embodiments, a header may
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be added, or in other embodiments, one or more of the words
may be interpreted, or in other embodiments, noise or non-
word utterances may be filtered, flagged, or removed).
[0179] Referring again to FIG. 8B, operation 824 may
include operation 826 depicting receiving speech data corre-
sponding to received speech spoken by the particular party
that has had one or more non-lexical vocables removed from
the speech data. For example, FIG. 2, e.g., FIG. 2B, shows
speech data corresponding to partially processed particular
party spoken speech with non-lexical vocable removed
receiving module 226 receiving speech data (e.g., received
speech processed and compressed into MPEG-2 Audio Layer
IIT (“MP3”) format corresponding to received speech (e.g.,
the user speaks, “la la, I would like a western bacon cheese-
burger and large fries”) that has had one or more non-lexical
vocables (e.g., “la 1a”) removed from the speech data.
[0180] Referring again to FIG. 8B, operation 824 may
include operation 828 depicting receiving speech data corre-
sponding to received speech spoken by the particular party
that has been at least partially anonymized. For example, F1G.
2,e.g., FIG. 2B, shows speech data corresponding to partially
anonymized particular party spoken word receiving module
228 receiving speech data (e.g., a representation of speech
that is operable on by one or more processors) corresponding
to received speech (e.g., “I would like to purchase a train
ticket to Colorado”) spoken by the particular party (e.g., a
user speaking to an automated train ticket transaction termi-
nal device) that has been at least partially anonymized (e.g.,
particular features that the speaker has, e.g., accent, etc., have
been filtered out of the speech data).

[0181] Referring now to FIG. 8C, operation 824 may
include operation 830 depicting receiving speech data corre-
sponding to received speech spoken by the particular party
that has been at least partially analyzed without altering the
speech data. For example, FIG. 2, e.g., FIG. 2C, shows speech
data corresponding to analyzed and unaltered particular party
spoken word receiving module 230 receiving speech data
corresponding to received speech spoken by the particular
party (e.g., representation of the user speaking the words
“tune to channel four two seven”) that has been at least par-
tially analyzed (e.g., the received speech data contains a flag
indicating that a device previously has determined that this
speech is intended for the television, which was determined
by partially analyzing the speech to determine that the word
“channel” and a number were present).

[0182] Referring again to FIG. 8C, operation 830 may
include operation 832 depicting receiving speech data corre-
sponding to received speech spoken by the particular party
that has been at least partially analyzed to determine a target
device to which the speech spoken by the particular party is
directed. For example, FIG. 2, e.g., FIG. 2C, shows speech
data corresponding to analyzed particular party spoken word
to determine a target device to which the particular party
spoken word is directed receiving module 232 receiving
speech data corresponding to received speech spoken by the
particular party (e.g., a data representation of the user speak-
ing “reduce the ambient temperature by five degrees” that has
been at least partially analyzed to determine a target device to
which the speech spoken by the particular party is directed
(e.g., in a system with a GPS navigation device, e.g., GPS
navigation device 41, and a motor vehicle control system,
e.g., motor vehicle control system 42, the received speech
data has been partially analyzed, e.g., by the GPS navigation
device, that determined that the speech data regarding tem-

Dec. 5, 2013

perature control is directed to a motor vehicle control system,
e.g., motor vehicle control system 42, because a GPS navi-
gation device cannot change the ambient temperature).
[0183] Referring again to FIG. 8C, operation 824 may
include operation 834 depicting receiving speech data corre-
sponding to received speech spoken by the particular party to
which header data has been added. For example, FIG. 2, e.g.,
FIG. 2C, shows speech data correspond to particular party
spoken word with header added receiving module 234 receiv-
ing speech data corresponding to received speech spoken by
the particular party (e.g., data corresponding to the speech
“record Friends on channel 429 at 8:30 pm on Saturday™) to
which header data (e.g., data indicating that the user had the
“TV command” button on the remote control depressed when
she spoke the command to record Friends) has been added
(e.g., the remote control may have added that data, or in
another embodiment, the remote control may have trans-
ferred the data that the “TV command” button was depressed
to an intermediate device, e.g., an audio/visual receiver,
which speech data and adds the header, and the header-added
speech data is received).

[0184] Referring again to FIG. 8C, operation 834 may
include operation 836 depicting receiving speech data corre-
sponding to received speech spoken by the particular party to
which header data identifying a device that received the
speech spoken by the particular party has been added. For
example, FIG. 2, e.g., FIG. 2C, shows speech data correspond
to particular party spoken word with header identifying spo-
ken word receiving device added receiving module 236
receiving speech data corresponding to received speech spo-
ken by the particular party (e.g., data corresponding to a
driver speaking the words “display a map of the twenty-fifth
floor” spoken toward an automated help/information termi-
nal) to which header data identifying a device that received
the speech spoken by the particular party (e.g., a cellular
telephone device that picked up the words spoken by the
particular party) has been added (e.g., the identifying infor-
mation may be general, e.g., “a smart phone,” or “an Apple-
branded smartphone) or may be specific (e.g., Apple iPhone 5
with identification number #B352062”).

[0185] Referring again to FIG. 8C, operation 702 may
include operation 838 depicting receiving a signal indicating
that a device has obtained speech data. For example, FIG. 2,
e.g., FIG. 2C, shows signal indicating that a device has
obtained speech data receiving module 238 receiving a signal
(e.g., data indicating that speech data has been obtained)
indicating that a device (e.g., a particular device, e.g., a cel-
Iular telephone device) has obtained speech data (e.g., data
corresponding to a user speaking “show me a map to the
nearest bathroom” that is directed toward an automated help/
information terminal).

[0186] Referring again to FIG. 8C, operation 702 may
include operation 840 depicting receiving the speech data
from the indicated device. For example, F1G. 2, e.g., FIG. 2C,
shows speech data receiving from indicated device module
240 receiving the speech data (e.g., the data corresponding to
the user saying “show me a map to the nearest bathroom”
from the indicated device (e.g., receiving the speech data
from the cellular telephone device).

[0187] Referring again to FIG. 8C, operation 838 may
include operation 842 depicting receiving a signal indicating
that the particular device has obtained speech data. For
example, FIG. 2, e.g., FIG. 2C, shows signal indicating that
particular device has obtained speech data receiving module
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242 receiving a signal indicating that the particular device
(e.g., a universal remote control) has obtained speech data
(e.g., data corresponding to the user speaking the words
“switch input from cable box to Blu-ray player”).

[0188] Referring now to FIG. 8D, operation 702 may
include operation 844 depicting receiving speech data com-
prising previously recorded one or more words spoken by the
particular party, and a timestamp corresponding to a time at
which the one or more words spoken by the particular party
were recorded. For example, FIG. 2, e.g., FIG. 2D, shows
speech data comprising previously recorded one or more
particular party spoken words and a timestamp of the time of
recording of the one or more particular party spoken words
244 receiving speech data comprising previously recorded
one or more words spoken by the particular party (e.g., “make
fifty-five copies using 84-brightness paper”), and a timestamp
corresponding to a time at which the one or more words
spoken by the particular party were recorded (e.g., 4:02:02
pm, Sep. 3, 2012).

[0189] Referring again to FIG. 8D, operation 702 may
include operation 846 depicting receiving speech data that
comprises a compressed version of data correlated to one or
more words spoken by the particular party. For example, FI1G.
2,e.g., FIG. 2D, shows speech data comprising a compressed
version of data correlated to one or more particular party
spoken words receiving module 246 receiving speech data
that comprises a compressed version of data (e.g., com-
pressed using a Lempel-Ziv compression method) correlated
to one or more words spoken by the particular party (e.g., “I
would like to buy two Nats tickets™).

[0190] Referring again to FIG. 8D, operation 702 may
include operation 848 depicting receiving audio data corre-
sponding to one or more words spoken by the particular party.
For example, FIG. 2, e.g., FIG. 2D, shows speech data com-
prising audio data corresponding to one or more particular
party spoken words receiving module 248 receiving audio
data corresponding to one or more words spoken by the
particular party (e.g., speaking the words “I would like a large
popcorn, two sodas, and a box of M&Ms” to an automated
movie concession dispensing stand).

[0191] Referring again to FIG. 8D, operation 702 may
include operation 850 depicting receiving, from a further
device, speech data correlated to one or more words spoken
by a particular party. For example, FIG. 2, e.g., FIG. 2D,
shows speech data correlated to one or more particular party
spoken words receiving from further device module 250
receiving, from a further device (e.g., from a universal remote
control, e.g., personal device 22A), speech data correlated to
one or more words spoken by a particular party (e.g., “play the
DVD in slot twenty-five”).

[0192] Referring again to FIG. 8D, operation 850 may
include operation 852 depicting receiving, from the further
device, audio data derived from one or more words spoken by
the particular party. For example, FIG. 2, e.g., FIG. 2D, shows
audio data derived from one or more particular party spoken
words receiving from further device module 252 receiving,
from the further device (e.g., a cellular telephone device),
audio data derived from (e.g., processed from the actual
speech of) one or more words spoken by the particular party
(e.g., a user ordering a pizza at an automated order-taking
device).

[0193] Referring again to FIG. 8D, operation 852 may
include operation 854 depicting receiving, from the further
device, audio data derived from one or more words spoken by
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the particular party and detected by the further device. For
example, FIG. 2, e.g., FIG. 2D, shows audio data derived
from one or more particular party spoken words detected by
further device receiving from further device module 254
receiving, from the further device (e.g., a speech receiving
module of a home security system installed in each room),
audio data derived from one or more words spoken by the
particular party (e.g., “unlock the safe in the closet”) and
detected by the further device (e.g., a speech receiving mod-
ule of a home security system).

[0194] Referring again to FIG. 8D, operation 852 may
include operation 856 depicting receiving, from the further
device, audio data derived from one or more words spoken by
the particular party and recorded by the further device. For
example, FIG. 2, e.g., FIG. 2D shows audio data derived from
one or more particular party spoken words recorded by fur-
ther device receiving from further device module 256 receiv-
ing, from the further device (e.g., a personal conversation
monitoring device), audio data derived from one or more
words spoken by the particular party (e.g., speaking the words
“twelve blue pens and three legal pads™ to an automated office
supply dispenser).

[0195] Referring again to FIG. 8D, operation 852 may
include operation 858 depicting receiving, from the further
device, audio data derived by the further device from one or
more words spoken by the particular party and detected by the
particular device. For example, FIG. 2, e.g., FIG. 2D, shows
audio data derived from one or more particular party words
detected by particular device receiving from further device
module 258 receiving, from the further device (e.g., a GPS
navigation device, e.g., GPS navigation device 41), audio
data derived by the further device from one or more words
spoken by the particular party (e.g., “give me directions to the
nearest Five Guys burger shack™) and detected by the particu-
lar device (e.g., a cellular telephone device).

[0196] FIGS. 9A-9Q depict various implementations of
operation 704, according to embodiments. Referring now to
FIG. 9A, operation 704 may include operation 902 depicting
receiving data comprising one or more words and corre-
sponding pronunciations of the one or more words that is at
least partly based on at least one speech interaction of the
particular party, said at least one speech interaction of the
particular party discrete from the detected speech data,
wherein at least a portion of the adaptation data has been
stored on the particular device associated with the particular
party. For example, FIG. 3, e.g., FIG. 3A, shows adaptation
data comprising one or more words and corresponding pro-
nunciations of the one or more words at least partly based on
discrete speech interaction of particular party separate from
detected speech data, and has been stored on a particular
party-associated particular device acquiring module 302
acquiring data comprising one or more words (e.g., “pep-
peroni,” “cheese,” and “anchovies”) and corresponding pro-
nunciations of the one or more words that is at least partly
based on one speech interaction of the particular party (e.g.,
using a cellular telephone device to order a pizza), said at least
one speech interaction of the particular party discrete from
the detected speech data (e.g., the user is placing an order at an
automated drive-thru window), wherein at least a portion of
the adaptation data has been stored on the particular device
(e.g., the cellulartelephone used to order the pizza) associated
with the particular party (e.g., owned by the user).

[0197] Referring again to FIG. 9A, operation 902 may
include operation 904 depicting receiving data comprising



US 2013/0325453 Al

one or more words and corresponding pronunciations of the
one or more words that is at least partly based on at least one
previous training by the particular party providing the pro-
nunciations of the one or more words in response to prompt-
ing, that is discrete from the detected speech data, wherein at
least a portion of the adaptation data has been stored on the
particular device associated with the particular party. For
example, FIG. 3, e.g., FIG. 3A, shows adaptation data com-
prising one or more words and corresponding pronunciations
of'the one or more words at least partly based on at least one
previous training by the particular party separate from
detected speech data, and has been stored on a particular
party-associated particular device acquiring module 304
acquiring data comprising one or more words (e.g., “Boston,”
“Austin,” and “flossed”) and corresponding pronunciations of
the one or more words that is at least partly based on at least
one previous training by the particular party providing the
pronunciations of the one or more words in response to
prompting (e.g., displaying on a computer screen), that is
discrete from the detected speech data (e.g., data used in a
transaction of buying a train ticket from a speech-enabled
automated ticket dispenser), wherein at least a portion of the
adaptation data has been stored on the particular device (e.g.,
a USB device that can also transmit and receive, that was
previously inserted into the computer during or after the
user’s training, and is now carried by the user) associated with
the particular party (e.g., the USB device is a necklace, wrist-
band, watch, or pair of eyeglasses that the user is wearing).

[0198] Referring again to FIG. 9A, operation 904 may
include operation 906 depicting receiving adaptation data
comprising one or more words and corresponding pronuncia-
tions of the one or more words that is at least partly based on
at least one previous training by the particular party repeating
the pronunciations of the one or more words in response to
prompting by the particular device, that is discrete from the
detected speech data corresponding to an order placed by the
particular party at an automated drive-thru terminal that
accepts speech input, wherein at least a portion of the adap-
tation data has been stored on the particular device associated
with the particular party. For example, FIG. 3, e.g., FIG. 3,
shows adaptation data comprising one or more words and
corresponding pronunciations of the one or more words at
least partly based on at least one previous training by the
particular party separate from detected speech data corre-
sponding to an order placed by the particular party at an
automated drive-thru terminal that accepts speech input, and
has been stored on a particular party-associated particular
device acquiring module 306 acquiring adaptation data com-
prising one or more words (e.g., “national,” “first,” “bank,”
“money,” and “personal identification number”) and corre-
sponding pronunciations of the one or more words that is at
least partly based on at least one previous training by the
particular party repeating the pronunciations of the one or
more words in response to prompting by the particular device
(e.g., acustom headset that the user wears and which provides
audio prompting to the user through the earphone portion of
the headset), that is discrete from the detected speech data
corresponding to an order placed by the particular party at an
automated drive-thru terminal that accepts speech input,
wherein at least a portion of the adaptation data has been
stored on the particular device (e.g., the training data was
briefly stored at the headset and then transferred to a location
within a cloud network) associated with the particular party
(e.g., used by the user at one point previously).
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[0199] Referring again to FIG. 9A, operation 906 may
include operation 908 depicting receiving adaptation data
comprising one or more words and corresponding pronuncia-
tions of the one or more words that is at least partly based on
at least one previous training by the particular party repeating
the pronunciations of the one or more words in response to
prompting by a cellular telephone device with a screen and a
memory, that is discrete from the detected speech data corre-
sponding to an order for food placed by the particular party at
an automated drive-thru terminal that accepts speech input,
wherein at least a portion of the adaptation data has been
stored on the cellular telephone device associated with the
particular party. For example, FIG. 3, e.g., FIG. 3A, shows
adaptation data comprising one or more words and corre-
sponding pronunciations of the one or more words at least
partly based on at least one previous training by the particular
party in response to cellular telephone device prompting
separate from detected speech data corresponding to an order
placed by the particular party at an automated drive-thru
terminal that accepts speech input, and has been stored on a
particular party-associated particular device acquiring mod-
ule 308 acquiring adaptation data comprising one or more
words (e.g., “cheeseburger,” “small,” “medium,” and “large”)
and corresponding pronunciations of the one or more words
that is at least partly based on at least one previous training by
the particular party repeating the pronunciations of the one or
more words in response to prompting by a cellular telephone
device with a screen (e.g., user interface 135) and a memory
(e.g., memory 134), that is discrete from the detected speech
data corresponding to an order for food placed by the particu-
lar party at an automated drive-thru terminal that accepts
speech input, wherein at least a portion of the adaptation data
has been stored on the cellular telephone device associated
with the particular party.

[0200] Referring now to FIG. 9B, operation 908 (e.g.,
operations 904, 906, and 908 have been abbreviated for clar-
ity, but are the same as in FIG. 9A) may include operation 910
depicting receiving adaptation data comprising one or more
words and corresponding pronunciations of the one or more
words that is at least partly based on at least one previous
training by the particular party repeating the pronunciations
of the one or more words in response to prompting by a
cellular telephone device with a screen and a memory, that is
discrete from the detected speech data corresponding to an
order for food placed by the particular party at an automated
drive-thru terminal that accepts speech input, wherein at least
aportion of the adaptation data has been stored on the cellular
telephone device that is linked to the particular party through
a contract with a telecommunications provider. For example,
FIG. 3, e.g., FIG. 3A, shows adaptation data comprising one
or more words and corresponding pronunciations of the one
or more words at least partly based on at least one previous
training by the particular party in response to cellular tele-
phone device prompting separate from detected speech data
corresponding to an order placed by the particular party at an
automated drive-thru terminal that accepts speech input, and
has been stored on a particular device linked to the particular
party through a contract with a telecommunications provider
acquiring module 310 comprising one or more words and
corresponding pronunciations (e.g., “money,” “yes,” “no,”
and “please repeat that”) of the one or more words that is at
least partly based on at least one previous training by the
particular party repeating the pronunciations of the one or
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more words in response to prompting by a cellular telephone
device with a screen (e.g., user interface 135) and a memory
(e.g., memory 134),

[0201] Referring now to FIG. 9C, operation 704 may
include operation 912 depicting receiving adaptation data
that is at least partly based on at least one speech interaction
of the particular party that occurred that occurred at a difter-
ent time and a different location than a speech interaction
prior to a speech interaction that generated the detected
speech data, wherein at least a portion of the adaptation data
has been stored on the particular device associated with the
particular party. For example, FIG. 3, e.g., FIG. 3B, shows
adaptation data at least partly based on discrete speech inter-
action of particular party prior to speech interaction generat-
ing detected speech data, and has been stored on a particular
party-associated particular device receiving module 312
acquiring adaptation data (e.g., a noise level dependent filtra-
tion algorithm) that is at least partly based on at least one
speech interaction (e.g., giving speech commands to an auto-
mated teller machine device at a Jun. 20, 2011 baseball game
in Washington, D.C.) of the particular party that occurred at a
different time (e.g., Jun. 20, 2011) and a different location
(e.g., Washington, D.C.) than a speech interaction prior to a
speech interaction that generated the speech adaptation data
(e.g., using an automated teller machine at a KISS concert in
Philadelphia, Pa., on Nov. 4, 2011), wherein at least a portion
of the adaptation data has been stored on a particular device
associated with the particular party (e.g., the adaptation data,
which usually resides in cloud storage, was transmitted to the
user’s cellular telephone device, then transmitted to the auto-
mated teller machine device).

[0202] Referring again to FIG. 9C, operation 704 may
include operation 914 depicting acquiring at least a portion of
adaptation data that is at least partly based on at least one
speech interaction of the particular party that occurred prior
to a speech interaction that generated the detected speech
data, wherein at least a portion of the adaptation data has been
stored on the particular device associated with the particular
party. For example, FIG. 3, e.g., FIG. 3B, shows adaptation
data at least partly based on discrete speech interaction of
particular party occurring prior to speech interaction gener-
ating detected speech data, and has been stored on a particular
party-associated particular device acquiring module 314
acquiring at least a portion of adaptation data (e.g., an emo-
tion-based pronunciation adjustment algorithm) that is at
least partly based on at least one speech interaction of the
particular party (e.g., programming a speech-operated micro-
wave oven) that occurred prior to a speech interaction that
generated the detected speech data (e.g., programming a PVR
to record the “30 Rock™ television show), wherein at least a
portion of the adaptation data has been stored on a particular
device (e.g., in a hard drive on a home computer that is
networked to other devices in the house) associated with the
particular party (e.g., the home computer is configured to
manage the adaptation data for the particular party and to
transmit it to personal devices and/or to target devices).

[0203] Referring again to FIG. 9C, operation 914 may
include operation 916 depicting receiving, from the particular
device, adaptation data that is at least partly based on at least
one speech interaction of the particular party that occurred
prior to a speech interaction that generated the detected
speech data, wherein at least a portion of the adaptation data
has been stored on the particular device associated with the
particular party. For example, FIG. 3, e.g., FIG. 3B, shows
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adaptation data at least partly based on discrete speech inter-
action of particular party occurring prior to speech interaction
generating detected speech data, and has been stored on a
particular party-associated particular device receiving from
the particular device module 316 receiving (e.g., a cellular
telephone device, e.g., an iPhone, carried by a user, receives),
from the particular device (e.g., a programmable universal
remote control) adaptation data (e.g., a syllable pronunciation
database) that is at least partly based on at least one speech
interaction of the particular party (e.g., using speech to enter
in “ESPN” and “Comedy Central” as favorite networks into
the cable box) that occurred prior to a speech interaction that
generated the detected speech data (e.g., the user using speech
to command a television to move to a particular channel, e.g.,
ESPN-2), wherein at least a portion of the adaptation data has
been stored on a particular device associated with the particu-
lar party (e.g., at least a portion of the syllable pronunciation
database) has been stored on the particular device associated
with the particular party (e.g., the universal remote control,
which has been programmed by the user, and that is config-
ured to store at least a portion of adaptation data).

[0204] Referring again to FIG. 9C, operation 916 may
include operation 918 depicting receiving, from a memory of
the particular device, adaptation data that is at least partly
based on at least one speech interaction of the particular party
that occurred prior to a speech interaction that generated the
detected speech data, wherein the adaptation data has been
stored on the particular device associated with the particular
party. For example, FIG. 3, e.g., FIG. 3B, shows adaptation
data at least partly based on discrete speech interaction of
particular party occurring prior to speech interaction gener-
ating detected speech data, and has been stored on a particular
party-associated particular device receiving directly from the
particular device memory module 318 receiving (e.g., a CPU
of a tablet device, e.g., an Asus A500 internally receiving
from a bus connected to the processor), from a memory of the
particular device (e.g., which may be removable memory,
e.g., an SD or Micro SD card) or fixed memory (e.g., internal
device RAM), adaptation data (e.g., an accent-based pronun-
ciation modification algorithm) that is at least partly based on
at least one speech interaction of the particular party (e.g., the
user, when driving his Honda Civic motor vehicle command-
ing that the windows be lowered) that occurred prior to a
speech interaction that generated the detected speech data
(e.g., after the user trades in a Honda Civic motor vehicle for
an Acura TL motor vehicle, the user commands the Acura TL
to lower the windows), wherein the adaptation data has been
stored on a particular device (e.g., the tablet device, e.g., the
Asus AS500) associated with the particular party (e.g., is
known by the vehicle as associated with a particular party).

[0205] Referring now to FIG. 9D, operation 914 may
include operation 920 depicting receiving, from a communi-
cation network provider, adaptation data that is at least partly
based on at least one speech interaction of the particular party
that occurred prior to a speech interaction that generated the
detected speech data, wherein at least a portion of the adap-
tation data has been stored on the particular device associated
with the particular party. For example, FIG. 3, e.g., FIG. 3B,
shows adaptation data at least partly based on discrete speech
interaction of particular party occurring prior to speech inter-
action generating detected speech data, and has been stored
on a particular party-associated particular device receiving
from a communication network provider module 320 receiv-
ing (e.g., a cellular telephone device), from a communication



US 2013/0325453 Al

provider (e.g., a provider for the cellular telephone device,
e.g., AT&T), adaptation data (e.g., instructions forreplacing a
word frequency table with a modified word frequency table
that reflects the particular party’s word usage) that is at least
partly based on at least one speech interaction of the particular
party (e.g., a command given to the cellular phone device of
“update calendar to add Mrs. Jones’s birthday party on July
19th at 6 pm”) that occurred prior to a speech interaction that
generated the detected speech data (e.g., a command given to
an automated ticket dispensing machine), wherein at least a
portion of the adaptation data has been stored on a particular
device (e.g., data storing the word frequency of the interac-
tions with the cellular phone device (e.g., one usage each of
the words “calendar,” “July,” “birthday,” party,” “nineteenth”
and “6 pm”) is stored on the cellular telephone device before
sending to the communication network provider for aggrega-
tion into the modified word frequency table and/or conversion
into instructions for replacing the word frequency table with
the modified word frequency table).

[0206] Referring again to FIG. 9D, operation 920 may
include operation 922 depicting receiving, from a communi-
cation network provider, adaptation data that is at least partly
based on at least one speech interaction of the particular party
that occurred prior to a speech interaction that generated the
detected speech data, wherein at least a portion of the adap-
tation data has been stored on the particular device associated
with the particular party and previously transmitted to the
communication network provider. For example, FIG. 3, e.g.,
FIG. 3B, shows adaptation data at least partly based on dis-
crete speech interaction of particular party occurring prior to
speech interaction generating detected speech data, and has
been stored on a particular party-associated particular device
and transmitted over the communication network receiving
from a communication network provider module 322 receiv-
ing, from a communication network provider (e.g., AT&T),
adaptation data (e.g., a phoneme pronunciation database) that
is at least partly based on at least one speech interaction of the
particular party (e.g., placing a food order at an automated
walk-thru window (e.g., similar to a drive-thru window,
except you walk or conveyor belt ride through)) that occurred
prior to a speech interaction that generated the detected
speech data (e.g., withdrawing money from a speech-enabled
automated teller machine device), wherein at least a portion
of'the adaptation data (e.g., the phoneme pronunciation data-
base) has been stored on the particular device associated with
the particular party and previously transmitted to the commu-
nication network provider.

[0207] Referring again to FIG. 9D, operation 914 may
include operation 924 depicting receiving adaptation data,
from a device connected to a same network as a target device
to which the detected speech data is directed, said adaptation
data at least partly based on at least one speech interaction of
the particular party that occurred prior to a speech interaction
that generated the detected speech data, wherein at least a
portion ofthe adaptation data has been stored on the particular
device associated with the particular party. For example, FIG.
3,e.g., FIG. 3C, shows adaptation data at least partly based on
discrete speech interaction of particular party occurring prior
to speech interaction generating detected speech data, and has
been stored on a particular party-associated particular device
receiving from a device connected to a same network as a
target device to which the detected speech data is directed
module 324 receiving adaptation data (e.g., a stochastic state
transition network), from a device connected to a same net-
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work (e.g., a tablet device connected to a home network via a
router) as a target device (e.g., a safe in a home that responds
to speech commands and is connected to the home network)
to which the detected speech data is directed (e.g., it is deter-
mined, e.g., by the tablet, that the detected speech is intended
for the tablet device), said adaptation data at least partly based
on at least one speech interaction of the particular party (e.g.,
the user’s previous interaction with other portions of the
home security system, and the user’s previous interactions
with a speech- and network-enabled coffee maker) that
occurred prior to a speech interaction that generated the
detected speech data (e.g., the user programming the safe
with the code phrase that will unlock one section of the safe),
wherein at least a portion of the adaptation data has been
stored on the particular device (e.g., the tablet device) asso-
ciated with the particular party (e.g., owned by the user).

[0208] Referring again to FIG. 9D, operation 914 may
include operation 926 depicting retrieving adaptation data in
response to reception of the speech data, said adaptation data
at least partly based on at least one speech interaction of the
particular party that occurred prior to a speech interaction that
generated the detected speech data, wherein at least a portion
of'the adaptation data has been stored on the particular device
associated with the particular party. For example, FI1G. 3, e.g.,
FIG. 3C, shows adaptation data at least partly based on dis-
crete speech interaction of particular party occurring prior to
speech interaction generating detected speech data, and has
been stored on a particular party-associated particular device
receiving in response to reception of speech data module 326
retrieving adaptation data (e.g., an office assistant device
carried by employees (e.g., that might double as a security
badge/access card for certain areas) receives adaptation data
when it receives the speech data from the user) in response to
reception of the speech data (e.g., in response to the user
speaking a command to a piece of office equipment, e.g., a
copier, a vending machine, or an automated security check-
point), said adaptation data (e.g., a speech disfluency detec-
tion algorithm) at least partly based on at least one speech
interaction of the particular party (e.g., training of the par-
ticular party’s speech that happened at the beginning of her
employment, e.g., at new employee orientation) that occurred
prior to a speech interaction that generated the detected
speech data (e.g., speaking a particular code phrase to an
additional security lock to access a limited-access portion of
a company, e.g., a document retention room where confiden-
tial, protected, or limited access, e.g., medical, records are
kept), wherein at least a portion of the adaptation data (e.g., a
speech disfluency detection algorithm) has been stored on the
particular device (e.g., the office assistant device) associated
with the particular party.

[0209] Referring now to FIG. 9E, operation 704 may
include operation 928 depicting receiving adaptation data in
response to a detection of a particular condition, said adapta-
tion data at least partly based on at least one speech interac-
tion of the particular party that occurred prior to a speech
interaction that generated the detected speech data, wherein at
least a portion of the adaptation data has been stored on the
particular device associated with the particular party. For
example, FIG. 3, e.g., F1G. 3C, shows adaptation data at least
partly based on discrete speech interaction of particular party
occurring prior to speech interaction generating detected
speech data, and has been stored on a particular party-asso-
ciated particular device receiving in response to condition
module 320 acquiring adaptation data (e.g., retrieving, from a
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cloud storage service, a context-based repaired utterance pro-
cessing matrix) in response to a detection of a particular
condition (e.g., in response to detecting a broadcasting signal
being sent from a target device indicating that the target
device (e.g., an automated fast food drive-thru window) is
configured to receive adaptation data and use the adaptation
data in speech processing), said adaptation data at least partly
based on at least one speech interaction of the particular party
that occurred prior to a speech interaction that generated the
detected speech data (e.g., the particular party ordering a #6
combo meal ata popular fast food restaurant), wherein at least
aportion of the particular data has been stored on the particu-
lar device associated with the particular party (e.g., at times
when the particular party requests the adaptation data from
the cloud storage service, it is temporarily stored on the
particular device before being passed along to the target
device).

[0210] Referring again to FIG. 9E, operation 928 may
include operation 930 depicting receiving adaptation data in
response to the particular party interacting with a target
device to which the speech data is directed, said adaptation
data at least partly based on at least one speech interaction of
the particular party that occurred prior to a speech interaction
that generated the detected speech data, wherein at least a
portion ofthe adaptation data has been stored on the particular
device associated with the particular party. For example, FIG.
3,e.g., FIG. 3C, shows adaptation data at least partly based on
discrete speech interaction of particular party occurring prior
to speech interaction generating detected speech data, and has
been stored on a particular party-associated particular device
receiving in response to the particular party interacting with a
target device module 330 acquiring adaptation data (e.g., a
non-lexical vocable removal algorithm) in response to the
particular party interacting (e.g., pushing a button on) with a
target device (e.g., a speech-enabled automated teller
machine device) to which the speech data is directed (e.g., the
user is speaking to the speech-enabled automated teller
machine device), said adaptation data at least partly based on
atleast one speech interaction of the particular party (e.g., one
or more previous interactions with other automated teller
machine devices) that occurred prior to a speech interaction
that generated the detected speech data (e.g., the user com-
manding the automated teller machine device to dispense two
hundred dollars in cash from the user’s savings account),
wherein at least a portion of the adaptation data has been
stored on the particular device (e.g., transmit, store, and
receive-enabled eyeglasses) associated with the particular
party (e.g., being worn by the user).

[0211] Referring again to FIG. 9E, operation 930 may
include operation 932 depicting receiving adaptation data in
response to the particular party inserting a key into a motor
vehicle to which the speech data is directed, said adaptation
data at least partly based on at least one speech interaction of
the particular party that occurred prior to a speech interaction
that generated the detected speech data, wherein at least a
portion ofthe adaptation data has been stored on the particular
device associated with the particular party. For example, FIG.
3,e.g., FIG. 3C, shows adaptation data at least partly based on
discrete speech interaction of particular party occurring prior
to speech interaction generating detected speech data, and has
been stored on a particular party-associated particular device
receiving in response to the particular party inserting a key
into a motor vehicle interacting with a target device module
332 acquiring adaptation data (e.g., a set of proper noun
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pronunciations, e.g., names of hamburger joints) in response
to the particular party inserting a key into a motor vehicle to
which the speech data is directed (e.g., the speech data is a
command “give me directions to Beastly Burger hamburger
joint™), wherein at least a portion of the adaptation data has
been stored on the particular device (e.g., the particular device
could be the key itself, if the key is configured to store,
transmit, and receive data, or the particular device could be
the user’s smartphone, e.g., the particular device does not
necessarily need to be the device (e.g., the key) that triggers
the acquisition of adaptation data).

[0212] Referring again to FIG. 9E, operation 930 may
include operation 934 depicting receiving adaptation data in
response to the particular party executing a program on a
computing device to which the speech data is directed, said
adaptation data at least partly based on at least one speech
interaction of the particular party that occurred prior to a
speech interaction that generated the detected speech data,
wherein at least a portion of the adaptation data has been
stored on the particular device associated with the particular
party. For example, FIG. 3, e.g., FIG. 3D, shows adaptation
data at least partly based on discrete speech interaction of
particular party occurring prior to speech interaction gener-
ating detected speech data, and has been stored on a particular
party-associated particular device receiving in response to the
particular party executing a program on a computing device
module 334 acquiring adaptation data (e.g., a part-of-speech
labeling algorithm) in response to the particular party execut-
ing a program on a computing device (e.g., a word processing
program) to which speech data is directed (e.g., that is con-
figured to receive dictation of documents), said adaptation
data at least partly based on at least one speech interaction of
the particular party (e.g., previous dictations of documents
into a different word processing program on a difterent com-
puter) that occurred prior to a speech interaction that gener-
ated the detected speech data (e.g., the speech data that will be
generated by the user’s dictation), wherein at least a portion
of'the adaptation data has been stored on the particular device
(e.g., a USB key that is owned by the user and that stores her
adaptation data along with other information) associated with
the particular party (e.g., owned by the user).

[0213] Referring now to FIG. 9F, operation 928 may
include operation 936 depicting receiving adaptation data in
response to a detection of the particular party at a particular
location, said adaptation data at least partly based on at least
one speech interaction of the particular party that occurred
prior to a speech interaction that generated the detected
speech data, wherein at least a portion of the adaptation data
has been stored on the particular device associated with the
particular party. For example, FIG. 3, e.g., FIG. 3D shows
adaptation data at least partly based on discrete speech inter-
action of particular party occurring prior to speech interaction
generating detected speech data, and has been stored on a
particular party-associated particular device receiving in
response to detection of the particular party at a particular
location module 336 acquiring adaptation data in response to
a detection of the particular party at a particular location (e.g.,
within two feet of a target device, e.g., an automated airline
ticket dispensing counter), said adaptation data at least partly
based on at least one speech interaction of the particular party
that occurred prior to a speech interaction that generated the
detected speech data (e.g., speaking the name of the destina-
tion of the user’s airline ticket), wherein at least a portion of
the adaptation data (e.g., a French language substitution algo-
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rithm) has been stored on the particular device (e.g., a smart-
phone with GPS sensors) associated with the particular party
(e.g., carried by the user).

[0214] Referring again to FIG. 9F, operation 928 may
include operation 938 depicting receiving adaptation data in
response to a detection of the particular party within a par-
ticular proximity of a target device, said adaptation data at
least partly based on at least one speech interaction of the
particular party that occurred prior to a speech interaction that
generated the detected speech data, wherein at least a portion
of'the adaptation data has been stored on the particular device
associated with the particular party. For example, FIG. 3, e.g.,
FIG. 3D, shows adaptation data at least partly based on dis-
crete speech interaction of particular party occurring prior to
speech interaction generating detected speech data, and has
been stored on a particular party-associated particular device
receiving in response to detection of the particular party
within a particular proximity of a target device module 338
acquiring adaptation data (e.g., an utterance ignoring algo-
rithm) in response to a detection of the particular party (e.g.,
the user) within a particular proximity of a target device (e.g.,
the particular device acquires the adaptation data from a cloud
storage service when it receives a signal from the target
device that the target device (e.g., an automated drink dis-
pensing device) detected the particular party was within
screen-viewing distance of the automated drive-thru win-
dow), said adaptation data at least partly based on at least one
speech interaction of the particular party (e.g., the particular
party dictating a memorandum to speech-enabled word pro-
cessing that is stored on a cloud) that occurred prior to a
speech interaction that generated the detected speech data
(e.g., ordering a cherry-and-chocolate twisted lime soda
drink), wherein at least a portion of the adaptation data has
been stored on the particular device (e.g., a “smart wallet”
that, in addition to holding cash and credit cards, also can
store, transmit, and receive adaptation data, and that acquires
the adaptation data when it learns that a particular party is
within proximity to a particular type of target device) associ-
ated with the particular party (e.g., carried by the particular
party and configured to store, at least temporarily, the particu-
lar party’s adaptation data).

[0215] Referring now to FIG. 9G, operation 704 may
include operation 940 depicting receiving adaptation data
from a further device, said adaptation data at least partly
based on at least one speech interaction of the particular party
that is discrete from the detected speech data, wherein at least
a portion of the adaptation data has been stored on the par-
ticular device associated with the particular party. For
example, FIG. 3, e.g., FIG. 3E, shows adaptation data at least
partly based on discrete speech interaction of particular party
separate from detected speech data, and has been stored on a
particular party-associated particular device acquiring from a
further device module 340 acquiring adaptation data, from a
further device (e.g., from a cellular telephone device), said
adaptation data at least partly based on at least one speech
interaction of the particular party (e.g., previous commands
given to a navigation device requesting directions) that is
discrete from the detected speech data (e.g., requesting direc-
tions to Big Boy Pizza), wherein at least a portion of the
adaptation data has been stored on the particular device (e.g.,
a smart key inserted into a vehicle that can store, transmit, and
receive adaptation data) associated with the particular party
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(e.g., the driver of a car that has both onboard navigation and
apersonal GPS navigation system removably mounted to the
windshield).

[0216] Referring again to FIG. 9G, operation 940 may
include operation 942 depicting receiving adaptation data
from a further device, said adaptation data originating at the
further device and at least partly based on least one speech
interaction of the particular party that is discrete from the
detected speech data, wherein at least a portion of the adap-
tation data has been stored on the particular device associated
with the particular party. For example, FIG. 3, e.g., FIG. 3E,
shows adaptation data originating at further device and at
least partly based on discrete speech interaction of particular
party separate from detected speech data, and has been stored
on a particular party-associated particular device acquiring
from a further device module 342 acquiring adaptation data
from a further device (e.g., an office personal device, which
may be owned by the company that the user works for, and
stores at least a portion, or a version of the adaptation data),
said adaptation data originating at the further device (e.g., the
adaptation data is stored on the further device once and then
transmitted from there; e.g., the further device does not
receive the adaptation data from another source on demand)
and at least partly based on at least one speech interaction of
the particular party that is discrete from the detected speech
data (e.g., operating a piece of machinery used in that field
that responds to speech commands), wherein at least a portion
of'the adaptation data has been stored on the particular device
associated with the particular party (e.g., the adaptation data
is transferred from a further device to a particular device (e.g.,
the user’s cellular telephone, which may perform additional
modifications, or may transmit it as is to the target device,
e.g., the piece of machinery).

[0217] Referring again to FIG. 9G, operation 940 may
include operation 944 depicting receiving adaptation data
from a further device related to the particular device, said
adaptation data originating at the further device and at least
partly based on least one speech interaction of the particular
party that is discrete from the detected speech data, wherein at
least a portion of the adaptation data has been stored on the
particular device associated with the particular party. For
example, FIG. 3, e.g., FIG. 3E, shows adaptation data at least
partly based on discrete speech interaction of particular party
separate from detected speech data, and has been stored on a
particular party-associated particular device acquiring from a
further device related to the particular device module 944
acquiring adaptation data from a further device (e.g., a desk-
top computer that stores adaptation data for auser, e.g., or for
the user’s entire family) related to (e.g., both the particular
device and the further device have a login saved for the user)
the particular device (e.g., a cellular telephone device), said
adaptation data originating at the further device (e.g., the
adaptation data is stored at the further device and transmitted
to the particular device over a network, e.g., a Wi-Fi network)
and at least partly based on at least one speech interaction of
the particular party that is discrete from the detected speech
data (e.g., speech-programming a convection oven, wherein
the convection oven isn’t connected by Wi-Fi but does have a
Bluetooth connection and the cellular telephone device, as the
particular device, acquires the adaptation data from the desk-
top computer via Wi-Fi, and relays the adaptation data to the
convection oven via Bluetooth), wherein at least a portion of
the adaptation data has been stored on the particular device
(e.g., the adaptation data is stored on the cellular telephone
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device, at least temporarily, as it is received over Wi-Fi and
transmitted over Bluetooth) associated with the particular
party.

[0218] Referring again to FIG. 9G, operation 944 may
include operation 946 depicting receiving adaptation data
from a further device associated with the particular party, said
adaptation data originating at the further device and at least
partly based on least one speech interaction of the particular
party that is discrete from the detected speech data, wherein at
least a portion of the adaptation data has been stored on the
particular device associated with the particular party. For
example, FIG. 3, e.g., FIG. 3E, shows adaptation data at least
partly based on discrete speech interaction of particular party
separate from detected speech data, and has been stored on a
particular party-associated particular device acquiring from a
further device associated with the particular party module 946
acquiring adaptation data from a further device associated
with the particular party (e.g., a customized gaming controller
that the user, e.g., the player, brings to use in various guest
video game systems as well as her own), said adaptation data
originating at the further device (e.g., the adaptation data is
stored on the further device and derived from interactions of
the player with the game system using speech) and at least
partly based on at least one speech interaction of the particular
party (e.g., giving voice commands in a first-person shooter
game) that is discrete from the detected speech data (e.g.,
giving voice commands in an online soccer game), wherein at
least a portion of the adaptation data has been stored on the
particular device (e.g., a headset used by the player that pulls
adaptation data from the particular party, and either passes the
adaptation data to the target device, modifies the adaptation
data, or performs some amount of processing on the speech
data received through the microphone of the headset) associ-
ated with the particular party.

[0219] Referring again to FIG. 9G, operation 944 may
include operation 948 depicting receiving adaptation data
from a further device in communication with the particular
device, said adaptation data originating at the further device
and at least partly based on least one speech interaction of the
particular party that is discrete from the detected speech data,
wherein at least a portion of the adaptation data has been
stored on the particular device associated with the particular
party. For example, FIG. 3, e.g., FIG. 3E, shows adaptation
data at least partly based on discrete speech interaction of
particular party separate from detected speech data, and has
been stored on a particular party-associated particular device
acquiring from a further device in communication with the
particular device module 348 acquiring adaptation data from
a further device (e.g., a tablet device, e.g., an iPad) in com-
munication with (e.g., operating on a same network, whether
through 3G or Wi-Fi communication) the particular device
(e.g., a cellular device, e.g., an iPhone), said adaptation data
originating at the further device (e.g., the adaptation data is
stored and maintained on the iPad) and at least partly based on
at least one speech interaction of the particular party (e.g.,
conversations that occurred more than two days ago) that is
discrete from the detected speech data (e.g., speech from the
user buying a train ticket from an automated train ticket
dispensing device), wherein at least a portion of the adapta-
tion data has been stored on the particular device (e.g., the
iPhone receives the adaptation data from the iPad, and deter-
mines if any speech interactions have occurred in the last two
days that would result in changing the adaptation data, and, if
so, modifies the adaptation data, before sending the adapta-
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tion data to the target device, e.g., the automated train ticket
dispensing device) associated with the particular party (e.g.,
the user).

[0220] Referring now to FIG. 9H, operation 944 may
include operation 950 depicting receiving adaptation data
from a further device that is at least partially controlled by the
particular device, said adaptation data originating at the fur-
ther device and at least partly based on least one speech
interaction of the particular party that is discrete from the
detected speech data, wherein at least a portion of the adap-
tation data has been stored on the particular device associated
with the particular party. For example, FIG. 3, e.g., FIG. 3E,
shows adaptation data at least partly based on discrete speech
interaction of particular party separate from detected speech
data, and has been stored on a particular party-associated
particular device acquiring from a further device at least
partially controlled by the particular device module 350
acquiring adaptation data from a further device (e.g., a laptop
computer plugged into a network) that is at least partially
controlled (e.g., has been set up so that portable devices can
access its files and execute limited commands on it) by the
particular device (e.g., a tablet device, e.g., an Apple iPad),
said adaptation data originating at the further device and at
least partly based on at least one speech interaction of the
particular party (e.g., the user programming a convection
oven) that is discrete from the detected speech data (e.g., the
user programming a microwave oven), wherein at least a
portion of the adaptation data (e.g., an utterance ignoring
algorithm) has been stored on the particular device (e.g., the
Apple iPad) associated with the particular party (e.g., carried
by the particular party).

[0221] Referring again to FIG. 9H, operation 940 may
include operation 952 depicting receiving adaptation data
from a further device, said adaptation data received by the
further device from the particular device, and said adaptation
data at least partly based on least one speech interaction of the
particular party that is discrete from the detected speech data,
wherein at least a portion of the adaptation data has been
stored on the particular device associated with the particular
party. For example, FIG. 3, e.g., FIG. 3E, shows adaptation
data at least partly based on discrete speech interaction of
particular party separate from detected speech data, and has
been stored on a particular party-associated particular device
acquiring from a further device that received the adaptation
data from the particular device module 352 acquiring adap-
tation data (e.g., an uncommon word pronunciation guide),
said adaptation data received by the further device (e.g., a
portable personal navigation system device) from the particu-
lar device (e.g., a user’s cellular telephone), and said adapta-
tion data at least partly based on at least one speech interac-
tion of the particular party (e.g., the user giving commands
into his cellular telephone to add contact information) that is
discrete from the detected speech data (e.g., a request to lower
the windows of the motor vehicle), wherein at least a portion
of the adaptation data (e.g., at least one word of the uncom-
mon word pronunciation guide) has been stored on the par-
ticular device associated with the particular party (e.g., the
user).

[0222] Referring now to FIG. 91, operation 940 may
include operation 954 depicting receiving adaptation data,
from a further device, said adaptation data comprising
instructions for modifying a pronunciation dictionary, and
said adaptation data at least partly based on at least one speech
interaction of the particular party that is discrete from the
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detected speech data, wherein at least a portion of the adap-
tation data has been stored on the particular device associated
with the particular party. For example, FIG. 3, e.g., FIG. 3F
shows adaptation data comprising instructions for modifying
apronunciation dictionary, said adaptation data at least partly
based on discrete speech interaction of particular party sepa-
rate from detected speech data, and has been stored on a
particular party-associated particular device acquiring from a
further device module 354 acquiring adaptation data, from a
further device (e.g., a personal navigation system device),
said adaptation data comprising instructions for modifying a
pronunciation dictionary, and said adaptation data at least
partly based on at least one speech interaction of the particular
party (e.g., requesting directions to the nearest emergency
room) that is discrete from the detected speech data (e.g.,
requesting instructions to the nearest pizza parlor), wherein at
least a portion of the adaptation data has been stored on the
particular device (e.g., a cellular telephone with GPS posi-
tioning enabled) associated with the particular party.

[0223] Referring again to FIG. 91, operation 954 may
include operation 956 depicting receiving adaptation data,
from a further device, said adaptation data comprising a first
instruction for modifying the pronunciation dictionary based
on a first speech interaction of the particular party and a
second instruction for modifying the pronunciation dictio-
nary based on a second speech interaction of the particular
party, and said adaptation data is at least partly based on at
least one speech interaction of the particular party that is
discrete from the detected speech data, wherein at least a
portion ofthe adaptation data has been stored on the particular
device associated with the particular party. For example, FIG.
3, e.g., FIG. 3F, shows adaptation data comprising a first
instruction for moditying a pronunciation dictionary based on
a first particular party interaction and a second instruction for
modifying a pronunciation dictionary based on a second par-
ticular party interaction, and has been stored on a particular
party-associated particular device acquiring from a further
device module 356 acquiring adaptation data, from a further
device (e.g., atablet device, e.g., aSamsung Galaxy Tab), said
adaptation data comprising a first instruction for modifying
the pronunciation dictionary (e.g., “modify a pronunciation
of the word “twenty’”’) based on a first speech interaction of
the particular party (e.g., the user withdrawing two hundred
dollars and requesting twenty dollar bills from an automated
teller machine device that accepts speech input) and a second
instruction for modifying the pronunciation dictionary (e.g.,
“modify a pronunciation of the word “hamburger’”’) based on
a second speech interaction of the particular party (e.g., the
user placing a lunch order for a hamburger and french fries
with an automated drive thru window), and said adaptation
data is at least partly based on at least one speech interaction
of the particular party (e.g., the user withdrawing two hun-
dred dollars and requesting twenty dollar bills from an auto-
mated teller machine device that accepts speech input and/or
the user placing a lunch order for a hamburger and French
fries) that is discrete from the detected speech data (e.g.,
giving a speech command to an automated ticket taking
device), wherein at least a portion of the adaptation data has
been stored on the particular device (e.g., a cellular telephone
device that originally transmitted the adaptation data to the
tablet) associated with the particular party (e.g., owned by the
user).

[0224] Referring again to FIG. 91, operation 956 may
include operation 958 depicting receiving adaptation data,
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from a further device, said adaptation data comprising a first
instruction for modifying the pronunciation dictionary based
on a first speech interaction of the particular party and a
second instruction for modifying the pronunciation dictio-
nary based on a second speech interaction of the particular
party, and said adaptation data is at least partly based on at
least one speech interaction of the particular party that is
discrete from the detected speech data, wherein the first
instruction for modifying the pronunciation data has been
stored on the particular device associated with the particular
party. For example, FIG. 3, e.g., FIG. 3F, shows adaptation
data comprising a first instruction for modifying a pronuncia-
tion dictionary based on a first particular party interaction and
a second instruction for moditying a pronunciation dictionary
based on a second particular party interaction, said first
instruction has been stored on a particular party-associated
particular device acquiring from a further device module 358
acquiring adaptation data, from a further device (e.g., a tablet
device, e.g., a Samsung Galaxy Tab), said adaptation data
comprising a first instruction for modifying the pronunciation
dictionary (e.g., “moditfy a pronunciation of the word
‘twenty’”) based on a first speech interaction of the particular
party (e.g., the user withdrawing two hundred dollars and
requesting twenty dollar bills from an automated teller
machine device that accepts speech input) and a second
instruction for modifying the pronunciation dictionary (e.g.,
“modify a pronunciation of'the word “hamburger’e) based on
a second speech interaction of the particular party (e.g., the
user placing a lunch order for a hamburger and french fries
with an automated drive thru window), and said adaptation
data is at least partly based on at least one speech interaction
of the particular party (e.g., the user withdrawing two hun-
dred dollars and requesting twenty dollar bills from an auto-
mated teller machine device that accepts speech input and/or
the user placing a lunch order for a hamburger and French
fries) that is discrete from the detected speech data (e.g.,
giving a speech command to an automated ticket taking
device), wherein the first instruction for modifying the pro-
nunciation data has been stored on the particular device (e.g.,
a cellular telephone device that originally transmitted at least
that portion of the adaptation data to the tablet) associated
with the particular party (e.g., associated to the user with a
service contract through a communication network provider).

[0225] Referring now to FIG. 9], operation 704 may
include operation 960 depicting generating adaptation data
that is at least partly based on at least one speech interaction
of'the particular party that is discrete from the detected speech
data, wherein at least a portion of the adaptation data has been
stored on the particular device associated with the particular
party. For example, FIG. 3, e.g., FIG. 3G, shows adaptation
data at least partly based on discrete speech interaction of
particular party separate from detected speech data, and has
been stored on a particular party-associated particular device
generating module 360 generating (e.g., creating, modifying,
adapting, calculating, developing, evolving, or constructing)
adaptation data (e.g., a latent dialogue act matrix)

[0226] Referring again to FIG. 9], operation 704 may
include operation 962 depicting retrieving adaptation data
that is at least partly based on at least one speech interaction
of'the particular party that is discrete from the detected speech
data, wherein at least a portion of the adaptation data has been
stored on the particular device associated with the particular
party. For example, FIG. 3, e.g., FIG. 3G, shows adaptation
data at least partly based on discrete speech interaction of
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particular party separate from detected speech data, and has
been stored on a particular party-associated particular device
retrieving module 362 retrieving (e.g., requesting and receiv-
ing, obtaining, gathering, getting, fetching, and/or procuring)
adaptation data (e.g., speech disfluency detection algorithm)
that is at least partly based on at least one speech interaction
(e.g., dictating a memorandum using Dragon speech software
with a headset) of the particular party that is discrete from the
detected speech data (e.g., ordering an ice cream cone with
chocolate sprinkles from an automated ice cream dispenser),
wherein at least a portion of the adaptation data has been
stored on the particular device (e.g., a modified USB key that
stores adaptation data, that was plugged into the computer
when the memorandum was dictated, thereby retrieving the
data) and, at the time of the speech interaction with the auto-
mated ice cream dispenser, is communicating with the auto-
mated ice cream dispenser, either by being directly plugged
into the automated ice cream dispenser, or by being plugged
into a tablet device carried by the user, where the tablet device
retrieves the adaptation data and transmits it to the automated
ice cream dispenser).

[0227] Referring again to FIG. 9], operation 704 may
include operation 964 depicting receiving adaptation data
that is at least partly based on at least one speech interaction
of'the particular party with a particular type of device, said at
least one speech interaction discrete from the detected speech
data, wherein at least a portion of the adaptation data has been
stored on the particular device associated with the particular
party. For example, FIG. 3, e.g., FIG. 3G, shows adaptation
data at least partly based on discrete speech interaction of
particular party with particular type of device separate from
detected speech data, and has been stored on a particular
party-associated particular device acquiring module 364
acquiring (e.g., retrieving from memory) adaptation data
(e.g., aword and/or syllable dependency parser) that is at least
partly based on at least one speech interaction of the particular
party with a particular type of device (e.g., a Sony-branded
home entertainment product, e.g., a television, Blu-Ray
player, home theater system, etc.), said at least one speech
interaction discrete from the detected speech data (e.g., an
interaction with a brand new Sony-manufactured television),
wherein at least a portion of the adaptation data (e.g., the word
and/or syllable dependency parser) has been stored on the
particular device (e.g., a cellular telephone device with an app
designed by Sony configured to filter adaptation data) asso-
ciated with the particular party (e.g., owned by the particular

party).

[0228] Referring again to FIG. 9], operation 964 may
include operation 966 depicting receiving adaptation data
that is at least partly based on at least one speech interaction
of'the particular party with the particular type of device that is
a same type of device as a target device configured to receive
the speech data, said at least one speech interaction discrete
from the detected speech data, wherein at least a portion of the
adaptation data has been stored on the particular device asso-
ciated with the particular party. For example, FIG. 3, e.g.,
FIG. 3G, shows adaptation data at least partly based on dis-
crete speech interaction of particular party with device of
same type as target device configured to receive speech data,
said discrete interaction separate from detected speech data,
and has been stored on a particular party-associated particular
device acquiring module 366 acquiring adaptation data (e.g.,
a syllable pronunciation database) that is at least partly based
on at least one speech interaction of the particular party (e.g.,
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ordering a particular type and flavor of soda from an auto-
mated drink dispensing machine, e.g., “cherry diet Coke with
a twist of vanilla”) with the particular type of device (e.g.,
automated food dispensing machines) that is a same type of
device as a target device (e.g., an automated ice cream dis-
penser) configured to receive the speech data (e.g., the par-
ticular party ordering a “double scoop of vanilla with nuts,
chocolate sprinkles, and chocolate syrup”), said at least one
speech interaction discrete from the detected speech data,
wherein at least a portion of the adaptation data (e.g., the
syllable pronunciation database) has been stored on the par-
ticular device (e.g., a “food preference smartcard” that can
store, receive, and transmit data, and that a child can carry
with him or her, and that also may be configured to prevent the
child from ordering food that he or she is allergic to) associ-
ated with the particular party (e.g., carried by the user, e.g.,
the particular party).

[0229] Referring again to FIG. 9], operation 964 may
include operation 968 depicting receiving adaptation data
that is at least partly based on at least one speech interaction
of the particular party with a device that has at least one
characteristic in common with a target device that is config-
ured to receive the speech data, said at least one speech
interaction is discrete from the detected speech data, wherein
at least a portion of the adaptation data has been stored on the
particular device associated with the particular party. For
example, FIG. 3, e.g., FIG. 3G, shows adaptation data at least
partly based on discrete speech interaction of particular party
with device having particular characteristic separate from
detected speech data, and has been stored on a particular
party-associated particular device acquiring module 368
acquiring adaptation data (e.g., a syllable pronunciation data-
base) that is at least partly based on at least one speech
interaction of the particular party (e.g., inputting a playlist via
speech) with a device (e.g., a media player) that has at least
one characteristic in common (e.g., an ability to play music
files) with a target device that is configured to receive the
speech data (e.g., a speech-enabled clock radio that plays
music files), said at least one speech interaction is discrete
from the detected speech data, wherein at least a portion of the
adaptation data (e.g., the syllable pronunciation database) has
been stored on the particular device (e.g., the user’s cellular
telephone device) associated with the particular party.

[0230] Referring now to FIG. 9K, operation 968 depicting
operation 970 depicting receiving adaptation data that is at
least partly based on at least one speech interaction of the
particular party with a device that communicates on a same
type of communication network as the target device that is
configured to receive the speech data, said at least one speech
interaction is discrete from the detected speech data, wherein
at least a portion of the adaptation data has been stored on the
particular device associated with the particular party. For
example, FIG. 3, e.g., FIG. 3G, shows adaptation data at least
partly based on discrete speech interaction of particular party
with device communicating on a same communication net-
work as target device and separate from detected speech data,
and has been stored on a particular party-associated particular
device acquiring module 370 acquiring adaptation data (e.g.,
a context-based repaired utterance processing matrix) that is
at least partly based on at least one speech interaction of the
particular party (e.g., a speech interaction with the user com-
manding an office photocopier) with a device (e.g., the office
photocopier) that communicates on a same type of commu-
nication network (e.g., local area network, as opposed to 4G
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LTE, or Bluetooth) as the target device that is configured to
receive the speech data (e.g., an office computer), said at least
one speech interaction is discrete from the detected speech
data (e.g., dictating a memorandum to the office computer),
wherein at least a portion of the adaptation data has been
stored on the particular device (e.g., an office-issued device
that can transmit, store, and receive adaptation data, e.g., an
advanced keycard) associated with the particular party.

[0231] Referring again to FIG. 9K, operation 968 may
include operation 972 depicting receiving adaptation data
that is at least partly based on at least one speech interaction
of'the particular party with a device that is configured to carry
out a similar function as the target device that is configured to
receive the speech data, said at least one speech interaction is
discrete from the detected speech data, wherein at least a
portion ofthe adaptation data has been stored on the particular
device associated with the particular party. For example, FIG.
3,e.g., FIG. 3G, shows adaptation data at least partly based on
discrete speech interaction of particular party with device
configured to carry out a same function as the target device
and separate from detected speech data, and has been stored
on a particular party-associated particular device acquiring
module 372 acquiring adaptation data (e.g., a regional dialect
application algorithm) that is at least partly based on at least
one speech interaction of the particular party with a device
(e.g., aportable navigation system) that is configured to carry
out a similar function as the target device (e.g., an onboard
navigation system in a motor vehicle) that is configured to
receive the speech data (e.g., requesting directions on how to
get home from the present location), said at least one speech
interaction is discrete from the detected speech data (e.g.,
because the interactions are with two similar, but different
devices), wherein at least a portion of the adaptation data has
been stored on the particular device (e.g., a cellular telephone
device).

[0232] Referring now to FIG. 91, operation 968 may
include operation 974 depicting receiving adaptation data
that is at least partly based on at least one speech interaction
of the particular party with a type of device that accepts a
same type of input as the target device that is configured to
receive the speech data, said at least one speech interaction is
discrete from the detected speech data, wherein at least a
portion ofthe adaptation data has been stored on the particular
device associated with the particular party. For example, FIG.
3,e.g., FIG. 3H, shows adaptation data at least partly based on
discrete speech interaction of particular party with device
configured to accept a same type of input as the target device
and separate from detected speech data, and has been stored
on a particular party-associated particular device acquiring
module 374 acquiring adaptation data that is at least partly
based on at least one speech interaction of the particular party
(e.g., ordering food at an automated drive-thru window) with
a type of device (e.g., an automated ordering window) that
accepts a same type of input (e.g., food orders) as the target
device (e.g., an automated terminal inside a restaurant that
gives out more detail about a menu option in response to a
speech prompt) that is configured to receive the speech data
(e.g., arequest to know more about the Kobe beefentrée), said
at least one speech interaction is discrete from the detected
speech data, wherein at least a portion of the adaptation data
has been stored on the particular device (e.g., a user’s tablet
device) associated with the particular party (e.g., owned by
the user).
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[0233] Referring now to FIG. 9M, operation 704 may
include operation 976 depicting receiving adaptation data
that is at least partly based on at least one speech interaction
of'the particular party with the particular device, said at least
one speech interaction is discrete from the detected speech
data, wherein at least a portion of the adaptation data has been
stored on the particular device associated with the particular
party. For example, FIG. 3, e.g., FIG. 3H, shows adaptation
data at least partly based on discrete speech interaction of
particular party with particular device separate from detected
speech data, and has been stored on a particular party-asso-
ciated particular device acquiring module 376 acquiring
adaptation data (e.g., a list of the way that the particular party
pronounces ten words) that is at least partly based on at least
one speech interaction of the particular party (e.g., the user
giving commands to play a particular game to a headset that
also can transmit and receive adaptation data to and from a
video game system) with the particular device (e.g., the head-
set), said at least one speech interaction is discrete from the
detected speech data (e.g., giving an automated command to
the video game system in a first person shooter, e.g., “arm the
machine gun”), wherein at least a portion of the adaptation
data has been stored on the particular device (e.g., the head-
set) associated with the particular party (e.g., has been set up
for use with the user).

[0234] Referring again to FIG. 9M, operation 976 may
include operation 978 depicting receiving adaptation data
that is at least partly based on at least one speech interaction
of'the particular party with a cellular telephone device, said at
least one speech interaction is discrete from the detected
speech data, wherein at least a portion of the adaptation data
has been stored on the cellular telephone device associated
with the particular party. For example, FIG. 3, e.g., FIG. 3H,
shows adaptation data at least partly based on discrete speech
interaction of particular party with cellular telephone device
separate from detected speech data, and has been stored on a
particular party-associated cellular telephone device acquir-
ing module 378 acquiring adaptation data (e.g., instructions
for replacing a word frequency table with a modified word
frequency table that reflects the particular party’s word usage)
that is at least partly based on at least one speech interaction
of'the particular party (e.g., the user) with a cellular telephone
device (e.g., playing a word-fill-in based game using speech,
which game is designed to also generate training data), said at
least one speech interaction is discrete from the detected
speech data (e.g., interacting with an automated drive-thru
window), wherein at least a portion of the adaptation data has
been stored on the cellular telephone device associated with
the particular party.

[0235] Referring again to FIG. 9M, operation 978 may
include operation 980 depicting receiving adaptation data
that is at least partly based on at least one telephone conver-
sation carried out using the cellular telephone device, said at
least one telephone conversation is different than speech that
is part of the detected speech data, wherein at least a portion
of the adaptation data has been stored on the cellular tele-
phone device associated with the particular party. For
example, FIG. 3, e.g., FIG. 3H, shows adaptation data at least
partly based on particular party telephone conversation car-
ried out using cellular telephone device separate from
detected speech data, and has been stored on a particular
party-associated cellular telephone acquiring module 380
acquiring adaptation data (e.g., a phrase completion algo-
rithm) that is at least partly based on at least one telephone



US 2013/0325453 Al

conversation carried out using the cellular telephone device,
said at least one telephone conversation is different than
speech that is part of the detected speech data (e.g., dictating
a memorandum to a speech-enabled computer that also is
configured to communicate with the cellular telephone
device), wherein at least a portion of the adaptation data has
been stored on the cellular telephone device associated with
the particular party (e.g., the particular party has a service
contract with a communication network provider that sold the
cellular telephone device to the user at a discount based on the
service contract).

[0236] Referring again to FIG. 9M, operation 980 may
include operation 982 depicting receiving adaptation data
that is at least partly based on at least one speech instruction
given to the cellular telephone device by the particular party,
said at least one speech instruction different from the detected
speech data, wherein at least a portion of the adaptation data
has been stored on the particular device associated with the
particular party. For example, FIG. 3, e.g., FIG. 3H, shows
adaptation data at least partly based on particular party speech
command given to cellular telephone device separate from
detected speech data, and has been stored on a particular
party-associated cellular telephone acquiring module 382
acquiring adaptation data (e.g., a basic pronunciation adjust-
ment algorithm) that is at least partly based on at least one
speech instruction given to the cellular telephone device by
the particular party (e.g., dictating a text message to be sent to
Jenny and Rob), said at least one speech instruction different
from the detected speech data, wherein at least a portion of the
adaptation data has been stored on the particular device asso-
ciated with the particular party.

[0237] Referring now to FIG. 9N, operation 704 may
include operation 984 depicting receiving adaptation data
that is at least partly based on at least one speech interaction
of the particular party that used one or more same utterances
as speech used in the detected speech data, said one or more
same utterances spoken to a different device than a target
device to which the detected speech data is directed. For
example, FIG. 3, e.g., FIG. 31 shows adaptation data at least
partly based on discrete speech interaction of particular party
separate from detected speech data and using same utterance
as speech that is part of speech data, and has been stored on a
particular party-associated particular device acquiring mod-
ule 384 acquiring adaptation data (e.g., an emotion-based
pronunciation adjustment algorithm) that is at least partly
based on at least one speech interaction of the particular party
(e.g., using voice commands to operate a motor vehicle con-
trol system) that used one or more same utterances (e.g.,
spoke one or more of the same words, e.g., “music,” “play,”
“MP3,” and “CD Number Four”) spoken to a different device
(e.g., the motor vehicle control system) than a target device to
which the detected speech data is directed (e.g., a home media
player).

[0238] Referring again to FIG. 9N, operation 704 may
include operation 986 depicting receiving adaptation data
that is at least partly based on at least one speech interaction
of' the particular party that used one or more same utterances,
said one or more same utterances spoken at a different time
than speech used in the detected speech data. For example,
FIG. 3, e.g., FIG. 31, shows adaptation data at least partly
based on discrete speech interaction of particular party and
using same utterance as speech that is part of speech data at a
different time than speech that is part of the speech data
acquiring module 386 acquiring adaptation data (e.g., a sen-
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tence diagramming path selection algorithm) that is at least
partly based on at least one speech interaction of the particular
party (e.g., aplayer of a speech-controlled video game system
playing a soccer game) that used one or more same utterances
(e.g., “kick,” “run,” jump,” “control player two™), said one or
more same utterances spoken at a different time (e.g., while
playing a different game) than speech used in the detected
speech data (e.g., the player playing a new soccer game at a
different time).

[0239] Referring again to FIG. 9N, operation 704 may
include operation 988 depicting acquiring a phoneme data-
base based on one or more pronunciations by the particular
party that are discrete from the detected speech data, wherein
at least one entry of the phoneme database has been stored on
a particular device associated with the particular party. For
example, FIG. 3, e.g., FIG. 31, shows adaptation data com-
prising a phoneme dictionary based on one or more particular
party pronunciations, such that at least one entry has been
stored on a particular party-associated particular device
acquiring module 388 acquiring a phoneme database based
on one or more pronunciations by the particular party (e.g.,
pronunciations given while a driver is giving commands to a
motor vehicle control system to raise the volume on the
stereo, open the sunroof, lower the windows, brighten the
interior lights, and stop using the overdrive mode, because the
driver is going to start driving fast while listening to loud
music) that are discrete from the detected speech data (e.g.,
the driver, having wrecked his vehicle, now is using the
onboard automated help system to call for help and describe
his situation), wherein at least one entry of the phoneme
database has been stored on a particular device (e.g., a smart
key that is used to activate the car and store the phoneme
database for that particular driver, so that a different driver
would use a different key and the vehicle would have a dif-
ferent phoneme database for the different driver) associated
with the particular party (e.g., it stores adaptation data that is
based at least in part on speech from the driver).

[0240] Referring again to FIG. 9N, operation 704 may
include operation 990 depicting acquiring a sentence dia-
gramming path selection algorithm based on at least one
speech interaction of the particular party that is discrete from
the detected speech data, wherein at least a portion of the
adaptation data has been stored on a particular device asso-
ciated with the particular party. For example, FIG. 3, e.g.,
FIG. 31, shows adaptation data comprising a sentence dia-
gramming path selection algorithm based on one or more
particular party pronunciations, and has been stored on a
particular party-associated particular device acquiring mod-
ule 390 acquiring a sentence diagramming path selection
algorithm based on at least one speech interaction of the
particular party (e.g., programming, using speech commands,
favorite channels on an old television made by a particular
manufacturer, e.g., Samsung) that is discrete from the
detected speech data (e.g., programming, using speech com-
mands, favorite channels on a new flat screen plasma televi-
sion made by a different manufacturer, e.g., Panasonic),
wherein at least a portion of the adaptation data has been
stored on a particular device (e.g., a universal remote control,
e.g., manufactured by a still different manufacturer from
either the old television or the new television, e.g., Logitech)
associated with the particular party (e.g., the owner of the
universal remote control).

[0241] Referring again to FIG. 9N, operation 704 may
include operation 992 depicting receiving adaptation data
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that is at least partly based on at least one speech interaction
of'the particular party that is discrete from the detected speech
data, wherein at least a portion of the adaptation data was
collected by the particular device associated with the particu-
lar party. For example, FIG. 3, e.g., FIG. 31, shows adaptation
data at least partly based on discrete speech interaction of
particular party separate from detected speech data, and at
least partly collected by a particular party-associated particu-
lar device acquiring module 392 acquiring adaptation data
that is at least partly based on at least one speech interaction
of the particular party (e.g., speech interactions with speech-
controlled kitchen devices) that is discrete from the detected
speech data (e.g., controlling a speech-commanded clock
radio in the bedroom), wherein at least a portion of the adap-
tation data was collected by the particular device (e.g., a
desktop computer that is networked to each of the speech-
controlled kitchen devices and the speech-controlled clock
radio) associated with the particular party (e.g., the user has a
login on the desktop computer).

[0242] Referring again to FIG. 9N, operation 704 may
include operation 994 depicting acquiring one or more
instructions for modifying one or more portions of a speech
recognition component of a target device, said instructions at
least partly based on at least one speech interaction of the
particular party that is discrete from the detected speech data,
wherein at least a portion of the adaptation data has been
stored on a particular device associated with the particular
party. For example, FIG. 3, e.g., FIG. 31, shows adaptation
data comprising instructions for modifying one or more por-
tions of a speech recognition component of a target device
that are at least partly based on one or more particular party
speech interactions, and has been stored on a particular party-
associated particular device acquiring module 394 acquiring
one or more instructions (e.g., modifying one or more param-
eters of one or more algorithms) for modifying one or more
portions of a speech recognition component (e.g., a set of
logic gates configured to execute one or more of the algo-
rithms for processing speech) of a target device (e.g., an
automated teller machine device), said instructions at least
partly based on at least one speech interaction of the particular
party that is discrete from the detected speech data (e.g.,
based on previous speech interactions with automated teller
machine devices), wherein at least a portion of the adaptation
data has been stored on a particular device associated with the
particular party (e.g., a cellular telephone device owned by
the user).

[0243] Referring now to FIG. 9P (there is no FIG. 90 to
avoid confusing the figure with a nonexistent FIG. “ninety,”
e.g., “90”), operation 704 may include operation 996 depict-
ing acquiring a location of one or more instructions for modi-
fying one or more portions of a speech recognition compo-
nent of a target device, said instructions at least partly based
on at least one speech interaction of the particular party that is
discrete from the detected speech data, wherein at least a
portion of the adaptation data has been stored on a particular
device associated with the particular party. For example, FIG.
3, e.g., FIG. 3], shows adaptation data comprising a location
ofinstructions for modifying one or more portions ofa speech
recognition component of a target device that are at least
partly based on one or more particular party speech interac-
tions, and has been stored on a particular party-associated
particular device acquiring module 396 acquiring a location
(e.g., alocation in memory, or a location of a server) of one or
more instructions for moditying one or more portions of a

Dec. 5, 2013

speech recognition component (e.g., an order in which speech
algorithms are applied) of a target device (e.g., a computer
with speech recognition software and word processing soft-
ware loaded onto it), said instructions at least partly based on
at least one speech interaction of the particular party that is
discrete from the detected speech data (e.g., based on at least
one previous dictation of one or more documents), wherein at
least a portion of the adaptation data (e.g., the location of one
or more instructions for modifying one or more portions of a
speech recognition component of a target device) has been
stored on a particular device (e.g., a headset worn by the user)
associated with the particular party (e.g., set up and associ-
ated with the user).

[0244] Referring again to FIG. 9P, operation 704 may
include operation 998 depicting receiving adaptation data
that is at least partly based on at least one speech interaction
of'the particular party that is discrete from the detected speech
data, wherein at least a portion of the adaptation data is
transmitted from the particular device associated with the
particular party. For example, FIG. 3, e.g., FIG. 3], shows
adaptation data at least partly based on discrete speech inter-
action of particular party separate from detected speech data,
and transmitted from a particular party-associated particular
device acquiring module 398 acquiring adaptation data (e.g.,
anungrammatical utterance deletion algorithm) that is at least
partly based on at least one speech interaction of the particular
party (e.g., a history of the user’s musical selections for
automated, speech-controlled jukeboxes) that is discrete
from the detected speech data (e.g., selecting a new song at
the speech-commanded jukebox), wherein at least a portion
of'the adaptation data is transmitted from the particular device
(e.g., anear-field communications device held by the user that
stores adaptation data) associated with the particular party).

[0245] Referring again to FIG. 9P, operation 704 may
include operation 901 depicting receiving adaptation data
that is at least partly based on at least one speech interaction
of'the particular party that is discrete from the detected speech
data, wherein at least a portion of the adaptation data is stored
on the particular device associated with the particular party.
For example, FIG. 3, e.g., FIG. 3], shows adaptation data at
least partly based on discrete speech interaction of particular
party separate from detected speech data, and stored on a
particular party-associated particular device acquiring mod-
ule 301 acquiring adaptation data (e.g., a set of proper noun
pronunciations, e.g., city names) that is at least partly based
on at least one speech interaction of the particular party (e.g.,
the particular party dictating directions into a word proces-
sor), wherein at least a portion of the adaptation data is stored
on the particular device (e.g., a USB stick, e.g., the first
personal device 20A) associated with the particular party
(e.g., the user).

[0246] Referring again to FIG. 9P, operation 704 may
include operation 903 depicting receiving adaptation data
that is at least partly based on at least one speech interaction
of'the particular party that is discrete from the detected speech
data, wherein at least a portion of the adaptation data is
temporarily stored on the particular device associated with
the particular party until it is deposited at a remote server. For
example, FIG. 3, e.g., FIG. 3], shows adaptation data at least
partly based on discrete speech interaction of particular party
separate from detected speech data, and is temporarily stored
on the particular-party associated particular device until
remote server deposit acquiring module 303 acquiring (e.g.,
receiving from a remote server, e.g., Amazon cloud services)
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adaptation data (e.g., a set of proper noun pronunciations,
e.g., city names) that is at least partly based on at least one
speech interaction of the particular party (e.g., previous inter-
actions with automated ticket dispensing devices using
speech) that is discrete from the detected speech data (e.g.,
speech data that comes from a speech interaction with an
automated train ticket dispensing device located at Union
Station in Washington, D.C.), wherein at least a portion of the
adaptation data is temporarily stored on the particular device
(e.g., in one or more of the previous interactions with auto-
mated ticket dispensing devices, the particular party’s pro-
nunciation of a city is stored on the cellular telephone device
associated with the particular party) until it is deposited at a
remote server (e.g., the Amazon cloud services from where it
was retrieved along with the rest of the adaptation data).

[0247] Referring again to FIG. 9P, operation 704 may
include operation 905 depicting receiving adaptation data
that is at least partly based on at least one speech interaction
of'the particular party that is discrete from the detected speech
data, wherein at least a portion of the adaptation data was
transmitted from a first device to a second device using the
particular device associated with the particular party as a
conduit configured to facilitate the transmission. For
example, FIG. 3, e.g., FIG. 3], shows adaptation data at least
partly based on discrete speech interaction of particular party
separate from detected speech data, and was transmitted from
a first device to a second device using the particular party-
associated particular device as a channel configured to facili-
tate the transaction acquiring module 305 acquiring adapta-
tion data (e.g., a partial pattern tree model) that is at least
partly based on at least one speech interaction of the particular
party (e.g., the user giving speech commands to request a
re-route to a GPS navigation device) that is discrete from the
detected speech data (e.g., the user giving a command to the
GPS navigation device to find a cheese shop), wherein at least
a portion of the adaptation data was transmitted from a first
device (e.g., a GPS navigation device, e.g., GPS navigation
device 41, that may be good at re-routing traffic but has no
information on cheese shops) to a second device (e.g., an
onboard motor vehicle control system, e.g., motor vehicle
control system 42, which may be bad at re-routing traffic but
has an extensive cheese shop database) using the particular
device (e.g., a smart key device, e.g., smart key 26, or a
cellular telephone device) associated with the particular party
as a conduit (e.g., the smart key device 26 communicates with
the GPS navigation device 41 and the motor vehicle control
system 42) configured to facilitate (e.g., take one or more
steps that aid or assist in) the transmission of the adaptation
data.

[0248] Referring now to FIG. 9Q, operation 704 may
include operation 907 depicting receiving adaptation data
that is at least partly based on at least one speech interaction
of'the particular party that is discrete from the detected speech
data, wherein at least a portion of the adaptation data origi-
nated at the particular device associated with the particular
party. For example, FIG. 3, e.g., FIG. 3K, shows adaptation
data at least partly based on discrete speech interaction of
particular party separate from detected speech data, and at
least a portion of which originated at a particular party-asso-
ciated particular device acquiring module 307 acquiring
adaptation data (e.g., a discourse marker detecting module)
that is at least partly based on at least one speech interaction
of'the particular party that is discrete from the detected speech
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data, wherein at least a portion of the adaptation data origi-
nated at the particular device (e.g., a universal remote control,
e.g., personal device 22A).

[0249] Referring again to FIG. 9Q, operation 704 may
include operation 909 depicting receiving adaptation data
from a remote location, said adaptation data at least partly
based on at least one speech interaction of the particular party
that is discrete from the detected speech data, wherein at least
aportion of the adaptation data was transmitted to the remote
location from the particular device associated with the par-
ticular party. For example, F1G. 3, e.g., FIG. 3K, shows adap-
tation data at least partly based on discrete speech interaction
of particular party separate from detected speech data, and at
least a portion of which was transmitted to a remote location
from a particular party-associated particular device receiving
from remote location module 309 acquiring adaptation data
(e.g., an accent-based pronunciation modification algorithm)
from a remote location (e.g., a remote server, e.g., server 110),
said adaptation data at least partly based on at least one speech
interaction of the particular party that is discrete from the
detected speech data (e.g., previous commands given to a
headset during an augmented reality gaming session where
the headset is worn outside), wherein at least a portion of the
adaptation data was transmitted to the remote location (e.g.,
the adaptation data collected from the speech interactions
with the headset does not stay on the headset, but is transmit-
ted to a remote location) from the particular device (e.g., an
augmented reality headset) associated with the particular
party (e.g., being worn by the user).

[0250] Referring again to FIG. 9Q, operation 704 may
include operation 911 depicting receiving adaptation data
that is at least partly based on at least one speech interaction
of'the particular party that is discrete from the detected speech
data. For example, FIG. 3, e.g., FIG. 3K, shows adaptation
data at least partly based on discrete speech interaction of
particular party separate from detected speech data receiving
module 311 receiving adaptation data (e.g., a list of the way
that the particular party pronounces ten words) that is at least
partly based on at least one speech interaction of the particular
party that is discrete from the detected speech data (e.g.,
ordering a triple bacon cheeseburger from the automated
drive-thru window).

[0251] Referring again to FIG. 9Q, operation 704 may
include operation 913 depicting adding further data to the
received adaptation data. For example, FIG. 3, e.g., FIG. 3K,
shows further data adding to adaptation data module 313
adding further data (e.g., adding one or more additional words
to the list of the way that the particular party pronounces ten
words, e.g., the word “bacon,”).

[0252] Referring again to FIG. 9Q, operation 913 may
include operation 915 depicting adding additional adaptation
datato thereceived adaptation data. For example, FIG. 3, e.g.,
FIG. 3K, shows additional adaptation data adding to adapta-
tion data module 315 adding additional adaptation data (e.g.,
another algorithm, e.g., adding an accent-based pronuncia-
tion modification algorithm to be executed serially with or
parallel to the existing acquired adaptation data) to the
received adaptation data (e.g., a phrase completion algo-
rithm).

[0253] Referring again to FIG. 9Q, operation 913 may
include operation 917 depicting adding header data identify-
ing an entity that received the adaptation data. For example,
FIG. 3, e.g.,FIG. 3K, shows header data identifying receiving
entity adding to adaptation data module 317 adding header
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data identifying an entity (e.g., either specific identification,
like a MAC address or IP address, specific type identification,
such as “I am a cellular telephone device,” e.g., personal
device 22B, or general identity information, e.g., “I am not the
ultimate destination of this adaptation data” that received this
information) that received the adaptation data (e.g., an emo-
tion-based pronunciation adjustment algorithm).

[0254] Referring again to FIG. 9Q, operation 913 may
include operation 919 depicting adding header data identify-
ing an entity that transmitted the adaptation data. For
example, FIG. 3, e.g., FIG. 3K, shows header data identifying
transmitting entity adding to adaptation data module 319
adding header data identifying an entity (e.g., specific or
general, similarly to as described above, e.g., “received from
auniversal remote control,” or, e.g., personal device 22 A) that
transmitted the adaptation data (e.g., a partial pattern tree
model).

[0255] FIGS. 10A-10G depict various implementations of
operation 706, according to embodiments. Referring now to
FIG. 10A, in some embodiments, operation 706 may include
operation 1002 depicting receiving an indication from a
speech processing component that the target device is con-
figured to process at least a portion of the received speech
data. For example, FIG. 4, e.g., FIG. 4A, shows data indicat-
ing the target device is configured to process at least a portion
of received speech data receiving module 402 receiving an
indication (e.g., a signal, or having an internal flag set, or
receiving status information) from a speech processing com-
ponent (e.g., a component that applies a path selection algo-
rithm to the received speech data) that the target device (e.g.,
the automated teller machine device) is configured to process
at least a portion of the received speech data (e.g., “withdraw
two hundred dollars from the checking account™). It is noted
that, in some embodiments, the indication from the speech
processing component is entirely internal to a device, e.g., the
speech processing component is integral to the component
receiving the indication. In some embodiments, the speech
processing component is located on the same hardware (e.g.,
chip, memory, etc.) as the component that receives the indi-
cation.

[0256] Referring againto FIG. 10A, in some embodiments,
operation 1002 may include operation 1004 depicting receiv-
ing an indication at a central processing component of the
target device that a speech processing component of the target
device is configured to process at least a portion of the
received speech data. For example, FIG. 4, e.g., FIG. 4A,
shows data indicating the target device is configured to pro-
cess at least a portion of received speech data receiving from
speech processing component at central processing compo-
nent module 404 receiving an indication at a central process-
ing component of the target device (e.g. a computer that
receives speech input and has a complex word processing
application running) that a speech processing component
(e.g., word processing application) of the target device (e.g.,
the computer) is configured to process at least a portion of the
received speech data (e.g., a dictation of a letter to the editor).
[0257] Referring again to FIG. 10A, operation 1004 may
include operation 1006 depicting receiving an indication at a
central processing component of the target device that the
speech processing component of the target device, which is a
subcomponent of the central processing component of the
target device, is configured to process at least a portion of the
received speech data. For example, FIG. 4, e.g., FIG. 4A,
shows data indicating the target device is configured to pro-

35

Dec. 5, 2013

cess at least a portion of received speech data receiving from
speech processing component at central processing compo-
nent of which the speech processing component is a subcom-
ponent module 406 receiving an indication at a central pro-
cessing unit (e.g., a processor of a tablet device, e.g., an Apple
iPad) of the target device (e.g., the tablet device, e.g., the
Apple iPad) that a speech processing component (e.g., a
speech processing application, e.g., an application configured
to apply an algorithm to convert received speech into one or
more words) of the target device (e.g., the tablet device, e.g.,
the Apple iPad), which is a subcomponent of the central
processing component of the target device (e.g., the speech
processing application does not have a dedicated separate
processor, but may have dedicated hardware that is part of the
main central processing unit, or may have non-dedicated
hardware that is part of the main central processing unit), is
configured to process at least a portion of the received speech
data (e.g., a request to load the web browser and browse to
espn.com).

[0258] Referring again to FIG. 10A, operation 706 may
include operation 1008 depicting receiving an indication
from a speech processing component that the adaptation data
is configured to be applied to the target device to assist in
processing at least a portion of the received speech data. For
example, FIG. 4, e.g., FIG. 4A, shows data indicating that the
adaptation data is configured to be applied to the target device
to assist in processing at least a portion of the speech data
receiving from a speech processing component module 408
receiving an indication from a speech processing component
(e.g., hardware configured to receive the speech data and filter
out certain types of noise in the speech data) that the adapta-
tion data (e.g., a low level noise filtration algorithm) is con-
figured to be applied to the target device (e.g., an automated
ticket dispensing machine) to assist in processing at least a
portion of the received speech data (e.g., here, the speech
processing component only removes low-level noise, and
further processing is handled by a different component, but
the adaptation data is a low level noise filtration algorithm, so
the adaptation data is applied to the speech processing com-
ponent to assist in this portion of the processing of the
received speech data, e.g., a request for four tickets to the new
Matt and Kim show).

[0259] Referring now to FIG. 10B, operation 706 may
include operation 1012 depicting receiving an indication
from the speech processing component that the adaptation
data has been applied to the target device to assist in process-
ing at least a portion of the received speech. For example,
FIG. 4, e.g., FIG. 4A, shows data indicating that the adapta-
tion data has been applied to the target device to assist in
processing at least a portion of the speech data receiving from
a speech processing component module 410 receiving an
indication from the speech processing component (e.g., the
portion of the motor vehicle control system that processes the
speech, which may be in a different physical location than the
portion that executes the one or more commands derived from
the interpreted speech) that the adaptation data (e.g., an utter-
ance ignoring algorithm) has been applied to the target device
(e.g., the motor vehicle control system) to assist in processing
at least a portion of the received speech (e.g., a command to
lower the windows and open the sunroof).

[0260] Referring again to FIG. 10B, operation 1010 may
include operation 1012 depicting receiving an indication
from the speech processing component that the adaptation
data is configured to be applied to an automated teller
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machine device to assist in processing at least a portion of the
received speech data. For example, FIG. 4, e.g., FIG. 4A,
shows data indicating that the adaptation data has been
applied to an automated teller machine device to assist in
processing at least a portion of the speech data receiving from
a speech processing component module 412 receiving an
indication from the speech processing component (e.g., a chip
configured to interpret the speech data into recognizable com-
mands) that the adaptation data (e.g., a syllable pronunciation
database) is configured to be applied to an automated teller
machine device to assist in processing at least a portion of the
received speech data (e.g., a selection of one of three accounts
in which to deposit the check that was inserted into the slot).

[0261] Referring again to FIG. 10B, operation 1012 may
include operation 1014 depicting receiving the indication
from the speech processing component of the automated
teller machine device that the adaptation data is configured to
be applied to the automated teller machine device to assist in
processing at least a portion of data corresponding to a spoken
request by the particular party to withdraw two hundred dol-
lars from a bank account. For example, FIG. 4, e.g., FIG. 4A,
shows data indicating that the adaptation data has been
applied to an automated teller machine device to assist in
processing at least a portion of the data corresponding to a
spoken request by the particular party receiving from a speech
processing component module 414 receiving the indication
from the speech processing component of the automated
teller machine device that the adaptation data (e.g., an uncom-
mon word pronunciation guide) is configured to be applied to
the automated teller machine device to assist in processing at
least a portion of data corresponding to a spoken request by
the particular party to withdraw two hundred dollars from a
bank account.

[0262] Referring again to FIG. 10B, operation 1014 may
include operation 1016 depicting receiving the indication
from the speech processing component of the automated
teller machine device that the automated teller machine
device is configured to apply a list of the way that the particu-
lar party pronounces numbers zero through nine to assist in
processing at least a portion of data corresponding to a spoken
request by the particular party to withdraw two hundred dol-
lars from the bank account. For example, FIG. 4, e.g., FIG.
4A, shows data indicating that the list of the way that the
particular party pronounces numbers zero through nine has
been applied to an automated teller machine device to assist in
processing at least a portion of the data corresponding to a
spoken request by the particular party receiving from a speech
processing component module 1016 receiving the indication
from the speech processing component of the automated
teller machine device that the automated teller machine
device is configured to apply a list of the way that the particu-
lar party pronounces numbers zero through nine to assist in
processing at least a portion of data corresponding to a spoken
request by the particular party to withdraw two hundred dol-
lars from the bank account.

[0263] Referring again to FIG. 10B, operation 706 may
include operation 1018 depicting generating target data
regarding a target device configured to process at least a
portion of the received speech data. For example, FIG. 4, e.g.,
FIG. 4B, shows target data regarding a target configured to
process at least a portion of the received speech data gener-
ating module 418 generating target data (e.g., information
about a device that can process the received speech data, e.g.,
a name of the device, a type of the device, a location of the
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device, a characteristic of the device, and the like) regarding
a target device (e.g., a video game system) configured to
process at least a portion of the received speech data (e.g., a
command to load a particular game, e.g., Halo).

[0264] Referring again to FIG. 10B, operation 706 may
include operation 1020 depicting determining whether the
speech data is configured to be processed by a speech recog-
nition component to which the adaptation data has been
applied. For example, FIG. 4, e.g., FIG. 4B, shows speech
data configurable to be processed by a speech recognition
component to which the adaptation data has been applied
determining module 420 determining whether the speech
data (e.g., MP3-formatted speech data corresponding to a
request to play the Guns ‘n’ Roses CD) is configured to be
processed by a speech recognition component (e.g., in some
embodiments, whether the intended device can interpret
MP3-formatted speech data) to which the adaptation data has
been applied (e.g., an algorithm that deletes repeated words
has been applied to the MP3 to remove particular portions of
the file).

[0265] Referring now to FIG. 10C, operation 706 may
include operation 1022 depicting generating target data
regarding the intended target device based on the determina-
tion. For example, FIG. 4, e.g., FIG. 4B, shows target data
regarding intended target device generating based on deter-
mination module 422 generating target data (e.g., data indi-
cating how much speech processing should be performed at
the location, and if the speech data and/or the adaptation data
should be transmitted to another device, and if so, one or more
pieces of information (e.g., name, location, permissions,
communication network protocol) regarding the one or more
devices to which the speech data and/or the adaptation data
should be transmitted.

[0266] Referring again to FIG. 10C, operation 1020 may
include operation 1024 depicting analyzing at least a portion
of'the speech data. For example, FI1G. 4, e.g., FIG. 4B, shows
at least a portion of speech data analyzing module 424 ana-
lyzing (e.g., reading headier information) at least a portion
(e.g., the header portion, in some embodiments the body data
also may be read and/or analyzed, but such reading and/or
analyzing is not required) of the speech data (e.g., data cor-
responding to the user giving a speech command to turn on
the headlights).

[0267] Referring again to FIG. 10C, operation 1020 may
include operation 1026 depicting determining target data
regarding the intended target device at least partly based on a
result of analyzing the at least a portion of the received speech
data. For example, FIG. 4, e.g., FIG. 4B, shows target data
regarding intended target device determining at least partly
based on the analyzing at least a portion of speech data mod-
ule 426 determining (e.g., inferring based on one or more
pieces of data) target data (e.g., data indicating that a motor
vehicle control system is a system for which the user intended
her speech to operate and/or command) regarding the
intended target device (e.g., a motor vehicle control system)
at least partly based on a result of analyzing the at least a
portion of the received speech data (e.g., reading the header
information).

[0268] Referring again to FIG. 10C, operation 1024 may
include operation 1028 depicting analyzing at least a portion
of the speech data using a speech recognition component to
which the adaptation data has been applied. For example,
FIG. 4, e.g., FIG. 4B, shows at least a portion of speech data
analyzing using an adaptation data-applied speech recogni-
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tion component module 428 analyzing at least a portion of the
speech data (e.g., analyzing a portion of the data correspond-
ing to the user speaking the words “turn on headlights™) using
a speech recognition component (e.g., a component of a
device that is configured to interpret speech data correspond-
ing to the user speaking the words “play Norah Jones track
four” into a command “play,” an artist, “Norah Jones,” and a
track number “four,” using pattern recognition and/or other
known techniques for interpreting speech) to which the adap-
tation data (e.g., a pronunciation dictionary) has been applied
(e.g., the pronunciation dictionary replaces the generic pro-
nunciation of the proper noun “Norah Jones,” as well as other
artists, e.g., “Red Hot Chili Peppers,” “U2,” and “The Beat-
les,” and replaces it with the user’s pronunciation of those
artists, to allow for more accurate recognition).

[0269] Referring again to FIG. 10C, operation 1028 may
include operation 1030 depicting analyzing at least a portion
of the speech data using a speech recognition component of
the target device to which the adaptation data has been
applied. For example, FIG. 4, e.g., FIG. 4B, shows at least a
portion of speech data analyzing using an adaptation data-
applied speech recognition component of target device mod-
ule 430 analyzing at least a portion of the speech data (e.g.,
“open the web page for ESPN.com”) using a speech recog-
nition component (e.g., speech recognition processing mod-
ule on a Dell computer) of the target device (e.g., the Dell
computer) to which the adaptation data (e.g., the sentence
diagramming path selection algorithm) has been applied. In
this example, analyzing the speech data reveals that this
speech data is intended for the web browser, as opposed to a
word processing document or a game program.

[0270] Referring again to FIG. 10C, operation 1028 may
include operation 1032 depicting analyzing at least a portion
of'the speech data using a speech recognition component of a
further device to which the adaptation data has been applied.
For example, FIG. 4, e.g., FIG. 4B, shows at least a portion of
speech data analyzing using an adaptation data-applied
speech recognition component of further device module 432
analyzing at least a portion of the speech data (e.g., data
corresponding to the user speaking “give me access to the
accounts payable directory, password GHBQ1535#”) using a
speech recognition component of a further device (e.g., a
device on an enterprise network that handles the processing of
speech) to which the adaptation data (e.g., that personal user’s
uncommon word pronunciation guide, which may include a
specific pronunciation guide for the user’s password) has
been applied (e.g., the further device receives the adaptation
data over the network (said adaptation data having been
stored on a USB drive that the computer user inserted prior to
making the speech command), and applies the uncommon
word pronunciation guide to assist in recognition of the user’s
commands, including the password for a particular directory.

[0271] Referring again to FIG. 10C, operation 1022 may
include operation 1034 depicting generating a boolean that
resolves to true when the analysis of the at least a portion of
the received speech data indicates that the received speech
data is configured to be successfully processed. For example,
FIG. 4, e.g., FIG. 4B, shows Boolean that resolves to true
when the analysis of the speech data portion indicates the
received speech data is configured to be successfully pro-
cessed module 434 generating a Boolean that resolves to true
when the analysis of the at least a portion of the received
speech data indicates that the received speech data is config-
ured to be successfully processed (e.g., the received speech
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data is formatted, converted, compressed, encrypted,
encoded, or any combination thereof in such a way that the
device generating the Boolean can process the received
speech data).

[0272] Referring again to FIG. 10C, operation 1022 may
include operation 1036 depicting generating a numeric indi-
cator indicating, based on the analysis of the at least a portion
of the received speech data, that at least a portion of the
received speech data is configured to be successfully pro-
cessed. For example, FIG. 4, e.g., FIG. 4B, shows numeric
indicator indicating that at least a portion of the received
speech data is configured to be successfully processed gen-
erating based on analysis of at least a portion of speech data
module 436 generating a numeric indicator (e.g., a number
from 0 to 9) indicating, based on the analysis of the at least a
portion of the received speech data, that at least a portion of
the received speech data is configured to be successfully
processed (e.g., the received speech data is formatted, con-
verted, compressed, encrypted, encoded, or any combination
thereof in such a way that the device generating the numeric
indicator cannot process the received speech data if the
numeric indicator is zero, and the numbers from one to nine
indicate how difficult it will be for the device to process the
received speech data (e.g., if a specific codec must be
retrieved then the number may be a six, and if it is a comput-
ing-resources-on-demand type system, e.g., some form of
cloud or distributed computing system, then the number may
be from three to five depending on how many resources must
be obtained, and/or the availability of those resources).
[0273] Referring now to FIG. 10D, operation 706 may
include operation 1038 depicting determining whether a tar-
get device is configured to process the received speech data.
For example, FIG. 4, e.g., FIG. 4C, shows target device con-
figurable to process received speech data determining module
438 determining whether a target device (e.g., an audio/visual
receiver) is configured to process (e.g., whether the received
speech data is intended for the audio/visual receiver, or for
another component of a home system) the received speech
data.

[0274] Referring again to FIG. 10D, operation 706 may
include operation 1040 depicting generating target data
regarding the target device based on the determination regard-
ing the target device. For example, FIG. 4, e.g., FIG. 4C,
shows target data regarding target device generating based on
determination regarding the target device module 440 gener-
ating target data generating target data (e.g., a type of device
that can process the received speech data, e.g., a cable box
with digital video recording (“DVR”) capabilities) regarding
the target device (e.g., a DVR cable box) based on the deter-
mination regarding the target device (e.g., the analysis shows
that in order to execute the command, a cable box and DVR
capabilities are necessary, and a determination is made that
the target device is not a cable box, or does not have DVR
capabilities, and thus those features are made part of the
generated target data).

[0275] Referring again to FIG. 10D, operation 1038 may
include operation 1042 depicting analyzing at least a portion
of'the speech data. For example, FI1G. 4, e.g., FIG. 4C, shows
at least a portion of the speech data analyzing module 442
analyzing at least a portion of the speech data (e.g., a placed
order of'a Deluxe burger, garlic fries, and S’mores Shake from
Good Stuff eatery).

[0276] Referring again to FIG. 10D, operation 1038 may
include operation 1044 depicting determining that the target
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device is configured to process the speech data at least partly
based on the analysis of the speech data. For example, FIG. 4,
e.g., FIG. 4C, shows target device configurable to process
speech data determining at least partly based on result of
analyzing at least a portion of the speech data module 444
determining that the target device (e.g., an automated order-
placing terminal) is configured to process the speech data
(e.g., the automated order-placing terminal is the device to
which the user’s speech was directed, and not to the user’s
Apple iPhone cellular telephone device, which the user is
speaking a message into that will be converted into a text
message) at least partly based on the analysis of the speech
data (e.g., based on the words containing “garlic fries” and
“deluxe burger,” it is determined that this is an order for food
from Good Stuff eatery).

[0277] Referring again to FIG. 10D, operation 1038 may
include operation 1046 depicting extracting header data from
a header of the received speech data indicating a type of the
intended target device that is configured to process the
received speech data. For example, FIG. 4, e.g., FIG. 4C,
shows header data indicating a type of intended target device
that is configured to process received speech data extracting
from received speech data header module 446 extracting
header data (e.g., data indicating that the target is a home
electronics device) from a header of the received speech data
(e.g., data corresponding to a user saying “raise the volume
five units” and including a header file that identifies the type
of device this speech is intended for as a home electronics
device) indicating a type of the intended target device (e.g., a
home electronics device) that is configured to process the
received speech data (e.g., “raise the volume five units™)

[0278] Referring again to FIG. 10D, operation 1038 may
include operation 1048 depicting determining that a type of
the target device is a same type as the type of the intended
target device. For example, FIG. 4, e.g., FIG. 4C, shows type
of' target device is same type as type of intended target device
determining module 448 determining that a type of the target
device (e.g., the target device, e.g., a Blu-ray player, is ahome
electronics device) is a same type as the type of the intended
target device (e.g., the intended target device is a Sony Blu-
Ray player).

[0279] Referring again to FIG. 10D, operation 1046 may
include operation 1050 depicting extracting header data from
a header of the received speech data indicating a manufac-
turer of one or more intended target devices that are config-
ured to process the received speech data. For example, FI1G. 4,
e.g., F1G. 4C, shows header data indicating a manufacturer of
intended target device that is configured to process received
speech data extracting from received speech data header
module 448 extracting header data from a header (e.g., an
encoding that indicates that this received speech data is for
devices manufactured by a particular electronics manufac-
turer, e.g., Samsung, because the speech data is encoded using
a proprietary encoding by Samsung, and the header data
identifies this) of the received speech data (e.g., “play chapter
four of the Blu-Ray”) indicating a manufacturer of the
intended target device (e.g., a Samsung electronics device)
that is configured to process the received speech data (e.g., at
least decode the data into a coded format that is not propri-
etary, and, in some embodiments, also perform interpreting of
the speech data, or further determination regarding whether
the speech data has reached the device that is its intended
target).
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[0280] Referring again to FIG. 10D, operation 1046 may
include operation 1052 depicting extracting header data from
a header of the received speech data indicating a type of input
accepted by one or more intended target devices configured to
process the received speech data. For example, FIG. 4, e.g.,
FIG. 4C, shows header data indicating a type of input
accepted by one or more intended target devices configured to
process received speech data extracting from received speech
data header module 450 extracting header data (e.g., data
indicating which type of user authorization must have been
completed) from a header of the received speech data (e.g.,
data corresponding to a user speaking a command to “with-
draw two hundred dollars from a checking account”) indicat-
ing a type of input accepted by one or more intended target
devices (e.g., input from that particular user that has estab-
lished an authorization with a particular machine (e.g., by
inserting his card, and thus the header may be an encrypted
version of the card number) accepted by one or more intended
target devices (e.g., of a long line of automated teller machine
devices in a row, the intended target device is the one with
which the user has established a connection, e.g., by inserting
his card) configured to process the received speech data (e.g.,
withdraw two hundred dollars from a checking account).

[0281] Referring again to FIG. 10D, operation 1052 may
include operation 1054 depicting extracting header data from
a header of the received speech data indicating a data format
accepted by one or more intended target devices configured to
process the received speech data. For example, FIG. 4, e.g.,
FIG. 4C, shows header data indicating a data format accepted
by one or more intended target devices configured to process
received speech data extracting from received speech data
header module 452 extracting header data (e.g., the following
speech data requires an Advanced Audio Coding (“AAC”)
decoder) from a header of the received speech data (e.g., data
corresponding to the user giving a command to present direc-
tions to the nearest Big Boy restaurant) indicating a data
format (AAC) accepted by one or more intended target
devices (e.g., personal navigation systems, onboard vehicle
navigation systems, and the like) configured to process the
received speech data (e.g., data corresponding to the user
giving a command to present directions to the nearest Big Boy
restaurant).

[0282] Referring again to FIG. 10D, operation 1052 may
include operation 1056 depicting extracting header data from
a header of the received speech data indicating one or more
word categories accepted by one or more intended target
devices configured to process the received speech data. For
example, FIG. 4, e.g., FIG. 4C, shows header data indicating
one or more word categories accepted by one or more
intended target devices configured to process received speech
data extracting from received speech data header module 456
extracting header data from a header of the received speech
data indicating one or more word categories (e.g., “words that
control home theater components,” “words that control tem-
perature,” or, “words that control navigation,” or specific sets
ofwords, e.g., “volume,” “digital video disc,” “channel,” etc.)
accepted by one or more intended target devices (e.g., home
theater systems) configured to process the received speech
data (e.g., “lower the volume five units”).

[0283] Referring now to FIG. 10E, operation 1038 may
include operation 1058 converting the received speech data
into data that is recognizable by a target device. For example,
FIG. 4, e.g., FIG. 4D, shows received speech data into target
device recognizable data converting module 458 converting
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the received speech data (e.g., dictation of a memorandum
with a lot of background noise, e.g., machinery, children
yelling, in the background) into data that is recognizable by a
target device (e.g., by applying one or more filters to remove
the non-speech data).

[0284] Referring again to FIG. 10E, operation 1058 may
include operation 1060 depicting converting the received
speech data into one or more commands or command modi-
fiers configured to be recognized by a control component of
the target device. For example, FIG. 4, e.g., FIG. 4D, shows
received speech data into one or more commands or com-
mand modifiers configured to be recognized by a target
device control component converting module 460 converting
the received speech data (e.g., the received speech at a micro-
phone, e.g., the user’s speech, e.g., the words “withdraw two
hundred dollars from checking account™) into one or more
commands (e.g., “withdraw” “200” “checking account,” or in
some embodiments, “withdraw” *“200” “account number
6204620”) configured to be recognized by a control compo-
nent (e.g., a component configured to carry out the “deposit™
“withdraw” and “display” commands of the target device
(e.g., an automated teller machine device).

[0285] Referring again to FIG. 10E, operation 706 may
include operation 1062 depicting receiving target data regard-
ing a target device configured to process at least a portion of
the received speech data. For example, FIG. 4, e.g., FI1G. 4D,
shows target data regarding a target device configured to
process at least a portion of speech data receiving module 462
receiving target data (e.g., data identifying a target device)
regarding a target device (e.g., a video game system) config-
ured to process at least a portion of the received speech data
(e.g., a command to kick the soccer ball given to a headset to
command a player in a sports soccer game).

[0286] Referring again to FIG. 10E, operation 1062 may
include operation 1064 depicting receiving target data regard-
ing a target device configured to process at least a portion of
the received speech data from the particular device. For
example, FIG. 4, e.g., FIG. 4D, shows target data regarding a
target device configured to process at least a portion of speech
data receiving from the particular device module 464 receiv-
ing target data regarding a target device (e.g., data that iden-
tifies the video game system as the target of the speech)
configured to process at least a portion of the received speech
data (e.g., a command to switch control to a different playerin
the soccer game) from the particular device (e.g., from the
headset that the video game player is wearing).

[0287] Referring again to FIG. 10E, operation 1062 may
include operation 1066 depicting receiving target data regard-
ing a target device configured to process at least a portion of
the received speech data from a further device that is different
than the particular device. For example, FIG. 4, e.g., FIG. 4D,
shows target data regarding a target device configured to
process at least a portion of speech data receiving from a
further device module 466 receiving target data regarding a
target device (e.g., data indicating which component of a
home theater system is the target device, e.g., the television)
configured to process at least a portion of the received speech
data (e.g., data corresponding to the user giving the command
(“increase brightness 75% and set the contrast to twenty-
four”) from a further device (e.g., a computer, e.g., computing
device 54 of FIG. 1D, that communicates with devices in
home theater system, e.g., receiver device 51, media player
device 52, and television device 53 of FIG. 1D) that is difter-
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ent than the particular device (e.g., the universal remote con-
trol, e.g., personal device 22A of FIG. 1D).

[0288] Referring again to FIG. 10E, operation 1066 may
include operation 1068 depicting receiving target data regard-
ing a target device configured to process at least a portion of
the received speech data from the further device, said further
device configured to process at least a portion of the received
speech data. For example, F1G. 4, e.g., FIG. 4D, shows target
data regarding a target device configured to process at least a
portion of speech data receiving from a further device con-
figured to process at least a portion of the speech data module
468 receiving target data regarding a target device (e.g., “this
data is intended for the television component of the home
theater system) configured to process at least a portion of the
received speech data (e.g., data corresponding to the user
speaking the command “change the input to VIDEO-2"") from
the further device (e.g., a universal remote control), said
further device configured to process at least a portion of the
received speech data (e.g., the universal remote control
receives the speech from the user, converts it to a data stream,
and adds the target data that says “this data is intended for the
television component” based on the universal remote con-
trol’s detection that the user had pressed down the “Televi-
sion” button on the personal device prior to speaking the
command).

[0289] Referring again to FIG. 10E, operation 1066 may
include operation 1070 depicting receiving target data regard-
ing a target device configured to process at least a portion of
the received speech data from the further device, said further
device configured to apply at least a portion of the acquired
adaptation data. For example, FIG. 4, e.g., FIG. 4D, shows
target data regarding a target device configured to process at
least a portion of speech data receiving from a further device
configured to apply at least a portion of the adaptation data
module 470 receiving target data regarding a target device
(e.g., data indicating an address of a computer, e.g., a desktop
computing system on a desk in the bedroom, and not a net-
worked laptop sitting on a couch in the living room) config-
ured to process at least a portion of the received speech data
(e.g., “open the web browser”) from the further device (e.g.,
a cellular telephone device carried by the user), said further
device configured to apply at least a portion of the acquired
adaptation data (e.g., the cellular telephone device retrieves
the adaptation data from memory and applies the adaptation
data to its speech recognition component, in case the cellular
telephone device is requested by the computer to perform
some or all of the speech data processing).

[0290] Referring now to FIG. 10F, operation 1066 may
include operation 1072 depicting receiving target data from
the further device, said target data regarding a target device
configured to process at least a portion of the speech data, said
further device configured to process at least a portion of the
speech data less efficiently than the target device. For
example, FIG. 4, e.g., FIG. 4E, shows target data regarding a
target device configured to process at least a portion of speech
data receiving from a further device configured to process the
speech data less efficiently than the target device module 472
receiving target data (e.g., atype of device that the speech data
is directed toward, e.g., an automated drive through window)
from the further device (e.g., a user’s cellular telephone
device), said target data regarding a target device (e.g., an
automated drive through window) configured to process at
least a portion of the speech data (e.g., a user’s order of a large
pizza with pepperoni and sausage), said further device con-
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figured to process at least a portion of the speech data less
efficiently than the target device (e.g., the cellular telephone
device could process the speech data, but without knowing a
vocabulary of the menu of the pizza place, cannot do so as
efficiently as the target device, e.g., the automated drive thru
window at the pizza place).

[0291] Referring again to FIG. 10F, operation 1066 may
include operation 1074 depicting receiving target data from a
further device that is different than the particular device,
wherein said speech data is unintended for the further device.
For example, FIG. 4, e.g., FIG. 4E, shows target data regard-
ing a target device configured to process at least a portion of
speech data receiving from a further device for which the
speech data is unintended module 474 receiving target data
(e.g., data indicating that the user is intending his speech to be
directed to a media player) from a further device (e.g., an
audio visual receiver) that is different from the particular
device (e.g., a universal remote control), wherein said speech
data (e.g., “play my song playlist number three”) is unin-
tended for the further device (e.g., the audio visual receiver
does not play media).

[0292] Referring again to FIG. 10F, operation 1066 may
include operation 1076 depicting receiving target data from a
further device, said target data indicating that the speech data
was determined to be intended for the target device. For
example, FIG. 4, e.g., FIG. 4E, shows target data regarding a
target device configured to process at least a portion of speech
data and target data indicating the speech data was deter-
mined to be intended for the target device receiving from a
further device module 476 receiving target data (e.g., data
stating “this data is intended for a motor vehicle control
system”) from a further device (e.g., a personal GPS naviga-
tion system, e.g., personal GPS navigation system 41), said
target data indicating that the speech data was determined
(e.g., by the personal GPS navigation system) to be intended
for the target device (e.g., the GPS navigation system tried to
process the speech data, but could not, and then determined,
based on the failure to recognize, that the speech data was
intended for the motor vehicle control system).

[0293] Referring again to FIG. 10F, operation 706 may
include operation 1094 depicting receiving data identifying
the target device configured to process at least a portion of the
received speech data. For example, FIG. 4, e.g., FIG. 4E,
shows data identifying the target device receiving module 494
receiving data identifying the target device (e.g., a name of
the device, whether general or specific, e.g., “video game
system number 532162462 or “Billy’s netbook’) configured
to process at least a portion of the received speech data (e.g.,
a command to “load the game Call of Duty”™).

[0294] Referring again to FIG. 10F, operation 1094 may
include operation 1096 depicting receiving a name of the
target device configured to process at least a portion of the
received speech data. For example, FIG. 4, e.g., FIG. 4E,
shows name of the target device (e.g., a name on a network,
e.g., “computer NAOO326W”) configured to process at least a
portion of the received speech data (e.g., a memorandum
outlining new human resources policy).

[0295] Referring again to FIG. 10F, operation 1094 may
include operation 1097 depicting receiving a device identifier
of'the target device configured to process at least a portion of
the received speech data. For example, FIG. 4, e.g., FIG. 4E,
shows device identifier of the target device receiving module
497 receiving a device identifier (e.g., a MAC address of a
network card of the device) configured to process at least a
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portion of the received speech data (e.g., a command to open
up the address book program).

[0296] Referring again to FIG. 10F, operation 706 may
include operation 1098 depicting receiving an address of the
target device configured to process at least a portion of the
received speech data. For example, FIG. 4, e.g., FIG. 4E,
shows address of the target device receiving module 498
receiving an address of the target device (e.g., an IP address,
or a network address) configured to process at least a portion
of'the received speech data (e.g., a request to use Skype to dial
a particular number).

[0297] Referring again to FIG. 10F, operation 706 may
include operation 1099 depicting receiving a location of the
target device configured to process at least a portion of the
received speech data. For example, FIG. 4, e.g., FIG. 4E,
shows location of the target device receiving module 499
receiving a location of the target device (e.g., it could be a
relative location to the particular party, e.g., “directly in front
of'the particular party,” e.g., within a bank of automated teller
machines, or an absolute location, e.g., “the automated ticket
dispensing device located on the third floor of Union Station,
at location 38.89774 degrees N and 77.00643 degrees W)
configured to process at least a portion of the received speech
data.

[0298] Referring now to FIG. 10G, operation 706 may
include operation 1078 depicting acquiring target data
regarding an intended application module configured to pro-
cess at least a portion of the received speech data. For
example, FIG. 4, e.g., FIG. 4E, shows target data regarding an
intended application module configured to process at least a
portion of the received speech data obtaining module 478
acquiring target data (e.g., data identifying a word processing
application) regarding an intended application module (e.g., a
word processor, e.g., Microsoft Word) configured to process
at least a portion of the received speech data (e.g., a dictation
of'a memorandum).

[0299] Referring again to FIG. 10G, operation 1078 may
include operation 1080 depicting acquiring target data
regarding an intended application module configured to pro-
cess at least a portion of the received speech data, wherein at
least a portion of said processing is configured to be facili-
tated by the adaptation data. For example, FIG. 4, e.g., FIG.
4E, shows target data regarding an intended application mod-
ule configured to process, facilitated by the adaptation data, at
least a portion of the received speech data obtaining module
480 acquiring target data (e.g., data identifying the intended
target) regarding an intended application module (e.g., an
operating system shell) configured to process at least a por-
tion of the received speech data (e.g., increase screen bright-
ness by 30%), wherein at least a portion of said processing is
facilitated by the adaptation data (e.g., the adaptation data
contains a pronunciation of the numbers zero to ninety-nine,
and facilitates the operating system identifying that the user
said “thirty percent,” as opposed to “thirteen percent” or some
other incorrect interpretation).

[0300] Referring again to FIG. 10G, operation 1080 may
include operation 1082 depicting acquiring target data
regarding a speech data processing capability of an intended
application module configured to process at least a portion of
the received speech data. For example, FIG. 4, e.g., FIG. 4F,
shows target data regarding a speech data processing capa-
bility of an intended application module configured to pro-
cess, facilitated by the adaptation data, at least a portion of the
received speech data obtaining module 482 acquiring target
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data (e.g., data showing a capability, e.g., ‘completely inca-
pable’) regarding a speech data processing capability (e.g., no
capability) of an intended application module (e.g., a basic
web browser) configured to process at least a portion of the
received speech data (e.g., “open espn.com”).

[0301] Referring again to FIG. 10G, operation 706 may
include operation 1084 depicting acquiring target data
regarding a first application module configured to process at
least a portion of the received speech data, and a second
application module configured to process at least a portion of
the received speech data. For example, FIG. 4, e.g., FIG. 4F,
shows target data regarding a first application module config-
ured to process at least a portion of the received speech data
and a second application module configured to process at
least a portion of the received speech data obtaining module
484 acquiring target data (e.g., a list of the application mod-
ules running on a computer) regarding a first application
module (e.g., a web browser) configured to process at least a
portion of the received speech data (e.g., data corresponding
to the user’s request to look up Aunt Sally’s address), and a
second application module (e.g., an address book applica-
tion) configured to process at least a portion of the received
speech data (e.g., the data corresponding to the user’s request
to look up Aunt Sally’s address).

[0302] Referring again to FIG. 10G, operation 1084 may
include operation 1086 depicting acquiring target data
regarding a word processing application module configured
to process at least a portion of the received speech data, and a
speech recognition application module configured to process
at least a portion of the received speech data. For example,
FIG. 4, e.g., FIG. 4F, shows target data regarding a word
processing application module configured to process at least
aportion of the received speech data and a speech recognition
application module configured to process at least a portion of
the received speech data obtaining module 486 acquiring
target data (e.g., a list of the application modules on the
computer that are configured to process speech) regarding a
word processing application module configured to process at
least a portion of the received speech data (e.g., a dictation of
a letter to the user’s sister), and a speech recognition appli-
cation module configured to process at least a portion of the
received speech data (e.g., the dictation of a letter to the user’s
sister).

[0303] Referring again to FIG. 10G, operation 1084 may
include operation 1088 depicting acquiring target data
regarding a word processing application module configured
to process at least a portion of the received speech data, and an
operating system module configured to process at least a
portion of the received speech data. For example, FIG. 4, e.g.,
FIG. 4F, shows target data regarding a word processing appli-
cation module configured to process at least a portion of the
received speech data and an operating system application
module configured to process at least a portion of the received
speech data obtaining module 488 acquiring target data (e.g.,
data listing one or more applications’ capabilities to process
speech data) regarding a word processing application module
(e.g., Notepad) configured to process at least a portion of the
received speech data, and an operating system module (e.g.,
Chrome OS) configured to process at least a portion of the
received speech data.

[0304] Referring again to FIG. 10G, operation 1084 may
include operation 1090 depicting acquiring target data
regarding a word processing application module configured
to process at least a portion of the received speech data, and a
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spreadsheet processing application module configured to
process at least a portion of the received speech data. For
example, FI1G. 4, e.g., FIG. 4F, shows target data regarding a
word processing application module configured to process at
least a portion of the received speech data and a spreadsheet
processing application module configured to process at least
a portion of the received speech data obtaining module 490
acquiring target data (e.g., a list of open applications) regard-
ing a word processing application module configured to pro-
cess at least a portion of the received speech data, and a
spreadsheet processing application module configured to
process at least a portion of the received speech data.

[0305] FIGS. 11A-11C depict various implementations of
operation 708, according to embodiments. Referring now to
FIG. 11A, in some embodiments, operation 708 may include
operation 1102 depicting determining to apply the adaptation
data for processing at least a portion of the received speech
data when the acquired target data indicates that the received
speech data was not intended for a further device. For
example, FIG. 5, e.g., FIG. 5A, shows application of adapta-
tion data for processing at least a portion of the received
speech data determining based on acquired target data com-
prising an indication of intended device module 502 deter-
mining to apply the adaptation data (e.g., instructions for
replacing a word frequency table with a modified word fre-
quency table that reflects the particular party’s word usage)
for processing at least a portion of the received speech data
(e.g., a request to withdraw money from a checking account)
when the acquired target data (e.g., data identifying the auto-
mated teller machine device that the user swiped her card
into) indicates that the received speech data was not intended
for a further device (e.g., a different automated teller machine
device in a same cluster of automated teller machine devices).

[0306] Referring again to FIG. 11A, operation 708 may
include operation 1104 depicting determining to apply the
adaptation data for processing at least a portion of the
received speech data when the acquired target data indicates
that the received speech data has arrived at its intended target
device. For example, FIG. 5, e.g., FIG. 5A, shows application
of adaptation data for processing at least a portion of the
received speech data determining based on acquired target
data comprising an indication that speech data has arrived at
intended device module 504 determining to apply the adap-
tation data (e.g., stochastic state transition network) for pro-
cessing at least a portion of the received speech data (e.g., a
request to receive dictation of a memorandum) when the
acquired target data indicates that the received speech data
has arrived at its intended target device (e.g., a computer
running Microsoft Word).

[0307] Referring again to FIG. 11A, operation 708 may
include operation 1106 depicting determining against appli-
cation of the adaptation data for processing at least a portion
of the received speech data when the acquired target data
indicates that the received speech data has not arrived at its
intended target device. For example, FIG. 5, e.g., FIG. 5A,
shows application of adaptation data for processing at least a
portion of the received speech data determining based on
acquired target data comprising an indication that speech data
has not arrived at intended device module 506 determining
against application of the adaptation data (e.g., an uncommon
word pronunciation guide) for processing at least a portion of
the received speech data (e.g., a command to lower the rear
windows and open the sunroof) when the acquired target data
(e.g., data indicating that the speech data is intended for a
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motor vehicle control system) indicates that the received
speech data has not arrived at its intended target device (e.g.,
it has arrived at a personal GPS navigation system, which is
not a device it was intended for).

[0308] Referring again to FIG. 11A, operation 1106 may
include operation 1108 depicting choosing against applica-
tion of the adaptation data for processing at least a portion of
the received speech data when the acquired target data indi-
cates that the received speech data has not arrived at its
intended target device. For example, FIG. 5, e.g., FIG. 5A
shows application of adaptation data for processing at least a
portion of the received speech data choosing against based on
acquired target data comprising an indication that speech data
has not arrived at intended device module 508 choosing
against application of the adaptation data (e.g., an utterance
ignoring algorithm) for processing at least a portion of the
received speech data (e.g., a request to raise the volume by
fifteen units) when the acquired target data (e.g., data indi-
cating that the speech data is intended for a television) indi-
cates that the received speech data has not arrived at its
intended target device (e.g., it has arrived at an audio/visual
receiver, which can raise its volume by fifteen units, but the
target data indicates that the speech data is intended for a
television).

[0309] Referring again to FIG. 11A, operation 708 may
include operation 1110 depicting determining against appli-
cation of the adaptation data for processing at least a portion
of the received speech data when the acquired target data
indicates that the received speech data has arrived at a device
other than its intended target device. For example, FIG. 5,
e.g., FIG. 5A, shows application of adaptation data for pro-
cessing at least a portion of the received speech data deter-
mining based on acquired target data comprising an indica-
tion that speech data has arrived at other device than an
intended device module 510 determining against application
of the adaptation data (e.g., an uncommon word pronuncia-
tion guide) for processing at least a portion of the received
speech data (e.g., a request for directions home) when the
acquired target data indicates that the received speech data
has arrived at a device (e.g., a cellular telephone device with
navigational features) other than its intended target device
(e.g., a personal GPS navigation system).

[0310] Referring again to FIG. 11A, operation 708 may
include operation 1112 depicting determining to apply the
adaptation data for processing at least a portion of the
received speech data when the acquired target data indicates
a capability of applying the adaptation data. For example,
FIG. 5, e.g.,FIG.5A, shows application of adaptation data for
processing at least a portion of the received speech data deter-
mining when acquired target data indicates capability of
adaptation data application module 512 determining to apply
the adaptation data (e.g., a noise level dependent filtration
algorithm) for processing at least a portion of the received
speech data (e.g., a request to withdraw two hundred dollars
from a checking account) when the acquired target data (e.g.,
data internal to the device that indicates that adaptation data
can be applied) indicates a capability of applying the adapta-
tion data (e.g., has components that allow application of the
noise level dependent filtration algorithm).

[0311] Referring now to FIG. 11B, operation 708 may
include operation 1114 depicting determining against appli-
cation of the adaptation data for processing at least a portion
of the received speech data when the acquired target data
indicates that there are one or more other devices present that
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are configured to apply the adaptation data for processing at
least a portion of the received speech data. For example, FIG.
5, e.g., FIG. 5B, shows application of adaptation data for
processing at least a portion of the received speech data deter-
mining based on acquired target data indicating presence of
one or more other devices configured to apply adaptation data
module 514 determining against application of the adaptation
data (e.g., a speech disfluency detection algorithm) for pro-
cessing at least a portion of the received speech data (e.g., a
spoken request to power oft) when the acquired target data
(e.g., a list of devices in a home theater system that are
currently powered on) indicates that there are one or more
other devices present (e.g., in a home theater system, there
may be several pieces of equipment that can be powered off)
that are configured to apply the adaptation data (e.g., a speech
disfluency detection algorithm) for processing at least a por-
tion of the received speech data (e.g., a spoken request to
power off).

[0312] Referring again to FIG. 11B, operation 708 may
include operation 1116 depicting determining against appli-
cation of the adaptation data for processing at least a portion
of the received speech data when the acquired target data
indicates that there are one or more other devices present that
are configured to efficiently apply the adaptation data for
processing at least a portion of the received speech data. For
example, FIG. 5, e.g., FIG. 5B, shows application of adapta-
tion data for processing at least a portion of the received
speech data determining against based acquired target data
indicating presence of one or more other devices configured
to efficiently apply adaptation data module 516 determining
against application of the adaptation data (e.g., an accent-
based pronunciation modification algorithm) for processing
at least a portion of the received speech data (e.g., a request to
show directions to the nearest cheese shop) when the acquired
target data (e.g., a list including a motor vehicle control sys-
tem and a GPS navigation system that can communicate with
each other) indicates that there are one or more other devices
present (e.g., a GPS navigation system) that are configured to
efficiently apply the adaptation data (e.g., the GPS navigation
system may have more processing power and thus may be
able to apply the algorithm efficiently) for processing at least
a portion of the received speech data (e.g., a request to show
directions to the nearest cheese shop).

[0313] Referring again to FIG. 11B, operation 708 may
include operation 1118 depicting determining whether to
apply the adaptation data for processing at least a portion of
the received speech data when the acquired target data indi-
cates a presence of one or more applications configured to
process the received speech data. For example, FIG. 5, e.g.,
FIG. 5B, shows application of adaptation data for processing
at least a portion of the received speech data determining
based on acquired target data indicating presence of one or
more other applications module 518 determining whether to
apply the adaptation data (e.g., a phoneme pronunciation
database) for processing at least a portion of the received
speech data (e.g., the user speaking a list of numbers) when
the acquired target data indicates a presence of one or more
applications of the target device (e.g., a word processing
application and a spreadsheet application of a computer).

[0314] Referring again to FIG. 11B, operation 708 may
include operation 1120 depicting determining whether to
apply the adaptation data for processing at least a portion of
the received speech data based on one or more characteristics
of one or more applications of the target device, wherein the
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acquired target data includes data regarding a presence of the
one or more applications. For example, FIG. 5, e.g., FIG. 5B,
shows application of adaptation data for processing at least a
portion of the received speech data determining based on one
or more characteristics of one or more applications and target
data indicating a presence of the one or more applications
module 520 determining whether to apply the adaptation data
(e.g., a part-of-speech labeling algorithm) for processing at
least a portion of the received speech data (e.g., a dictation of
amemorandum) based on one or more characteristics (e.g., an
ability to successfully process numbers recited in speech) of
one or more applications of the target device (e.g., a computer
having two different spreadsheet processing applications),
wherein the acquired target data includes data regarding a
presence of the one or more applications (e.g., the acquired
target data lists the available applications, and their efficiency
rate at processing numbers as speech).

[0315] Referring now to FIG. 11C, operation 708 may
include operation 1122 depicting determining whether to
apply the adaptation data for processing at least a portion of
the received speech data based on acquired target data com-
prising one or more characteristics of one or more applica-
tions of the target device. For example, FIG. 5, e.g., FIG. 5C,
shows application of adaptation data for processing at least a
portion of the received speech data determining against based
acquired target data comprising one or more characteristics of
one or more applications module 522 determining whether to
apply the adaptation data (e.g., a regional dialect application
algorithm) for processing at least a portion of the received
speech data (e.g., a request to play a particular video from the
user’s on-demand video library) based on acquired target data
comprising one or more characteristics (e.g., processor power
available at the time of interpreting the speech) of one or more
applications (e.g., a video-on-demand equipped cable box
that is running a menuing application and an on-demand
application) of the target device (e.g., a video cable box).

[0316] Referring again to FIG. 11C, operation 1122 may
include operation 1124 depicting determining whether to
apply the adaptation data for processing at least a portion of
the received speech data based on acquired target data com-
prising a detection of one or more applications and corre-
sponding one or more characteristics of the one or more
applications. For example, FIG. 5, e.g., FIG. 5C, shows appli-
cation of adaptation data for processing at least a portion of
the received speech data determining against based acquired
target data comprising a presence of one or more applications
and one or more characteristics of one or more applications
module 524 determining whether to apply the adaptation data
(e.g., a syllable pronunciation database) for processing at
least a portion of the received speech data (e.g., speaking
commands to fill in fields on a web page) based on acquired
target data comprising a detection of one or more applications
(e.g., whether a web browser is open and information about
the open web browser) and corresponding one or more char-
acteristics (e.g., whether the web browser can process the
speech data, e.g., and how much pre-processing, if any,
should be performed) of the one or more applications (e.g., a
web browser).

[0317] Referring again to FIG. 11C, operation 1122 may
include operation 1126 depicting determining whether to
apply the adaptation data for processing at least a portion of
the received speech data at least partly based on acquired
target data comprising a developer of one or more applica-
tions of the target device. For example, FIG. 5, e.g., FIG. 5C,
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shows application of adaptation data for processing at least a
portion of the received speech data determining against based
acquired target data comprising a developer of one or more
applications module 526 determining whether to apply the
adaptation data (e.g., a context-based repaired utterance pro-
cessing matrix) for processing at least a portion of the
received speech data at least partly based on acquired target
data comprising a developer (e.g., for Microsoft-developed
applications, the adaptation data may not be applied, but for
Corel-developed applications, the adaptation data may be
applied) of one or more applications (e.g., a word processing
application) of the target device (e.g., a laptop computer).

[0318] Referring again to FIG. 11C, operation 706 may
include operation 1128 depicting determining whether to
apply the adaptation data for processing at least a portion of
the received speech data at least partly based on a preference
flag set on the one or more applications. For example, FIG. 5,
e.g., FIG. 5C, shows application of adaptation data for pro-
cessing at least a portion of the received speech data deter-
mining based on one or more application preference flags
module 528 determining whether to apply the adaptation data
for processing at least a portion of the received speech data
(e.g., the useris reading numbers off of alist to be entered into
a spreadsheet) at least partly based on a preference flag set on
the one or more applications (e.g., the spreadsheet application
has an internal flag that lets the application decide whether to
use the adaptation data). In some embodiments, the decision
is based on current conditions within the device, e.g., avail-
able processing power, etc. In some embodiments, the deci-
sion is based on the application estimating the success of
previously applying the adaptation data. In some embodi-
ments, the decision is based on a user selection.

[0319] Referring again to FIG. 11C, operation 706 may
include operation 1130 depicting determining whether to
apply the adaptation data for processing at least a portion of
the received speech data at least partly based on a user-
controlled preference flag set onthe one or more applications.
For example, FIG. 5, e.g., FIG. 5C, shows application of
adaptation data for processing at least a portion of the
received speech data determining based on one or more user-
controlled preference flags module 530 determining whether
to apply the adaptation data (e.g., a partial pattern tree model)
for processing at least a portion of the received speech data
(e.g., a dictation of a memorandum) at least partly based on a
user-controlled preference flag set on the one or more appli-
cations (e.g., the word processing application has a user pref-
erence setting for allowing the user to select whether she
wants the word processing application to process the adapta-
tion data).

[0320] Referring again to FIG. 11C, operation 706 may
include operation 1132 depicting determining whether to
apply the adaptation data based on a decision by an operating
system of a device configured to process at least a portion of
the received speech data, when the acquired target data indi-
cates that there are one or more applications present config-
ured to process the received speech data. For example, FIG. 5,
e.g., FIG. 5C, shows application of adaptation data for pro-
cessing at least a portion of the received speech data deter-
mining based on operating system decision module 532
determining whether to apply the adaptation data (e.g., a
part-of-speech labeling algorithm) based on a decision by an
operating system of a device (e.g., a Windows operating sys-
tem, e.g., Windows 7, loaded on a Dell desktop computer)
configured to process at least a portion of the received speech
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data (e.g., a verbal listing of contact information to be saved
in the computer), wherein the acquired target data (e.g., a list
of currently running applications) indicates that there are one
or more applications present (e.g., a word processing appli-
cation, a calendar application, a contact management appli-
cation) configured to process the received speech data (e.g.,
one or more of the word processing application, calendar
application, and contact management application can process
the received speech device, but the contact management
application cannot use the adaptation data, and so the oper-
ating system determines whether to apply the adaptation data
based on the existence of an application that cannot use the
adaptation data). In some embodiments, the operating system
also may decide for which application the speech data is
intended. In other embodiments, the operating system may
determine for which application the speech data is intended
based on other information, e.g., a window that was active
when the user spoke the words).

[0321] FIGS. 12A-12C depict various implementations of
operation 710, according to embodiments. Referring now to
FIG. 12A, in some embodiments, operation 710 may include
operation 1202 depicting transmitting adaptation result data
that is based on applying the adaptation data. For example,
FIG. 6, e.g., FIG. 6A, shows adaptation result data based on
applying the adaptation data transmitting module 602 trans-
mitting adaptation result data that is based on applying the
adaptation data (e.g., transmitting a “1” if the adaptation
result data was successfully applied, and a “0” otherwise, or
in other embodiments, transmitting a number indicating a
percentage of the adaptation data (e.g., a list of the way that
the particular party pronounces ten words) that was applied).
[0322] Referring again to FIG. 12A, operation 1202 may
include operation 1204 depicting transmitting adaptation
result data that is based on applying the adaptation data to a
speech recognition component of a target device. For
example, FIG. 6, e.g., FIG. 6A, shows adaptation result data
based on applying the adaptation data to a speech recognition
component of a target device transmitting module 604 trans-
mitting adaptation result data that is based on applying the
adaptation data (e.g., an emotion-based pronunciation adjust-
ment algorithm) to a speech recognition component of a
target device (e.g., a speech-enabled video game system).
[0323] Referring again to FIG. 12A, operation 710 may
include operation 1206 transmitting adaptation result data
that is based on processing the received speech data. For
example, FIG. 6, e.g., FIG. 6A, shows adaptation result data
based on processing received speech data transmitting mod-
ule 606 transmitting adaptation result data (e.g., transmitting
a signal, e.g., internally to a portion of the device that pro-
cessed the speech data, or externally to a different device)
indicating that at least a portion of the received speech data
has been processed (e.g., in some embodiments, the process-
ing of the speech data may include determining that the
speech data is intended for a different device, and in some
embodiments, also may include sending a signal indicating
that the speech data is intended for a different device) that is
based on processing the received speech data.

[0324] Referring again to FIG. 12A, operation 1206 may
include operation 1250 depicting transmitting adaptation
result data indicating that at least a portion of the received
speech data has been processed. For example, FIG. 6, e.g.,
FIG. 6A, shows adaptation result data indicating at least a
portion of received speech data has been processed transmit-
ting module 650 transmitting adaptation result data indicating
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that at least a portion of the received speech data (e.g., a
request to withdraw two hundred dollars from a speech-en-
abled automated teller machine device).

[0325] Referring again to FIG. 12A, operation 710 may
include operation 1252 depicting transmitting adaptation
result data indicating that at least a portion of the received
speech data is intended for an other device. For example, FI1G.
6, c¢.g., FIG. 6 A, shows adaptation result data indicating that
at least a portion of the received speech data is intended for an
other device transmitting module 652 transmitting adaptation
result data indicating that at least a portion of the received
speech data (e.g., “dial the number 252-256-6356" is
intended for an other device (e.g., an automated wall dialer in
a house or office setting).

[0326] Referring again to FIG. 12A, operation 1252 may
include operation 1254 depicting transmitting adaptation
result data indicating that at least a portion of the received
speech data is intended for an other device to the other device.
For example, FIG. 6, e.g., FIG. 6A, shows adaptation result
data indicating that at least a portion of the received speech
data is intended for an other device transmitting to the other
device module 654 transmitting adaptation result data (e.g.,
that is based on at least one aspect of the received speech data,
e.g., that the received speech data is not intended for the
device that received it, whether or not the device made that
determination or another device made that determination,
e.g., and encoded it into a header of the speech data, or
transmitted it separately) indicating that at least a portion of
the received speech data (e.g., the data that says “turn the air
conditioner down by two degrees”) is intended for an other
device (e.g., a climate control system of a house) to the other
device (e.g., a home climate control system).

[0327] Referring again to FIG. 12A, operation 1252 may
include operation 1256 depicting transmitting adaptation
result data that comprises the adaptation data and an indicator
that at least a portion of the received speech data is intended
for the other device. For example, FIG. 6, e.g., FIG. 6A,
shows adaptation result data comprising the adaptation data
and indicating that at least a portion of the received speech
data is intended for an other device transmitting module 656
transmitting adaptation result data, comprising the adaptation
data (e.g., a path selection algorithm), and an indicator (e.g.,
data) that at least a portion of the received speech data (e.g.,
data that says “turn the air conditioner down by two degrees™)
is intended for the other device (e.g., a motor vehicle control
system).

[0328] Referring again to FIG. 12A, operation 710 may
include operation 1258 depicting transmitting adaptation
result data indicating that a determination was made regard-
ing an intended target of the received speech data. For
example, FIG. 6, e.g., FIG. 6A, shows adaptation result data
indicating completed determination regarding intended target
of received speech data transmitting module 658 transmitting
adaptation result data indicating that a determination was
made (e.g., either determining the target of the received
speech data, or determining merely that some other device is
the target of the received speech data) regarding an intended
target (e.g., an office copier) of the received speech data (e.g.,
data corresponding to a speech instruction of “make twenty-
five color copies with sixty percent less yellow in them”).
[0329] Referring now to FIG. 12B, operation 710 may
include operation 1208 depicting transmitting adaptation
result data that is based on a measure of success of at least one
portion of a speech-facilitated transaction corresponding to
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the received speech data. For example, FIG. 6, e.g., FIG. 6B,
shows adaptation result data based on a measure of success of
at least one portion of a speech-facilitated transaction corre-
sponding to the received speech data transmitting module 608
transmitting adaptation result data that is based on a measure
of success (e.g., an observer not directly related to the trans-
action, e.g., a monitoring network computer, or a cellular
telephone device, or a device specifically installed to monitor
quality of speech-facilitated transactions, e.g., which, in
some embodiments, may be integral with a terminal designed
to receive the speech-facilitated transactions) of at least one
portion of a speech-facilitated transaction (e.g., giving com-
mands to a laptop computer to open various programs, e.g., a
web browser, aword processor, and the like) corresponding to
the received speech data.

[0330] Referring again to FIG. 12B, operation 1208 may
include operation 1210 depicting transmitting adaptation
result data that comprises a representation of success of at
least one portion of a speech-facilitated transaction corre-
sponding to the received speech data. For example, FIG. 6,
e.g., FIG. 6B, shows adaptation result data comprising a
representation of success of at least one portion of a speech-
facilitated transaction corresponding to the received speech
data transmitting module 610 transmitting adaptation result
data that comprises a representation of success (e.g., a repre-
sentation in the form of answers to open-ended survey ques-
tions presented to the particular party at the end of a speech-
facilitated transaction) of at least one portion of a speech-
facilitated transaction (e.g., an interaction with an automated
banking center in which the particular party speaks the words
“obtain a home equity loan,” and the various steps are carried
out through speech of the user) corresponding to the received
speech data (e.g., data corresponding to at least one of the
words spoken by the user during the speech-facilitated trans-
action).

[0331] Referring again to FIG. 12B, operation 1210 may
include operation 1212 depicting transmitting adaptation
result data that comprises a numeric representation of success
of at least one portion of a speech-facilitated transaction
corresponding to the received speech data, said numeric rep-
resentation of success provided by the particular party. For
example, FIG. 6, e.g., FIG. 6B, shows adaptation result data
comprising a numeric representation of success provided by
the particular party of at least one portion of a speech-facili-
tated transaction corresponding to the received speech data
transmitting module 612 transmitting adaptation result data
that comprises a numeric representation of success (e.g., 42
out of 100) of at least one portion of a speech-facilitated
transaction (e.g., a user trying to get walking directions from
an automated “help terminal” located on a New York City
street corner”) corresponding to the received speech data,
said numeric representation of success provided by the par-
ticular party (e.g., the particular party is asked through a
feedback mechanism, e.g., a survey, to rate ten different por-
tions of their transaction on a scale 0f 0-10, and the scores are
aggregated to arrive at a score of 42).

[0332] Referring again to FIG. 12B, operation 1210 may
include operation 1214 depicting transmitting adaptation
result data that comprises a numeric representation of success
of at least one portion of a speech-facilitated transaction
corresponding to the received speech data. For example, FIG.
6, e.g., FIG. 6A, shows adaptation result data comprising a
numeric representation of success of at least one portion of a
speech-facilitated transaction corresponding to the received
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speech data transmitting module 614 transmitting adaptation
result data that comprises a numeric representation (e.g., 8 out
0f'10) of success of at least one portion of a speech-facilitated
transaction corresponding to the received speech data (e.g., a
user speaking a command to withdraw two hundred dollars
from an automated teller machine device).

[0333] Referring again to FIG. 12A, operation 1214 may
include operation 1216 depicting transmitting a confidence
rate of correct interpretation of at least one portion of the
speech-facilitated transaction corresponding to the received
speech data. For example, FIG. 6, e.g., FIG. 6A shows adap-
tation result data comprising confidence rate of correct inter-
pretation of at least one portion of the speech-facilitated trans-
action corresponding to the received speech data transmitting
module 616 transmitting a confidence rate of correct inter-
pretation (e.g., fifty percent) of at least one portion of the
speech-facilitated transaction (e.g., a user ordering a bacon
cheeseburger, a large French fries, a coke, and a shake) cor-
responding to the received speech data (e.g., data correspond-
ing to a computer-readable representation of the user’s
speech).

[0334] Referring now to FIG. 12B, operation 710 may
include operation 1218 depicting transmitting adaptation
result data comprising a list of at least one word that was a
portion of the received speech data and that was improperly
interpreted during processing of the received speech data. For
example, FIG. 6, e.g., FIG. 6B, shows adaptation result data
comprising a list of at least one word that was a portion of the
received speech data and that was improperly interpreted
during speech data processing transmitting module 618 trans-
mitting adaptation result data comprising a list of at least one
word that was a portion of the received speech data (e.g.,
“forty”’) and that was improperly interpreted (e.g., interpreted
as “four tie” instead of “forty”) during processing of the
received speech data (e.g., “show me destinations within forty
miles” spoken to an automated train ticket dispensing
device).

[0335] Referring again to FIG. 12B, operation 710 may
include operation 1220 depicting transmitting adaptation
result data comprising at least one phoneme appearing in at
least one word that was improperly interpreted when speech
is received from the particular party. For example, FIG. 6,
e.g., FIG. 6B, shows adaptation result data comprising at least
one phoneme appearing in at least one improperly interpreted
word transmitting module 620 transmitting adaptation result
data comprising at least one phoneme appearing in at least
one word (e.g., “Cincinnati”) that was improperly interpreted
when speech is received from the particular party (e.g., “I
would like to order three orders of five-way Cincinnati chili”).
[0336] All of the above U.S. patents, U.S. patent applica-
tion publications, U.S. patent applications, foreign patents,
foreign patent applications and non-patent publications
referred to in this specification and/or listed in any Applica-
tion Data Sheet, are incorporated herein by reference, to the
extent not inconsistent herewith.

[0337] While particular aspects of the present subject mat-
ter described herein have been shown and described, it will be
apparent to those skilled in the art that, based upon the teach-
ings herein, changes and modifications may be made without
departing from the subject matter described herein and its
broader aspects and, therefore, the appended claims are to
encompass within their scope all such changes and modifica-
tions as are within the true spirit and scope of the subject
matter described herein. It will be understood by those within
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the art that, in general, terms used herein, and especially in the
appended claims (e.g., bodies of the appended claims) are
generally intended as “open” terms (e.g., the term “including”
should be interpreted as “including but not limited to,” the
term “having” should be interpreted as “having at least,” the
term “includes” should be interpreted as “includes but is not
limited to,” etc.).

[0338] It will be further understood by those within the art
that if a specific number of an introduced claim recitation is
intended, such an intent will be explicitly recited in the claim,
and in the absence of such recitation no such intent is present.
For example, as an aid to understanding, the following
appended claims may contain usage of the introductory
phrases “at least one” and “one or more” to introduce claim
recitations. However, the use of such phrases should not be
construed to imply that the introduction of a claim recitation
by the indefinite articles “a” or “an” limits any particular
claim containing such introduced claim recitation to claims
containing only one such recitation, even when the same
claim includes the introductory phrases “one or more” or “at
least one” and indefinite articles such as “a” or “an” (e.g., “a”
and/or “an” should typically be interpreted to mean “at least
one” or “one or more”); the same holds true for the use of
definite articles used to introduce claim recitations. In addi-
tion, even if a specific number of an introduced claim recita-
tion is explicitly recited, those skilled in the art will recognize
that such recitation should typically be interpreted to mean at
least the recited number (e.g., the bare recitation of “two
recitations,” without other modifiers, typically means at least
two recitations, or two or more recitations).

[0339] Furthermore, in those instances where a convention
analogous to “at least one of A, B, and C, etc.” is used, in
general such a construction is intended in the sense one hav-
ing skill in the art would understand the convention (e.g., “a
system having at least one of A, B, and C” would include but
not be limited to systems that have A alone, B alone, C alone,
A and B together, A and C together, B and C together, and/or
A, B, and C together, etc.). In those instances where a con-
vention analogous to “at least one of A, B, or C, etc.” is used,
in general such a construction is intended in the sense one
having skill in the art would understand the convention (e.g.,
“a system having at least one of A, B, or C” would include but
not be limited to systems that have A alone, B alone, C alone,
A and B together, A and C together, B and C together, and/or
A, B, and C together, etc.). It will be further understood by
those within the art that typically a disjunctive word and/or
phrase presenting two or more alternative terms, whether in
the description, claims, or drawings, should be understood to
contemplate the possibilities of including one of the terms,
either of the terms, or both terms unless context dictates
otherwise. For example, the phrase “A or B” will be typically
understood to include the possibilities of “A” or “B” or “A and
B>

[0340] With respect to the appended claims, those skilled in
the art will appreciate that recited operations therein may
generally be performed in any order. Also, although various
operational flows are presented in a sequence(s), it should be
understood that the various operations may be performed in
other orders than those which are illustrated, or may be per-
formed concurrently. Examples of such alternate orderings
may include overlapping, interleaved, interrupted, reordered,
incremental, preparatory, supplemental, simultaneous,
reverse, or other variant orderings, unless context dictates
otherwise. Furthermore, terms like “responsive to,” “related
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to,” or other past-tense adjectives are generally not intended
to exclude such variants, unless context dictates otherwise.
[0341] This application may make reference to one or more
trademarks, e.g., a word, letter, symbol, or device adopted by
one manufacturer or merchant and used to identify and/or
distinguish his or her product from those of others. Trademark
names used herein are set forth in such language that makes
clear their identity, that distinguishes them from common
descriptive nouns, that have fixed and definite meanings, or,
in many if not all cases, are accompanied by other specific
identification using terms not covered by trademark. In addi-
tion, trademark names used herein have meanings that are
well-known and defined in the literature, or do not refer to
products or compounds for which knowledge of one or more
trade secrets is required in order to divine their meaning. All
trademarks referenced in this application are the property of
their respective owners, and the appearance of one or more
trademarks in this application does not diminish or otherwise
adversely affect the validity of the one or more trademarks.
All trademarks, registered or unregistered, that appear in this
application are assumed to include a proper trademark sym-
bol, e.g., the circle R or bracketed capitalization (e.g., [trade-
mark name]), even when such trademark symbol does not
explicitly appear next to the trademark. To the extent a trade-
mark is used in a descriptive manner to refer to a product or
process, that trademark should be interpreted to represent the
corresponding product or process as of the date of the filing of
this patent application.
[0342] Those skilled in the art will appreciate that the fore-
going specific exemplary processes and/or devices and/or
technologies are representative of more general processes
and/or devices and/or technologies taught elsewhere herein,
such as in the claims filed herewith and/or elsewhere in the
present application.
1-329. (canceled)
330. A device, comprising:
a speech data correlated to one or more particular party
spoken words receiving module;
an adaptation data at least partly based on discrete speech
interaction of particular party separate from detected
speech data, and has been stored on a particular party-
associated particular device receiving module config-
ured to receive adaptation data that is at least partly
based on at least one speech interaction of a particular
party that is discrete from the received speech data,
wherein at least a portion of the adaptation data has been
stored on a particular device associated with the particu-
lar party;
atarget data regarding a target configured to process at least
a portion of the received speech data obtaining module
configured to obtain target data regarding a target con-
figured to process at least a portion of the received
speech data;
an application of adaptation data for processing at least a
portion of the received speech data determining module;
and
an adaptation result data based on at least one aspect of the
received speech data transmitting module.
331. (canceled)
332. (canceled)
333. (canceled)
334. (canceled)
335. (canceled)
336. (canceled)



US 2013/0325453 Al

337. (canceled)

338. The device of claim 330, wherein said speech data
correlated to one or more particular party spoken words
receiving module comprises:

a speech data comprising a representation of particular

party spoken word receiving module.

339. (canceled)

340. (canceled)

341. (canceled)

342. The device of claim 338, wherein said speech data
comprising a representation of particular party spoken word
receiving module comprises:

a speech data corresponding to partially processed particu-
lar party spoken word receiving module configured to
receive speech data corresponding to received speech
spoken by the particular party that has been at least
partially processed.

343. (canceled)

344. (canceled)

345. (canceled)

346. (canceled)

347. (canceled)

348. (canceled)

349. (canceled)

350. (canceled)

351. (canceled)

352. (canceled)

353. (canceled)

354. The device of claim 330, wherein said speech data
correlated to one or more particular party spoken words
receiving module comprises:

a speech data correlated to one or more particular party

spoken words receiving from further device module.

355. The device of claim 354, wherein said speech data
correlated to one or more particular party spoken words
receiving from further device module comprises:

an audio data derived from one or more particular party
spoken words receiving from further device module.

356. (canceled)

357. (canceled)

358. The device of claim 355, wherein said audio data
derived from one or more particular party spoken words
receiving from further device module comprises:

an audio data derived from one or more particular party
words detected by particular device receiving from fur-
ther device module.

359. (canceled)

360. (canceled)

361. (canceled)

362. (canceled)

363. (canceled)

364. (canceled)

365. (canceled)

366. (canceled)

367. (canceled)

368. (canceled)

369. (canceled)

370. (canceled)

371. (canceled)

372. (canceled)

373. (canceled)

374. (canceled)

375. (canceled)

376. (canceled)
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377. (canceled)

378. The device of claim 330, wherein said adaptation data
at least partly based on discrete speech interaction of particu-
lar party separate from detected speech data, and has been
stored on a particular party-associated particular device
receiving module comprises:

an adaptation data at least partly based on discrete speech

interaction of particular party separate from detected
speech data, and has been stored on a particular party-
associated particular device acquiring from a further
device module.

379. The device of claim 378, wherein said adaptation data
at least partly based on discrete speech interaction of particu-
lar party separate from detected speech data, and has been
stored on a particular party-associated particular device
acquiring from a further device module comprises:

an adaptation data originating at further device and at least

partly based on discrete speech interaction of particular
party separate from detected speech data, and has been
stored on a particular party-associated particular device
acquiring from a further device module.

380. The device of claim 378, wherein said adaptation data
at least partly based on discrete speech interaction of particu-
lar party separate from detected speech data, and has been
stored on a particular party-associated particular device
acquiring from a further device module comprises:

an adaptation data at least partly based on discrete speech

interaction of particular party separate from detected
speech data, and has been stored on a particular party-
associated particular device acquiring from a further
device related to the particular device module.

381. The device of claim 380, wherein said adaptation data
at least partly based on discrete speech interaction of particu-
lar party separate from detected speech data, and has been
stored on a particular party-associated particular device
acquiring from a further device related to the particular device
module comprises:

an adaptation data at least partly based on discrete speech

interaction of particular party separate from detected
speech data, and has been stored on a particular party-
associated particular device acquiring from a further
device associated with the particular party module.

382. (canceled)

383. (canceled)

384. The device of claim 378, wherein said adaptation data
at least partly based on discrete speech interaction of particu-
lar party separate from detected speech data, and has been
stored on a particular party-associated particular device
acquiring from a further device module comprises:

an adaptation data at least partly based on discrete speech

interaction of particular party separate from detected
speech data, and has been stored on a particular party-
associated particular device acquiring from a further
device that received the adaptation data from the par-
ticular device module.

385. (canceled)

386. (canceled)

387. (canceled)

388. (canceled)

389. (canceled)

390. (canceled)

391. (canceled)

392. (canceled)

393. (canceled)
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394. (canceled)

395. (canceled)

396. (canceled)

397. (canceled)

398. (canceled)

399. (canceled)

400. The device of claim 330, wherein said adaptation data
at least partly based on discrete speech interaction of particu-
lar party separate from detected speech data, and has been
stored on a particular party-associated particular device
receiving module comprises:

an adaptation data at least partly based on discrete speech

interaction of particular party separate from detected
speech data and using same utterance as speech that is
part of speech data, and has been stored on a particular
party-associated particular device receiving module.

401. (canceled)

402. (canceled)

403. (canceled)

404. (canceled)

405. The device of claim 330, wherein said adaptation data
at least partly based on discrete speech interaction of particu-
lar party separate from detected speech data, and has been
stored on a particular party-associated particular device
receiving module comprises:

an adaptation data comprising instructions for modifying

one or more portions of a speech recognition component
of a target device that are at least partly based on one or
more particular party speech interactions, and has been
stored on a particular party-associated particular device
receiving module.

406. The device of claim 330, wherein said adaptation data
at least partly based on discrete speech interaction of particu-
lar party separate from detected speech data, and has been
stored on a particular party-associated particular device
receiving module comprises:

an adaptation data comprising a location of instructions for

modifying one or more portions of a speech recognition
component of a target device that are at least partly based
on one or more particular party speech interactions, and
has been stored on a particular party-associated particu-
lar device receiving module.

407. (canceled)

408. (canceled)

409. (canceled)

410. (canceled)

411. The device of claim 330, wherein said adaptation data
at least partly based on discrete speech interaction of particu-
lar party separate from detected speech data, and has been
stored on a particular party-associated particular device
receiving module comprises:

an adaptation data at least partly based on discrete speech

interaction of particular party separate from detected
speech data, and at least a portion of which originated at
a particular party-associated particular device receiving
module.

412. The device of claim 330, wherein said adaptation data
at least partly based on discrete speech interaction of particu-
lar party separate from detected speech data, and has been
stored on a particular party-associated particular device
receiving module comprises:

an adaptation data at least partly based on discrete speech

interaction of particular party separate from detected
speech data, and at least a portion of which was trans-
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mitted to a remote location from a particular party-asso-
ciated particular device receiving from remote location
module.

413. The device of claim 330, wherein said adaptation data
at least partly based on discrete speech interaction of particu-
lar party separate from detected speech data, and has been
stored on a particular party-associated particular device
receiving module comprises:

an adaptation data at least partly based on discrete speech
interaction of particular party separate from detected
speech data receiving module; and

a further data adding to adaptation data module configured
to add further data to the received adaptation data.

414. (canceled)

415. (canceled)

416. (canceled)

417. (canceled)

418. (canceled)

419. (canceled)

420. The device of claim 330, wherein said target data
regarding a target configured to process at least a portion of
the received speech data obtaining module comprises:

a data indicating that the adaptation data is configured to be

applied to the target device to assist in processing at least
a portion of the speech data receiving from a speech
processing component module.

421. (canceled)

422. (canceled)

423. (canceled)

424. (canceled)

425. The device of claim 330, wherein said target data
regarding a target configured to process at least a portion of
the received speech data obtaining module comprises:

atarget data regarding a target configured to process at least
aportion of the received speech data generating module.

426. The device of claim 330, wherein said target data
regarding a target configured to process at least a portion of
the received speech data obtaining module comprises:

a speech data configurable to be processed by a speech
recognition component to which the adaptation data has
been applied determining module; and

a target data regarding intended target device generating
based on determination module.

427. The device of claim 426, wherein said speech data
configurable to be processed by a speech recognition compo-
nent to which the adaptation data has been applied determin-
ing module comprises:

an at least a portion of speech data analyzing module; and

a target data regarding intended target device determining
at least partly based on the analyzing at least a portion of
speech data module.

428. The device of claim 427, wherein said at least a

portion of speech data analyzing module comprises:

an at least a portion of speech data analyzing using an
adaptation data-applied speech recognition component
module.

429. The device of claim 428, wherein said at least a
portion of speech data analyzing using an adaptation data-
applied speech recognition component module comprises:

an at least a portion of speech data analyzing using an
adaptation data-applied speech recognition component
of target device module.
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430. The device of claim 428, wherein said at least a
portion of speech data analyzing using an adaptation data-
applied speech recognition component module comprises:

an at least a portion of speech data analyzing using an
adaptation data-applied speech recognition component
of further device module.

431. (canceled)

432. (canceled)

433. The device of claim 330, wherein said target data
regarding a target configured to process at least a portion of
the received speech data obtaining module comprises:

atarget device configurable to process received speech data
determining module; and

a target data regarding target device generating based on
determination regarding the target device module.

434. The device of claim 433, wherein said target device
configurable to process received speech data determining
module comprises:

an at least a portion of the speech data analyzing module;
and

a target device configurable to process speech data deter-
mining at least partly based onresult of analyzing at least
a portion of the speech data module.

435. The device of claim 433, wherein said target device
configurable to process received speech data determining
module comprises:

a header data indicating a type of intended target device
that is configured to process received speech data
extracting from received speech data header module;
and

a type of target device is same type as type of intended
target device determining module.

436. The device of claim 435, wherein said header data
indicating a type of intended target device that is configured
to process received speech data extracting from received
speech data header module comprises:

a header data indicating a manufacturer of intended target
device that is configured to process received speech data
extracting from received speech data header module.

437. The device of claim 435, wherein said header data
indicating a type of intended target device that is configured
to process received speech data extracting from received
speech data header module comprises:

aheader data indicating a type of input accepted by one or
more intended target devices configured to process
received speech data extracting from received speech
data header module.

438. The device of claim 437, wherein said header data
indicating a type of input accepted by one or more intended
target devices configured to process received speech data
extracting from received speech data header module com-
prises:

a header data indicating a data format accepted by one or
more intended target devices configured to process
received speech data extracting from received speech
data header module.

439. The device of claim 437, wherein said header data
indicating a type of input accepted by one or more intended
target devices configured to process received speech data
extracting from received speech data header module com-
prises:

a header data indicating one or more word categories

accepted by one or more intended target devices config-
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ured to process received speech data extracting from
received speech data header module.

440. (canceled)

441. (canceled)

442. The device of claim 330, wherein said target data
regarding a target configured to process at least a portion of
the received speech data obtaining module comprises:

atarget data regarding a target device configured to process

at least a portion of speech data receiving module.

443. (canceled)

444. The device of claim 442, wherein said target data
regarding a target device configured to process at least a
portion of speech data receiving module comprises:

atarget data regarding a target device configured to process

at least a portion of speech data receiving from a further
device module.

445. (canceled)

446. The device of claim 444, wherein said target data
regarding a target device configured to process at least a
portion of speech data receiving from a further device module
comprises:

atarget data regarding a target device configured to process

at least a portion of speech data receiving from a further
device configured to apply at least a portion of the adap-
tation data module.

447. The device of claim 444, wherein said target data
regarding a target device configured to process at least a
portion of speech data receiving from a further device module
comprises:

atarget data regarding a target device configured to process

at least a portion of speech data receiving from a further
device configured to process the speech data less effi-
ciently than the target device module.

448. The device of claim 444, wherein said target data
regarding a target device configured to process at least a
portion of speech data receiving from a further device module
comprises:

atarget data regarding a target device configured to process

at least a portion of speech data receiving from a further
device for which the speech data is unintended module.

449. The device of claim 444, wherein said target data
regarding a target device configured to process at least a
portion of speech data receiving from a further device module
comprises:

atarget data regarding a target device configured to process

at leastaportion of speech data and target data indicating
the speech data was determined to be intended for the
target device receiving from a further device module.

450. The device of claim 330, wherein said target data
regarding a target configured to process at least a portion of
the received speech data obtaining module comprises:

a data identifying the target device receiving module.

451. (canceled)

452. (canceled)

453. The device of claim 330, wherein said target data
regarding a target configured to process at least a portion of
the received speech data obtaining module comprises:

an address of the target device receiving module.

454. (canceled)

455. The device of claim 330, wherein said target data
regarding a target configured to process at least a portion of
the received speech data obtaining module comprises:
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a target data regarding an intended application module
configured to process at least a portion of the received
speech data obtaining module.

456. (canceled)

457. (canceled)

458. (canceled)

459. (canceled)

460. (canceled)

461. (canceled)

462. The device of claim 330, wherein said application of
adaptation data for processing at least a portion of the
received speech data determining module comprises:

an application of adaptation data for processing at least a
portion of the received speech data determining based on
acquired target data comprising an indication of
intended device module.

463. The device of claim 330, wherein said application of
adaptation data for processing at least a portion of the
received speech data determining module comprises:

an application of adaptation data for processing at least a
portion of the received speech data determining based on
acquired target data comprising an indication that
speech data has arrived at intended device module.

464. (canceled)

465. (canceled)

466. (canceled)

467. The device of claim 330, wherein said application of
adaptation data for processing at least a portion of the
received speech data determining module comprises:

an application of adaptation data for processing at least a
portion of the received speech data determining when
acquired target data indicates capability of adaptation
data application module.

468. (canceled)

469. The device of claim 330, wherein said application of
adaptation data for processing at least a portion of the
received speech data determining module comprises:

an application of adaptation data for processing at least a
portion of the received speech data determining against
based on acquired target data indicating presence of one
or more other devices configured to efficiently apply
adaptation data module.

470. (canceled)

471. The device of claim 330, wherein said application of
adaptation data for processing at least a portion of the
received speech data determining module comprises:

an application of adaptation data for processing at least a
portion of the received speech data determining based on
one or more characteristics of one or more applications
and target data indicating a presence of the one or more
applications module.

472. The device of claim 330, wherein said application of
adaptation data for processing at least a portion of the
received speech data determining module comprises:

an application of adaptation data for processing at least a
portion of the received speech data determining against
based acquired target data comprising one or more char-
acteristics of one or more applications module.

473. (canceled)

474. The device of claim 472, wherein said application of
adaptation data for processing at least a portion of the
received speech data determining against based acquired tar-
get data comprising one or more characteristics of one or
more applications module comprises:
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an application of adaptation data for processing at least a
portion of the received speech data determining against
based acquired target data comprising a developer of one
or more applications module.

475. (canceled)

476. The device of claim 330, wherein said application of
adaptation data for processing at least a portion of the
received speech data determining module comprises:

an application of adaptation data for processing at least a
portion of the received speech data determining based on
one or more user-controlled preference flags module.

477. The device of claim 330, wherein said application of
adaptation data for processing at least a portion of the
received speech data determining module comprises:

an application of adaptation data for processing at least a
portion of the received speech data determining based on
operating system decision module.

478. (canceled)

479. (canceled)

480. The device of claim 330, wherein said adaptation
result data based on at least one aspect of the received speech
data transmitting module comprises:

an adaptation result data based on processing received
speech data transmitting module.

481. The device of claim 480, wherein said adaptation
result data based on processing received speech data trans-
mitting module comprises:

an adaptation result data indicating at least a portion of
received speech data has been processed transmitting
module.

482. The device of claim 330, wherein said adaptation
result data based on at least one aspect of the received speech
data transmitting module comprises:

an adaptation result data indicating that at least a portion of
the received speech data is intended for an other device
transmitting module.

483. The device of claim 482, wherein said adaptation
result data indicating that at least a portion of the received
speech data is intended for an other device transmitting mod-
ule comprises:

an adaptation result data indicating that at least a portion of
the received speech data is intended for an other device
transmitting to the other device module.

484. The device of claim 482, wherein said adaptation
result data indicating that at least a portion of the received
speech data is intended for an other device transmitting mod-
ule comprises:

an adaptation result data comprising the adaptation data
and indicating that at least a portion of the received
speech data is intended for an other device transmitting
module.

485. (canceled)

486. The device of claim 330, wherein said adaptation
result data based on at least one aspect of the received speech
data transmitting module comprises:

an adaptation result data based on a measure of success of
at least one portion of a speech-facilitated transaction
corresponding to the received speech data transmitting
module.

487. (canceled)

488. (canceled)

489. (canceled)

490. (canceled)
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491. The device of claim 330, wherein said adaptation
result data based on at least one aspect of the received speech
data transmitting module comprises:

an adaptation result data comprising a list of at least one

word that was a portion of the received speech data and
that was improperly interpreted during speech data pro-
cessing transmitting module.

492. (canceled)



