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PROGRAMMABLE MEMORY ADDRESSING 

BACKGROUND OF THE INVENTION 

Modern digital computers, particularly personal 
computers, currently are designed to accommodate 
memory chips of different sizes, and of different num 
bers. The memory chips are inserted on circuit boards 
in physical locations known as memory banks. The 
memory chips currently used are dynamic random ac 
cess memory (DRAM) chips, and a memory bank is 
defined as the grouping of DRAM chips containing the 
number of data bits required to support the full width of 

5 

10 

the data bus of the central processing unit (CPU), plus 15 
one parity bit for each byte (8bits). For computers such 
as the IBM AT (R), this translates to an 18 bit bank 
width. For computers using the Intel (R) 386 CPU, a 36 
bit bank width is required. In order to designate the 
amount of memory which has been inserted into the 
computer, computers generally have a plurality of 
switches which are manually set, or an electronic sens 
ing circuit is used to detect how much memory has been 
inserted into the computer. 

Existing computers require the memory chips 
(DRAMS) to be inserted in sequential sections because 
the computer system determines how much memory 
the system has installed in it by checking the memory up 
to the point where no chips are found at a particular 
location. Currently, DRAMS are available in different 
sizes and configurations, namely 256K, 1 Meg., and 4 
Meg. sizes. For most existing digital computers and 
personal computers, it is necessary to insert different 
size DRAMS into the memory banks in a particular 
physical order or arrangement. 
Each memory bank also can accommodate only one 

size of DRAMS. For a typical initial installation, this is 
not a problem, since the computer is initialized or set up 
with a specific default assignment by means of program 
mable switches or the like, to designate the type of and 
amount of memory in the computer. In addition, the 
physical arrangement of the DRAM chips, where chips 
of different memory size are used, initially is typically 
effected in the physical order or arrangement which the 
computer is designed to accommodate. 

Because of the requirements for utilizing switches to 
indicate the size and location of the DRAMS in associ 
ated memory banks, prior art systems of the type de 
scribed above are relatively costly and inflexible. A 
particular problem arises when additional DRAM chips 
are added to the computer after an initial installation, or 
whenever there is a failure or partial failure of DRAM 
chips in a memory bank already installed in the system. 
The physical removal and relocation of previously ex 
isting DRAM chips generally is required when new 
DRAM chips of different sizes from those previously 
installed are to be plugged into the DRAM sockets. 
Consequently, it is necessary to have an understanding 
of the physical requirements of the system in order to 
properly install a memory for operation within the sys 
tem. A similar situation exists when there is a failure of 
a DRAM chip or a portion of a DRAM chip in a loca 
tion other than the highest or last location of the mem 
ory. Such a failure has the effect of changing the 
amount of memory available and, frequently, renders 
operation of the system with the remaining DRAM 
chips impossible until there is an actual, physical reloca 
tion of the remaining DRAM chips in the system. 
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2 
A system employing two programmable registers for 

controlling each bank of DRAM chips has been de 
signed for overcoming the limitations of the prior art 
devices discussed above. In this system, two program 
mable registers are used to control each bank of DRAM 
chips. One register specifies the type of DRAM (that is, 
the size ) populating that memory bank. The second 
programmable register specifies the starting address at 
which the memory bank is accessed. Such a system 
permits arrangement of the physical DRAM banks in 
other than a pure sequential order; so that greater flexi 
bility in the physical installation of the DRAM chips is 
permitted. This system, however, still has some disad 
vantages. For example, since a starting address must be 
programmed for each DRAM bank, the DRAM banks 
can be programmed in such a manner that the address 
ranges overlap. This can cause system errors. In addi 
tion, the control of this system is embedded in the mem 
ory controller; so that the logic involved is complex, 
and reduces the timing margin in critical paths of the 
system. It is necessary to provide logic to compare each 
address to the stored internal address in a programma 
ble register. A decision then is made as to which control 
strobes must be generated in order to drive the proper 
DRAM bank. This logic comparison adds additional 
delay to the system operation, in addition to increasing 
the system complexity. 

Accordingly, it is desirable to provide a programma 
ble memory addressing system for a computer memory 
which overcomes the disadvantages of the prior art 
systems mentioned above, which prevents overlap of 
memory space, and which also generates sequential 
addressing to the DRAM chips in the memory with 
memory chips of different sizes being physically insert 
able into any of the memory banks. 

SUMMARY OF THE INVENTION 

It is an object of this invention to provide an im 
proved memory addressing system for a computer 
memory. 

It is an additional object of this invention to provide 
an improved memory addressing system for memory 
devices of different sizes. 

It is an additional object of this invention to provide 
a flexible programmable memory addressing system for 
DRAM chips in a computer system. 

It is a further object of this invention to provide a 
programmable control mechanism for addressing and 
controlling multiple sizes of DRAMS arranged logi 
cally in an order which is different from the physical 
arrangement of the DRAM chips in the memory banks. 

In a preferred embodiment of the invention, DRAM 
memory devices may be plugged into any physical loca 
tion in the memory banks of the computer. Firmware, in 
the form of a software programmable register, provides 
the system with the ability to logically reorder the phys 
ical memory banks in conjunction with a memory map 
control register to achieve valid memory maps for oper 
ating the system. 
BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a block diagram of a preferred embodiment 
of the invention; 
FIG. 2 is a representative Logic diagram of the oper 

ation of the system shown in FIG. 1; 
FIG. 3 is a table of memory maps supported by the 

system of FIG. 1; and 
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FIG. 4 is a table showing the remap configuration 
register codes used to operate the system in the manner 
illustrated in FIG. 2. 

DETALED DESCRIPTION 

Reference now should be made to the drawings 
which illustrate a preferred embodiment of the inven 
tion. In FIG. 1, a typical arrangement of DRAM mem 
ory banks, 10 through 13, and 110, corresponding to 
physical DRAM banks 0 through 3 and is illustrated. 
The number of memory banks which may exist in any 
given computer varies, and can extend beyond four or 
more memory banks. Each of these memory banks is 
provided with a memory address from a DRAM con 
troller 30, and with row address strobe (RAS) and col 
umn address strobe (CAS) signals corresponding to the 
row and column information of the memory chips 
placed in each of the DRAM memory banks 10 through 
13 and 110. When the DRAM memory chips, located in 
the DRAM banks 10 through 13 and 110, are physically 
located in accordance with a memory map physically 
set by operating switches or by software in the system, 
the RAS/CAS signals and memory address signals are 
applied directly to the DRAM banks from the DRAM 
controller 30. 
The system of FIG. 1, however, is constructed to 

greatly increase the number of possible memory maps 
(logical DRAM chip arrangements) without increasing 
the decode logic, or significantly reducing the DRAM 
memory timing margins. This is accomplished by caus 
ing the RAS and CAS strobe signals generated by the 
internal DRAM controller 30 to be switched from the 
external pins normally associated with their default 
assignments, to any one of the other external RAS and 
CAS pins on the DRAM banks 10 through 13 and 110. 
This is accomplished by positioning fast CMOS multi 
plexer circuits 20 through 23 and 120 between the 
DRAM controller logic 30 and the RAS and CAS 
output pins of the DRAM banks 10 through 13 and 110, 
respectively. 
A software programmable multiplex code register 42 

is used to store a code (RAMMOV) which controls the 
operation of the multiplexers 20 through 23 and 120. 
This code, in conjunction with a normal memory map 
control register 40, connected to the DRAM controller 
30, provides multiple ways to configure the DRAM 
memory subsystem in order to achieve valid memory 
maps. 
The logical DRAM banks configured by the encoded 
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memory map register 40 and the operating sequence of 50 
the multiplex circuits 20 through 23 and 120, differ from 
the actual physical locations of the memory chips in the 
DRAM banks 10 through 13 and 110, to permit opera 
tion of the system as if the physical location of the 
DRAM memory chips in the DRAM banks 10 through 
13 and 110 strictly followed the order shown in FIG. 3. 
Such actual physical arrangement no longer is neces 
sary with the system disclosed in FIG. 1. Address and 
control signals are applied over leads 32 and 34 to the 
DRAM controller 30, which then routes the addressing 
of the physical DRAM banks 10 through 13 and 110 in 
accordance with the logical DRAM banks stablished by 
the encoded memory map register 40 and the operation 
of the multiplex circuits 20 through 23 and 120. 
The physical memory banks 10 through 13 and 110, 

are designed to accommodate either 256K DRAMS, 
1M DRAMS, or 4M DRAMS, or even 16M DRAMS, 
when they become available, in any of the DRAM 
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4. 
banks 10 through 13 and 110. For a computer system 
having an 18 bit data bus (16 bits and 2 parity bits) the 
bus can accommodate two bytes of data (a byte of data 
is 8 bits) and two parity bits. Consequently, each of the 
DRAM banks 10 through 13 and 110, can have any one 
of: 

a) 18256KX1 or 4256KX4 and 2 256KX 1 DRAMS 
(0.5 Megabyte of memory); 

b) 18 1MX1 or 4 1MX4 and 2 1MX 1 DRAMS, 2 
Megabytes of memory; 

c) 184MX1 or 4 4MX4 and 2 4MX 1 DRAMS, 8 
Megabytes of memory. 

In a standard system, the starting address for the first 
bank 10 is always 0. When the DRAM chips are in 
serted with the largest chips in the first DRAM bank, 
and with the successive DRAM banks having the same 
size or the next smaller size DRAM memory chips, 
problems associated with multiple banks of memory 
chips do not arise. 
As explained above, however, the embodiment of the 

invention shown in FIG. 1 is designed to operate with 
multiple banks of memory, in which the DRAM chips 
in any of the banks need not be arranged physically in 
the same arrangement as the logical arrangement of the 
memory banks. The table shown in FIG. 3 is illustrative 
of 24 memory maps which are supported by the system 
shown in FIG. 1. This table shows some of the various 
DRAM combinations which are addressable in each of 
four 16-bit memory banks corresponding to the DRAM 
banks 10 through 13 of FIG. 1. The memory column 
shows the total system memory available for each mem 
ory map. The RAMMAP (4-0) column indicates the 
hexadecimal value written in bits 4-0 of the RAMMAP 
indexed configuration register in order to select each 
map. It is to be noted that banks 0 through 3 in this table, 
refer to the "logical' banks as internally addressed by 
the system. The actual system board memory banks 
accessed by the internal signals, may differ, depending 
on the values stored in the indexed configuration regis 
ter of FIG. 4. 
The operation of the system now will be considered 

in conjunction with FIGS. 2 and 4 for four DRAM 
banks, such as banks 10 to 13. Reference first should be 
made to the remap or RAMMOV configuration register 
codes of FIG. 4 for operating the multiplex switching 
circuits 20 through 23. This code is applied to the cir 
cuits 20 to 23 by the multiplex code register 42 to ac 
commodate different physical arrangements of the ac 
tual DRAM chips, by mapping the logical DRAM bank 
configurations in different ways into the four physical 
DRAM banks corresponding to DRAM banks 10 
through 13. Obviously, the system can be expanded to 
accommodate any number of DRAM banks greater 
than the four DRAM banks with which FIGS. 2 and 4 
are concerned. 
For four DRAM banks, such as the banks 10 through 

13, the use of the RAMMOV function of FIG. 4 pro 
vides sixteen different ways to remap the logical maps 
of the various combinations of four DRAM banks of 
FIG.3 into the four physical DRAM banks 0 through 3, 
(DRAM banks 10 through 13 of FIG. 1). The combina 
tion of these two register functions, namely the encoded 
memory map register 40 and the multiplex code register 
42, corresponding to the tables of FIGS. 3 and 4, re 
spectively, provides a large number of unique ways to 
create a valid memory map without the necessity of 
physically re-locating the DRAM chips in the different 
DRAM banks 10 through 13 and 110. The remap con 
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figuration code of FIG. 4 supports all of the twenty 
four memory maps of FIG.3 and is capable of support 
ing even more memory maps than are shown in FIG. 3, 
if desired. 
By way of example, reference should be made to 

FIG. 2. The physical DRAM banks need not be popu 
lated in the same order as would normally be dictated 
by the RAMMAP options alone. One example of when 
this is useful is the case where a system with one bank of 
1MDRAMS, located in bank 10 (physical DRAM bank 
0), is upgraded by adding a second bank of 256K 
DRAMS. Without the RAMMOV feature provided by 
the multiplex code register 42, and the multiplex switch 
ing circuits 20 through 23 and 120, it would be neces 
sary to remove the 1M DRAM bank and move it to 
bank 11 (physical DRAM bank 1), and then place the 
256K DRAMS in physical DRAM bank 0. Using the 
RAMMOV function provided by the multiplex code 
register 42, and the multiplex circuits, allows the 1M 
DRAMS to be left in place in DRAM bank 10 (physical 
bank 0). The 256K DRAMS then may be placed in any 
of the other three DRAM banks, 11, 12, or 13 (corre 
sponding to physical banks 1, 2, and 3). The proper 
RAMMOV code then is programmed by the multiplex 
code register 42; so that the logical memory map for this 
configuration is correctly routed to the proper physical 
DRAM devices. 
For the example under consideration, this is illus 

trated by showing the logical banks 0, 1, 2, and 3 as 
interconnected from the DRAM memory control 59 on 
the leads 60, 61, 62 and 63, respectively, to the DRAM 
remap control circuit function 50. The necessary inter 
connections to properly address the physical DRAM 
banks 10, 11, 12, and 13 to cause the system to properly 
address the DRAM memory chips, located in these 
physical banks, is indicated by the dotted line intercon 
nections within the DRAM remap control circuit 50, as 
illustrated. This is accomplished by the multiplex cir 
cuits of FIG. 1, where the multiplex circuit 21 intercon 
nects the logical bank 0 RAS/CAS and address signals 
to the DRAM bank 11, and the multiplex circuit 20 
causes the logical bank 1 signals to be interconnected 
with the inputs to the DRAM bank 10 (physical bank 0), 
as diagrammatically illustrated in FIG. 2. The re-map 
control for accomplishing this corresponds to the 
RAMMOV code 0100, as it appears in FIG. 4. As 
shown in FIG. 4, of the RAMMOV code for 0100 
causes the DRAM bank mapping to place the logical 
DRAM banks 2,3,0,1 into the physical DRAM bank 
positions corresponding, respectively, to physical posi 
tions 3, 2, 1, 0. This is shown in the re-map configuration 
register code table of FIG. 4. Other logical DRAM 
bank configurations and their interconnections with the 
actual physical DRAM bank locations are illustrated in 
FIG. 4, for sixteen different RAMMOV code configu 
rations. 

It should be noted that when the RAMMOV code 
illustrated in FIG. 4 is "0000,’ the default condition 
exists, and the logical DRAM banks and physical 
DRAM banks are directly interconnected, and have the 
same physical bank numbers in the same sequence. This 
is apparent by comparing the logical DRAM bank con 
figuration for this code to the actual physical DRAM 
bank locations, as illustrated in the table of FIG. 4. 

It should be noted that once the physical locations of 
the DRAM chips are established in the physical DRAM 
banks 10 through 13 and 110, the appropriate multiplex 
RAMMOV code is entered, either by means of physical 
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6 
switches or by means of a software programming, into 
the multiplex code register 42 for operating the multi 
plex circuits 20 through 23 and 120. Similarly, the cor 
responding encoded memory map is supplied to the 
DRAM controller 30 from the encoded memory map 
register 40 in accordance with the table shown in FIG. 
3. This information then causes the logical memory 
bank information to be properly routed to the actual 
physical DRAM banks to operate the system in the 
same manner as if the DRAM memory chips of differ 
ent sizes had been physically relocated into the proper 
sequence within the DRAM banks 10 through 13 and 
110 for which the computer system originally was de 
signed. Consequently, valid memory maps are pro 
duced for proper operating of the system. The utiliza 
tion of software coded registers 42 and 40 is particularly 
useful when there is a failure of a memory in any one of 
the physical DRAM banks. This information then can 
be supplied back to the multiplex code registers 42 and 
encoded map register 40, to provide a different re-map 
control for permitting operation of the system until such 
time as the defective DRAM memory chip or chips can 
be replaced. 
As is readily apparent, the preferred embodiment of 

the invention which has been described above, covers 
any case which allows internally generated DRAM 
control signals, which would normally be hard-wired to 
an output pin on a given device, to be switched to alter 
nate output pins under programmable control. The 
foregoing description of the preferred embodiment of 
the invention should be considered as illustrative of the 
invention and not as limiting. Various changes and mod 
ifications will occur to those skilled in the art without 
departing from the true scope of the invention as de 
fined in the appended claims. 
We claim: 
1. A memory addressing system for a computer mem 

ory having a plurality of memory banks of memory 
devices of different sizes, which may be arranged physi 
cally in said memory banks in any desired order, said 
addressing system including in combination: 
means for supplying a plurality of different row and 
column address signals to said memory banks; 

memory map means pre-encoded with a memory map 
corresponding to the physical arrangement of said 
memory devices and coupled with said row and 
column address signal supply means for supplying 
at least row and column address signals corre 
sponding to logical memory bank outputs; 

switching control means comprising a plurality of 
multiplexers each connected to a different one of 
said plurality of memory banks for interconnecting 
said logical memory bank outputs with selected 
ones of said memory banks to create a valid pro 
grammable memory map irrespective of the actual 
locations of memory devices of different sizes in 
said memory banks; and 

a multiplex code register coupled with said multiplex 
ers for routing said logical memory bank outputs 
through said multiplexers to said memory banks as 
determined by said multiplex code register. 

2. The combination according to claim 1 wherein said 
memory devices comprise combinations of any two of 
256K chips, 1M chips and 4M chips. 

3. The process according to claim 2 wherein said 
memory devices are DRAMS. 

4. The process according to claim 1 wherein said 
memory devices are DRAMS. 



5,392,252 
7 8 

providing a multiplex switch interface between said a havi 5. A process of addressing a memory system having a logical memory bank outputs and said memory 
plurality of memory banks of memory devices of differ- banks; and 
ent sizes comprising the steps of: programming said multiplex switch means to re-route 

- ... 5 any one of said logical memory bank outputs to any 
providing N memory banks in predetermined physi- selected one of said N memory banks in accor 

cal locations in which memory devices of different dance with a pre-established re-routing code. 
6. The process according to claim 5 further compris 

ing the step of encoding the operation of said multiplex 
banks; 10 switch means in accordance with the sizes of the men 

establishing a memory map for supplying address ory devices stored in each of said N memory banks. 
7. The process according to claim 6 wherein said signals corresponding to logical memory bank out- memory devices are DRAMS. 

puts; ck k k : 

15 

sizes may be located in any of said N memory 
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