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(54) Abstract Title
Prioritized transaction server allocation

(67) A method for distributing transaction servers to
process transactions of a plurality of different types
organised into a plurality of priority levels ordered from
highest to lowest, each transaction type having a service
level goal, comprises the steps of identifying available
transaction servers, determining, from the highest to the
lowest priority level, whether assigning a server to a
transaction type of the priority level is necessary to meet
the service level goal for that type, and if this is necessary,
assigning the server to the transaction, and after the server
has completed processing of the transaction, reidentifying
the server as being available, such that an available server
cannot be assigned to a transaction of a lower priority
level when the service level goal of the transaction type of
the higher priority level is not satisfied. The method may
be applied to processing telephone call transactions in a
call centre.
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At least one drawing originally filed was informal and the print reproduced here is taken from a later filed formal copy.
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PRIORITIZED TRANSACTION SERVER ALLOCATION

CROSS-REFERENCE TO RELATED APPLICATION
This application claims priority from U.S. Provisional Application
No. 60/077,157, filed March 6, 1998, which application is incorporated by reference in

its entirety.

TECHNICAL FIELD
The present invention rclates generally to the field of allocating

transaction server resources and, in particular, to allocating transaction servers in

telephonic call cenrers.

BACKGROUND OF THE INVENTION

A call center is a facility for receiving and/or placing large volumes of
telephone calls, The calls are reccived and placed by czll servers, such as human agents
ot automatic response units.  Such call centers typically include an automatic call
distributor for assigning each incoming call 10 a call server. Call centers also typically
include a predictive dialer for placing outgoing calls that, if answered, are each éssigned
to a call server, |

In some call centers, agents are also assigned to non-call tasks, such as
flling out forms, writing letters, or running credit checks. Call centers in which agents
arc also assigned to non-call tasks are also called service centers. Assignment of these
non-call tasks is generally accomplished manually or handled by a workflow sysiem
that is distinct from the automatic call distributor or predictive dialer thar assigns phonc
calls to agents.

Conventionally, the automatic call distributor, the predictive dialer, and
the workflow system operate indcpendently to assigh calls and non-call tasks,
respectively, to agents. To accommodate the independence between these two
components, a call center supervisor generally manually divides agent resources

between calls and non-call tasks in a static, predetermined manner, For example, a first
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group of agents may be dedicated to conducting calls, while 2 second, distinct group of
agents 18 dedicated to performing non-cail tasks. As another example, certain agents
may be dedicated to conducting calls every moming, and dedicated to performing non-
call tasks every afterncon. '

Such call centers usually succeed in making a certain amount of progress
in handling both calls and non-call tasks. Depending on the aptness of the manual
division of agent resources and the particular pattemn of calls and non-call tasks
experienced, however, unacceptable levels of service are often obtained for either calls,
non-call tasks, or both. In cases in which it is essential to ensure high jevels of service,
it is often necessary for call center supervisors to overstaff the pool of agents, at
signiticant cost.

Based on these disadvantages of conventional call centers, which are
shared by similar transaction processing systems of several other types, a racility for
more effectively managing call server resources and other transaction server resources

would have significant utility.

SUMMARY OF THE INVENTION

The present invention provides a faciiity for allocaling transaction
servers (“servers”) in a transaction processing system in a manner that racilitates
differentiation betwsen transactions of different priorities and balancing the
performance of transactions of the same priority. Within the constraints imposed by the
availability of servers, the facility facilitatcs maintaining pre-defined service level goals.
For example, the facility may allocate telephone call processing servers, such as human
operators/agents and automatic responsc units, for processing telephone calls. The
facility can also allocate servers to process virtually any other type of wansaction,
including, but not limited to, form processing; response to world wide web hits (“web
hits™); letter, fax, or email generation or response; account adjustment; and various
forms of network and Internet communication. The facility can allocate scrvers

between scveral diffcrant types of trunsactions. Transactions may be initiated within
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the organization using the facility, by external customers or clients of the ofganization,
or both.

In a preferred embodiment, the facility allocates sarvers among diffcrent
applications each of which processes transactions of a different type or of the same type
but with a different service level goal. For example, a first application may process
incoming telephone call transactions for platinum credit card holders, a second
application may process outgoing telephone call transactions for new credit card offers,
and a third application may process credit check transactions, such as those received via
the world wide web or in the mail. and a fourth application that responds 10 web hits
with outgoing phone calls,

The facility preferably cnables a service level goal to be specified for
cach application, indicating the level of performance sought in processing transactions
of the application’s type. Service level goals are generally each comprised of two
components: 3 performance criterion specifying an amount of time by which some
action relating to the transaction is to completed, and a minimum frequency indicating
the pereentage of wransactions for which the criterion is to be satisfied. As an example,
one service level goal may specify a critcrion of assigning ransaction within 13 seconds
of their receipt, and a minimum frequency that indicates that 90% of the transactions are
to be processed in accordance with the performance criterion. Performance criteria
(“eriteria”) may be of various types, including transaction assignmenr criteria and
transaction completion eriteria. Transaction assignment criteria relate to the amount of
time that it takes for a server to be assigned to transactions after they arrive. A
trausaction assignment criterion may indicate, for example, that incoming telephone call
transactions for platinum credit card holders are to be assigned to a server within 15
scconds of their arrival. Transaction assignment criteria are particularly well ada pted to
transactions initiated outside the organization using a real-time medium, such as ap
incoming telephone call or web hit—especially those transactions initiated by a human
client. Such transactions are regarded as “volatile,” as they may be lost if not quickly
assigned to a server. For example, if an incoming telephone call is not answered within

a few seconds after it js initiated, the caller may hang up and end the call.
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Transaction completion criteria, on the other hand, relate to the amount
of time that it takes to complete the processing of transactions. A transaction
completion criterion may indicate, for example, that credit check transactions are 10 be
completed within 4 days of their arrival, or that outgoing telephone call transactions for
new credit card offers are to be completed at the rate of 200 per day. Transaction
completion criteria are particularly well adapted to transactions initiated outside the
organization using a non-real-time medium, such as incoming letters, or transactions
that are initiated from inside the organization, such as outgoing telephone calls or are
generated as a follow on to a transaction assignment transaction, such as a telephone
call requesting a loan. Servicing the telephone call involves a Transacuon assignment
criterion (such as answering all customer telephone calls within 20 scconds) but
generating the loan application that resulrs involves satisfying a rransaction completion
criterion (such as processing all loan applications within 4 business days).

In addition to specifving a performance criterion, a service level goal
may also indicate a minimum percentage of times, or “minimum frequency,” that the
performance criterion is to be satisfied. For example, a transaction assignment service
level goal may indicate that ar least 90% of incoming telephone call transactions for
platinum credit card holders arc to be assigned 1o a server within 15 seconds of their
arrival,

In addition 10 a service level goal, each application preferably also has a
priority level, indicating the importance of satistying the service level goal of that
application relative to the importance of satisfying the service level goals of the other
applications. For example, incoming telephone call transactions for platinum credi
card holders may have a priority lovel of 1 (indicating the highest priority), incoming
telephone call transactions for gold credit card holders may have a priotity level of 2,
and outgoing telephone call transactions for new credit card offers may have a priority
level of 3. Multiple applications may have the same priority level.

In contrast to conventional transaction processing systems that attempt to
assign each newly-arrived transaction to a scrver, the facility of the present invention

assigns each newly-available server to a transaction. Such assignment takes placc each
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time a server becomes available, eithcr when an existing server completes the
processing of the last transaction that it was assigned to process, or when a new server
arrives. The assignment process involves “offering” use of the server for use by each
priority level of applications in sequence, from the highest priority level to the lowest
priority level, until a priority level accepts use of the server. To determine whether to
accept the offered server, each prionty level in tum offers the server to each application
of that priority level, until an application accepts use of the server. If any application at
that priority level accepts use of the server, then the priority level accepts the use of the
server. On the other hand, if none of the applications at that priority level aceepts use of
the server, then the prionty level declines the use of the server, and the facility offers
use of the server to the next lower priority level. By offering each available server in
accordance with the priority levels, the facility ensures that at least applications in the
highest priority levels will successtully reach their service level goals. Where adequate
numbers of servers are available, however, the facility permits applications in all
priority levels to reach their service level goals,

Within a single priority level, the facility offers use of the server to the
applications of the priority level in a certain sequence, In cases in which the server is
needed by more than one application in the current priority level, this sequence
determincs which of these applications is able 1 use the server. The facility thercfore
establishes the scquence in a manner that is fair 1o all of the applications of the priority
level. As one example, the facility may use a round-robin approach for establishing this
order, beginning with an initial random order and, for cach offer, rotating the order one
position in a consistent dircction. In this way, each application of the priority level has
equal opportunity to accept scrvers offered to the priority level. As another example,
the facility may assess the success of each application at reaching its service level goals,
and establish a sequence that favors the applications that are the furthest from reaching
their service level goals. In this way, the facility exerts a balancing force on the
applications of the priority level, enabling underperforming ap plicatio‘r'xs to receive ¢xtra

servers that can be used to improve the performance of these applications.
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When the facility offers a server to a paricular application, the
application preferably determines whether it should accept the offered server based on
whether the offered server is needed by the application to meet its service level goal.
The facility may make this determination either on 2 “closed-loop” basis, in which the
facility uses the curment achieved service level of the application to make the
determination, or on an “open-loop™ basis, in which the facility uses information other
than the current achieved service level of the application.

For the closed loop basis, the facility compares the current zchieved
service level with the pre-defined scrvice level goal to make the determiration. [f the
offcred server is not required for achievement of the predetermined service level goals,
then the server is not accepted. I the offered server is required to achieve the pre-
determined service level goal, then the server is accepted.

For the open-loop basis, the facility may use a preestablished model,
formula, or table to determine whether an offered server is needed by the upplication to
meet its service level goal using current operating parameters of the application, such as
transaction arrival rate, number of uninitiated wransactiens, wait times of uninitiated
transactions, transaction service complction rate, and transaction service completion
time. '

When the application accepts the offered server, if any transactions are
waiting for processing, the accepted scrver is assigned to process one of the waiting
transactions.  On the other hand, if no transactions are waiting when the application
accepts the server, the accepted server is maintained in an idle/reserved server quene
until a new transaction arrives. When a new transaction subsequently arrives, a server
in the idle/reserved scrver queue is assigned to process the new transaction. By
maintaining one or more servers in its idle/reserved server quete, that is, by accepling a
server or servers even when its transaction queue is empty, an application can ensure
that a server will be immediately assigned to the next ammiving ansaction. In this way,

the application is able to exert control over its achieved service level.
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BRIEF DESCRIPTION OF THE DRAWINGS
Figure 1 is a conceptual diagram showing the relationship between the

{acility, transactions, and servers.

Figure 2 is a table diagram identifying a number of samplc transaction
types.

Figure 3 is a conceptual diagram showing the facility’s approach to
assigning availablc servers to the priority levels identified in Figure 3.

Figure 4 is a flow diagram showing the steps preferably performed by
the facility in order to assign an available server to one of the priority levels.

Figure 5 is a conceptual diagram showing the facility’s approach to
assigning available servers to the sample applications identified in Figure 2 within a
particular prioriry level.

Figure 6 is a flow diagram showing the steps preferably performed by
the facility in order to offer an available server 1o a particular priority level, as described
above for step 402 of Figure 4.

Figure 7 is a flow diagram showing the steps preferably performed by
the facility in order to accept or declinc an available server offered to a particular
application, as described above for step 603 of Figure 6. '

Figure 8 is a workflow diagram showing the activity performed by the
facility with respect to a single application.

Figure 9 is a high-level block diagram showing an illustrative computer

system upon which the facility of the present invention may operate.

DETAILED DESCRIPTION OF THE INVENTION

The present invention provides a facility for allocating transaction
servers (“servers”) in a transaction processing system in a manner that facilitates
differentiation between transactions of different priorities and balancing the
performance of transactions of the same priority. Within the constraints Imposed by the
availability of servers, the facility facilitates maintaining pre-defined service level goals.

For example, the facility may allocate telephone call processing servers, such as human
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operators/agents and automatic response units, for processing telephone calls. The
facility can also allocate servers to process virtually any other type of transaction,
including, but not limited to, form processing; response to world wide web hits (“web
hits™); lemter, fax, or email generation or response; account adjustment; and various
forms of network and Intemet communication. The facility can allocate scrvers
between several different types of transactions. Transactions may be initiated within
the organization using the facility, by external customers or clients of the organization,
or both.

In a preferred embodiment, the facility allocates servers among different
applications, each of which processes transactions of a different type or of the same type
but with a different service level goal. For example, a first application may process
incoming tclephone call transactions for platinum credit card holders, a sccond
application may process outgoing twelephone call transactions for new credi: card offers,
and a third application may process credit check transactions, such as those received via
the world wide web or in the mail, and a fowth application that responds to web hits
with outgoing phone calls.

The facility preferably enables a service level goal to be specified for
cach application, indicating the level of performance sought in processing transactions
of the application’s type. Service level goals are generally each comprised of two
components: a performance criterion specifying an amount of time by which some
action relating to the transaction is to completed, and a minimum frequency indicating
the percentage of transactions for which the criterion is to be satisfied. As an example,
onc serviee level goal may specify a criterion of assigning transaction within 15 seconds
of their receipt, and a minimum frequency that indicates that 90% of the transactions are
to be processed in accordance with the performance criterion. Performance criteria
(eriteria”) may be of various types, including transaction assignment criteria and
transaction complerion criteria. Transaction assignment service level goals relate to the
amount of time that it takes for a server to be assigned to transactions afier they arrive,
A transaction assignment criterion may indicate, for example, that incoming telephone

call transactions for platinum credit card holders are to be assigned to a server within 15
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client. Such transactions are regarded as “volatile,” as they may be lost if not quickly
assigned to a server. For example, if an incoming telephone ca]] 1$ not answered within
a few seconds after it is initiated, the callcer may hang up and end the call.

Transaction complction criteria, on the other hand, relare 1o the amount
of time that it takes 1o complete the processing of ransactions. A transaction
completion criterion may indicate, for example, that credit check Uransactions are 1o be
completed within 4 days of their arrival, or that outgoing telephone ¢aj) lransactions for
new credit card offers are 1o be completed at the rate of 200 per day. Transactiop
completion criteria are particularly well adapted to transactions initiateq outside the
organization using a non-real-time medium, such as incoming letters, or transactions

that are initiated from inside the organization, such as ouIgoing telephone calls of are

criterion (such as answering all customer telephone calls Within 20 seconds) but
generating the loan application that recults involves satisfying a Tansaction completion
criterion (such as processing ajl loan applications within 4 dusiness days).

In addition to speci: ¥ing a performance Criterion, servies Jove] goals may
also indicate a minimum bercentage of times, or “minimum frequency_.” that the
performance criterion is 10 be satisficd. For example, a transaction assignment service

level goal may indicate that ar least 90% of incoming telephone call transactions for

In addition 1o 2 service lcvel goal, each application preferably also has
priority level, indicating the importance of satisfying the serviee level goal of (hat
application relative to the importance of satisfying the service leve] goals of the other
applications. Tor cxample, incoming lclephone calj transactions for platinum credit

card holders may have a priority level of | (indicating the highest priority), incoming
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telephone call transactions for gold credit card holders may have a priority level of 2,
and outgoing telephone call qansactions for new credit card offers may have a priority
level of 3. Multiple applications may have the same priority level.

In contrast to conveational transaction processing systems that arempt to
assign each newly-arrived transaction to a server, the facility of the p.sent invention
assigns each newly-available server to a transaction. Such assignment takes place each
time a server becomes available, oither when an existing server complecies the
processing of the last qransaction that it was assigned 10 process, OT When a ncw scrver
arrives. The assignment process involves “offering” use of the server for use by each
priority level of applications in sequence, from the highest priority level to the lowest
priority level, untl a priority level zccepts use of the server. To determine whether to
accept the offered server, each priority level in tum offers the scrver to each application
of that priority level, until an application accepts use of the server. If any application at
that priority level accepts use of the server, then the priority level accepts the use of the
server. On the other hand, if none of the apolications at that priority level 2cc2pts use of
the server, then the priority level declines the use of the server, and the facility offers
use of the server to the next lower priority level. By offering each available scrver in
accordance with the priority levels, the facility ensures that at least applications in the
highest priority levels will successfully reach their service level goals. Where adequate
numbers of servers are available, however, the facility permits applications in all
priority levels to reach their service level goals.

Within a single priority level, the facility offers use of the server to the
applications of the priority level in a certain sequence. In cases in which the server is
needed by more than one application in the current priority level, this scquence
determines which of these applications is able to use the server. The facility therefore
establishes the scquence in a manner that is fair to all of the applications of the priority
level. As one example, the facility may usc a round-robin approach for establishing this
order, beginning with an initial random order and, for each offer, rotating the order one
position in a consistent direction. In this way, cach application of the priority level has

equal opportunity 1o accept servers offered to the priority level. As another example,
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the facility may asscss the success of cach application at reaching its service level goals,
and establish a sequence that favors the applications that are the furthest from reaching
their service level goals. In this way, the facility exerts a balancing force on the
applications of the priority level, enabling underperforming applications to receive extra
servers that can be used to improve the performance of these applications.

When the facility offers a server to a particular application, the
application preferably determines whether it should accept the offcred server based on
whether the offered server is needed by the application to meet its service level goal.
The facility may make this determination either on a “closed-loop™ basis, in which the
facility uses the current achieved service level of the application to make the
determination, or on an “open-loop” basis, in which the facility uses information other
than the current achieved service level of the application.

For thes closed loop basis, the facility compares the cumrent achieved
service level with the pre-determined service level goal to make the determination. If
the offered server is not required for achievement of the predetermined service level
goal, then the server is not accepted. 1{ the offered scrver is required to achicve the pre-
determined service level goal, then the server is accepted.

For the open-loop basis, the facility may use a preestablishad model,
Tormula. or table to determine wheother an offercd server is needed by the application to
meet its service level goal using current operating parameters of the application, such as
transaction arrival rate, number of uninitiated transactions, wait times of uninitiated
transactions, transaction scrvice completion rate, and transaction service completion
time.

When the application accepts the offercd server, if any transactions arc
waiting for processing, the accepted server is assigned to process one of the waiting
transactions. On the other hand, if no transactions are waiting when the application
accepts the server, the accepted server is maintained in a reserved/idle server queue until
a new transaction arrives. When a new transaction subsequently arrives, a server in the
reserved/idle server queue is assigned to process the new transaction. By maintaining

one or more servers in its reserved/idle server queue, that is, by accepting a server or
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scrvers even when its transaction queue is empty, an application can ensure that a server
will be immediately assigned to the next amriving transaction. In this way, the
application is able to exert control over its achieved service level.

Figure 1 is a conceptual diagram showing the relationship between the
facility, transactions, and servers. It can be scen from Figure 1 that the facility 100
receives arriving transactions 111, such as telephone calls or web hirs. and arriving
servers 112, such as servers like human agents, automatic telephone response units,
and/or automated web servers. Servers may arrive because they have just becomc
available (“logged on” or “gone onling™), or because they have completed servicing a
transaction and are available for reassignment. The facility 100 assigns each arriving
server to a particular transaction, such that an assigned server processes the transaction
1o which it is assigned. After the processing of a particular assignment by a server is
completed, the facility 100 produces a completed transaction 121. The server assigned
1o process the completed transaction may exit the facility as a departing server 122. For
example, human agents may leave their workstations for a break or at the end of the
workday, while automatic response urits may be deactivated for service or replaccment.
[f the scrver does not leave the facility, however, it becomes a new arriving server 112,
which is reassigned by the facility to a new transaction.

Figure 2 is a table diagram identifying a number of samplc transaction
types. Lach row of the table 200 corresponds fo a different transaction type and
application for processing transactions of that type, and indicates an applicaticn number
201 uniquely identifying an application, a priority level 202, a transaction type 203 of
the application, a service level goai 204, and a service level goal type 205. Each service
level goal 204 is in turn made up of a performance criterion 206 and a minimum
frequency 207. For example, row 221 of table 200 indicates that incoming calls from
gold card customers have a priority level of 2. Their service level goal is 1o assign
transactions within 60 seconds of their arrival (their performance criterion) for 90% of
the transactions (their minimum frequency). This is a transaction assignment service
level goal. Row 241 differs somewhat [rorn the other rows, in that it represents a

Jdefault activity for servers that are not needed for any application. As such, it has a
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service level goal type of “none.” When a server becomes available, the facility
preferably offers the server first to the priority level | application identitied in row 211,
then to the prority level 2 applications identified in rows 221 and 222, then to the
prionty level 3 applications identified in rows 231-233, then to the priority level 100
application identified in row 241, until the offered server is accepted.

Figure 3 is a conceptual diagram showing the facility’s approach to
assigning available scrvers to the priority levels identified in Figure 2. In Figure 3,
when cach arriving server 301 becomes available to the facility, the facility offers the
arriving scrver to one priority level afier another until one of the priority levels accepts
the offered server. The facility begins by offering the server to the highest priority
level, that is, the priority level having the smallest number. In the example, highest
priority level is 1. Priority leve] 1 (311) derermines whether the offered server is
nceded to meet the service level geal of any of its applications. If so, priority level |
accepts the offercd server, and assigns it to one of its applications (discussed in greater
detail below), which uses it to process an arriving transaction. After such processing is
complete, the application outputs the completed transaction, and reieases the server. Al
this point, the server may join the departing servers 202 that arc no longsr available to
process transactions, or may follow route 303 to reenter the facility as an arriving
server.

[f priority level 1 does not accept the offered server, the facility next
offers the server to priority lave] 2 (312). Again, if priority leve) 2 accepts the server,
then one of the applications in priotity level 2 uses the server to process one of its
armiving transactions, and then that application releases the server for departure or
reassignment. If priority lovel 2 does not accept the offered server, then the facility
offers the server to priority level 3 (313).

If, aftcr offering the server to priority levels 1-3, the server has not been
accepted, the facility preferably offers the application to priority level 100 (314).
Priority level 100 has a minimum priority, and contains a single “background”
application, which always has transactions available. This background application is

preferably provided to accept any offered servers that are not accepted by applicarions



10

s

o)
o

(3]
W

30

14

in higher priority levels. As the net result of this process, the server is accepted and
used by exactly one of the four priority levels, then released either to depart or to be
reassigned.

Figure 4 is a flow diagram showing the steps preferably performed by
the facility in order to assign an available server to one of the priority levels. In steps
401-204, the facility loops through each defined prionty level, from the highest priority
level to the lowest. In terms of the applications identified in Figure 2, this involves
looping through priority levels 1, 2, 3, and 100, in that order. Step 401 marks the
beginning of this loop, and step 404 marks its end. In step 402, the facility offers the
available server to the current prionty level (i.e., level 1 in the first loop through). The
dctails of step 402 are discussed in greater detail below in cornection with Figure 6. In
step 403, if, in responsc to the offer of step 402, the server is accepted by the currem
priority level, then these steps conclude. If in step 402 the server is not accepted, the
facility continues in step 404. In step 404, if additional, lower priority levels remain,
then the facility loops back to step 401 to offer the server to the next lower priority
tevel. If no lower priority levels remain, these steps conclude. £ no default application
is defined for the facility, the facility may Joop through all of the pricrity levels without
assigrang the available server to any of the priority levels. In this case, the facility
preferably repeats these steps at a later time.

Figure 5 is a conceprual diagram showing the facility's approach to
assigning available scrvers 1o the sample applications identified in Figure 2 wilhin a
particular priority level. Figure 5 shows the operation of distribution logic for priority
level 3 as identified in the table shown in Figure 2, containing applications 4, 5, and 6.
Alter an available agent has been offered 10 priority levels 1 and 2 and declined by both,
the available server 301 is offered to priority level 3. In response, the priority level 3
server distribution logic (1) prioritizes the applications in the service level in terms of
their need for available servers, then tests for server demand in the applications in that
priority order. In prioritizing, the server disteibution logic 500 uses indications of the
current or expected furure service level of each of the applications 511-513. The server

distribution logic then offers the available server, in tum, to the three applications in the
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priority level 521-523 in this order.  As discussed below, each application, when it is
oifered the available server, determines whether the server is needed to meet its service
level goal, and if so, accepts the server. If the available server is not needed by the
current application to meet its service level goal, the current application declines the
available server and the priority level server distribution logic offers it to the next
application in the priority order. If the available server is accepted by one of the
applications, it is used to procsss a transaction, then rcleased as a departing server 503.
On the other hand, if the available server is not accepted by any of the applications, the
server is declined by the priority level 502, and can be offered to the next lower priority
lavel.

Figure 6 is a flow diagram showing the steps preferably performed by
the facility in order to otfer an available server to a particular priority level, as described
above for step 402 orf Figurc 4. In step 601, the facility establishcs an order for the
applications having the current priority level, The facility preferably omits step 601 for
priority levels having only one application. In terms of the applications identified in
Figure 2, for priority level 3, the facility would establish an order for the applications
identitied in rows 231, 232, and 233, In cases in which the server is needed by more
than one application in the current priority level, the order established in step 601
detcrmines which of these applications is permitted to use the server. The facility
therefore establishes the sequence in a manner that is fair to all of the applications of the
current priority level. In one preferted embodiment, the facility uses a round-robin
approach for cstablishing this order, teginning with an initial random order and, for
each offer, rotating the order one position in a consistent direction. In this embodiment,
each application of the priority level has equal opportunity to accept servers offered to
the priority level. In another preferred embodiment, the facility assesses the success of
each application at reaching its service level goal, and establishes a sequence that favors
the applications that are the furthest from reaching their service level goals. In this
embodiment, the facility exerts a balancing force on the applications of the priority

level. enabling underpertorming applicutions to receive extra scrvers that can be used to

improve the performance of these applications.
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In steps 602-605 of Figure 6, the facility loops through each application
in the order established in step 601. Step 602 marks the beginning of this loop, and step
605 marks its end. In step 603, the facility offers the available server to the current
application. The performance of step 603 is discussed in greater detail below in
conjunction with Figure 7. In step 604, if the current application accepts the server in
response to the offer of step 603, then these steps conclude. If the current application
does not accept the server, the facility continues in step 605. In step 603, if additional
applications remain in the established order, then the facility loops back 10 step 602 to
offer the available server to the next application. If no additional applications remain,
thesc steps conclude.

Figure 7 is a flow diagram showing the steps preferably performed by
the facility in order to accept or decline an available server offered to a particular
application, as described above for slep 603 of Figure 6. In step 701, the facility
determines whether the server is needed to satisfy the cwrrent application’s service level
goal. In terms of the applications identified in row 221 of F igure 2, for the incoming
gold calls application, the facility determines whether the available server is needed in
order to assign incoming gold calls within 60 seconds of their arrival for 90% of such
calls. In step 701, if it is determined that the available server 1s needed to satisfy the
current application’s sarviee level goal, then the facility continucs in step 702. In step
702, the facility accepts the available server to process transaciions within the current
application. When the application accepts the otfered server, if any transactions are
waiting for processing the accepted scrver is assigned to process onc of the waiting
transactions. On the other hand, if no transactions arc waiting when the application
accepts the server, the accepted server is maintained in an idle/reserved server quene
until a new transaction arrives. When a new transaction arrives, a server in the
idle/reserved server queue is assigned to process the new transaction. Afler step 702,
these steps conclude. If in step 701 the available server is not needed, the facility
continues in step 703. In step 703, the fcility declines to accept the server for the
current application, and these steps conclude. In one preferred embodiment, the

determination of step 701 is expanded 1o also include one or more tests (not shown) for
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the suitability of the available server 1o the transaction type of the current application.
In this embodiment, each individual server has certain qualification standards, which
are used as the basis for determining whether a particular server is well-suited 10 a
particular transaction type.

Figure 8 is a workflow diagram showing the activity performed by the
facility with respect to a single application. Rlock 801 shows that a server is offered to
the application, and the application either accepts or declines based on such paramerers
as the current service level (“SL”), the number of transactions waiting in a transaction
queue 804 to be assigned (“Noirz”), and the number of sarvers waiting to be assigned
10 a transaction in an idle/reserved server quete 802 ("Nipe™). If the server is accepted,
it is added to the idle/reserved server queue 802. Block 803 shows that armving
transactions are queusd in a transaction queue 804, The rate at which transactions
arrive is monitored by SL control logic 807. As shown by block 803, any time the
idle/reserved server queue contains at least one server and the transaction queue
contains at least one transaction, a scrver is removed from the idle/reserved server
queue 802, a transaction is removed from the transaction queue 804 and thus the
removed server is assigned to process the removed transaction. When a server is
assigned to 1 transaction in this manner, the SL control logic 807 monitors the amount
oftime the transaction speat in the transaction queue 804. Transactions being processed
by servers are shown in block 806. After a server completes the processing of a
transaction, the facility preferably reassigns the server in accordance with the steps
shown in Figure 6. Also, when processing of the transaction is completed, the SL
control logic 807 monitors the amount of time the server 100k to process the transaction.
The SL control logic 807 calculates statistics relating to the processing of transactions
in the application, such as Nypye, Ny and SL, that are used in block 801 to determine
whether 10 accept or decline an offered server,

| The facility may be implemented on a wide variety of hardware
configurations. Figure 9 is a high-level block diagram showing an illustrative computer
system upon which the facility of the present invention may exacute. As shown in

Figure 9, the computer systern 900 comprises a central processing unit (CPU) 510,
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input/output devices 920, and a computer memory 930. Among the inputoutput
devices is a storage device 921, such as a hard disk drive; and a computer-readable
media drive 922, which can be used to install software products, including the facility,
which are provided on a computer-readable medium, such as a CD-ROM. The
input/output devices 930 further include a connection 923 to servers and transaction
sources from which transactions are received. For example, the connection 923 may be
used to connect the computer system to one or more computer telephony interfaces,
world wide web servers, or world wide web browsers. This connection is usable by the
facility to detect server availability, assign scrvers to applications and transactions, and
monitor the processing of transactions by servers.

The memory 930 contains the facility 931 for distributing servers. which
includss a priority level scrver distritution subsystem 932 whose operation is discussed
above in conjunction with Figure 4, and an application level scrver distribution
subsysicm 933 whose opcration is discussed above in connection with Figure 6, In
addition to the facility 931, the memaory 930 preferably also conrtains logic for cach
application, such as application 1 934 and application 2 936. Included for cach
application is a scrver acceptance subsystem for determining whether to accept servers
offered to the application, such as scrver acceptance subsystem 933. '

While the facility is preferably implemented on a compurer system
configured as deseribed above, those skilled in the art will recognize that it may also be
implemented on computer systems having different configurations. For example, the
facility may be implemented on a computer system having diffcrent components than
described above. Further, the functionality of the computer system 900 may be divided
among several different computers in a distributed system. For example, application 1
(934) and application2 (936) may reside on separate, geographically-distributed
hardware configurations interconnected via 2 communications nerwork. The facility
may also be implemented on special-purpose computer systems, such as those in a call
center.  The facility may further be implemented without software in special-purpose

hardware, using, for example, application-specific integrated circuits.
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While the present invention has been shown and described with
reference to preferred embodiments, it will be anderstood by those skilled in the art that
various changes of modifications in form and detail may be made without departing
from the scope of the invention. For example, though described in conjunction with
telephone cail transactions, the facility may be used to allocate servers for processing
virmally any kind of transaction. Further, the facility may maintain additional state
information that obviates certain steps of the allocation process described above.
Additionally, the facility preferably facilitates the use of service level metrics and

sepvice level goal types other than those discussed above.



CLAIMS

[ claim:

1. A method in a computer system for distributing transaction
servers 10 process wransactions of a plurality of different types, the transaction types
being organized into @ plurality of priority levels ordered from highest to lowest, each
priority level having one or more fransaction types, each transaction type further having
a service level goal reflecting the level of service sought for transactions of the
transaction type, the method comprising the steps of:

identifying transaclion servers when they become available to process
transactions;

for each identified transaction server, in response to the identification of
rhe transaction server:

for cach priority level, from the highest priority level to the
lowest priority level, until the identificd ransaction server is assigned to process a
ransaction of a sclected type:
determining whether assigning the identified transaction
server to a ransaction of any of the transaction types of the priority level is necessary to
meet the service level goal for that transaclion type;
if it is determined that assigning the identificd transaction
server to a transaction of any of the transaction types of the priority level is necessary to
mect the service level goal for that transaction type, assigning the identified transaction
server to process a transaction of one of the transaction types of the priority level; and
after the assigned transaction server has completed processing of
the transaction to which it was assigned, reidentifying the assigned transaction server as
being available to process additional transactions,
such that, for transaction types of a higher priority level relative to transaction types of a
lower priority level, an available transaction server cannot be assigned to process a
transaction of the transaction type of the lower priority level when the service level goal

for the transaction type of the higher priority level is not being satistied, thus ensuring
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that ransaction servers are distributed in a manner that satisfies service level goals for
transaction types in order from the wansaction types of the highest priority level toward

the wansaction types of the lowest priority level.

2. The method of claim | wherein at least a portion of the
transaction types correspond to tclephone calls, and wherein the step of identifying a

transaction server identifies transaction servers for conducting tclephone calls.

3. The method of claim 2 wherein the identifying step identifies

human agents.

4. The method of claim 2 wherein the identifying step identifies

automatic telephone response unis.

S. The method of claim 1 wherein at least a portion of the
transaction types correspond 1o web hits, and wherein the step of identifying a

transaction server identifies transaction servers for processing web hits,

6. The methed of claim 5 whercin the 1dentifying step identifies

human agents.

7. The method of claim 5 wherein the idenufying steps identifics

automated web servers.

8. The method of claim ] wherein the determining and assigning
steps comprise the steps of:

generating an order for the transaction types of the prionity level, from
first to last;

for each transaction type of the priority level, from first to last, unti] the
identified transaction server is assigned to process a transaction of a selected type:

determining whether assigning the identified transaction server to

a transaction of the transaction ype is nécessary to meet the service level goal for the

transaction type; and
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if it is determined thart assigning the identified transaction server
to a transaction of the transaction type is necessary to meet the service level goal for the
transaction type, assigning the identificd transaction server 1o process a transaction of

the transaction type.

5. The method of claim 8 wherein the generating step generates an
order reflecting the extent to which the service level goals of the transaction types of the

priority level presently satisfied.

10. The method of claim 8§ wherein the generating step generates an
order for the transaction types different from the order generated by an immediatcly

preceding performance of the generating step.

11. A computer-readable medium whose contents cause a computer
system 1o distribute transaction scrvers to process transactions of a plurality of different
types, the transaction types being organized into a plurality of priority levels ordered
from highest to lowest, each priority level having one or more transaction types, cach
ransaction type further having a service level goal reflecting the level of sarvice sought
for transactions of the transaction type, by performing the steps of®

identifying transaction scrvers when they become available to process
transactions;

for each identified transaction server, in response to the identification of
the transaction setver:

for each priority level, from the highest priority level to the
lowest priority level, until the identified transaction server is assigned to process a
transaction of a selected type:
determining whether assigning the identified transaction
server 10 a transaction of any of the transaction types of the priority level is necessary to
mect the service level goal for that transaction type;
if {t is determined thar assigning the identified transaction

server to a transaction of any of the transaction types ol the priornity level is necessary to
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meet the service level goal for that transaction type, assigning the identified transaction

server 10 process a transaction of one of the transaction types of the priority level; and
after the assigned transaction server has completed processing of

the transaction to which it was assigned, reidentifying the assigned transaction server as

being available to process transactions.

12.  The computer-readable medium of claim 11 wherein contents of
the computer-readable medium further cause the computer system to perform the steps
of, as part of the determining and assigning steps:

generatng an order for the transaction types of the priority level, from
first to last;

for each transaction type of the priority level, from first to last, until the
identified transaction server is assigned 1o process a transaction:

determining whether assigning the identified transaction server 1o
a transaction of the transaction type is recessary to mect the scrvice leve! goal for the
transaction type; and

if it is determined that assigning the identified mansaction server
to a transaction of the transaction type is necessary to meet the service level goal for the
iransaction type, assigning the identified transaction server to process a transaction of

ilie transaction type.

13.  An apparatus for distributing transaction servers to proccss
transactions of a plurality of different types, the transaction types being organized into a
plurality of priority levels ordered {rom highest to lowest, each priority level having one
Or more transaction types, the apparatus comprising:

a service leve] goal attribution subsystem for attributing a service level
goal to each transaction type that reflects the level of service sought for transactions of
this type;

an identification subsystam that identifies transaction servers when they

become available to process transactions: and
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a transaction server distribution subsystem that, in response to each
transaction server identification by the identification subsystem, assigns the identified
transaction server (o process a transaction of a type that needs an additional transaction
server to meet its service level goal, and whose priority level is at least as high as that of
any other transaction type that needs an additional transaction server to meet its scrvice
level goal,
the identification subsystem rcidentifying assigned transaction servers when they

complete processing of the transactions to which they were assigned.

14. A computer memory containing a transaction server allocation
data structure usable to allocate an available transaction server to processing one of a
plurality of transaction types, the data structure comprising, for cach transaction type:

an indication of the priority of transactions of the transaction type
relative to the priorities of transactions of other transaction types; and

an indication of a service level goal reflecting the level of service sought
{or transactions of the transaction type,
such that the data structure may be used to allocate an available transaction server by,
for each transaction type, in descending order of the prioritics indicated for the
transactions of the uwansaction ypes, determining whether the available transaction
server is needed in order to meet the service level goal indicated for the transaction
type, and assigning the available transaction server to the highest priority transaction

type for which the available transaction server is determined to be needed.

15. The computer memory of claim 14 wherein at least one pair of

priority indications contained in the data structure indicate the same lcvel of priority.

16.  The computer memory of claim 14 wherein at least a portion of
the service level goal indications indicate a service level goal specifying a target rate at
which transactions of the transaction type arc to be assigned to available transaction

SCIVCIS.
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17. The computer memory of claim 14 wherein at least a portion of
the service level goal indications indicate a service level goal specifying a target
minimum amount of time in which wransactions of the transaction type are to be

assigned to available transaction servers.

18.  The computer memory of claim 14 wherein at least a portion of
the service level goal indications indicate a service level goal specifying a target rate at
which transactions of the transaction type are (0 be completed by the available

transaction Servers.

19.  The computer memory of claim 14 wherein at least a portion of
the service level goal indications indicate a service level goal specifying a target
maxirum amount of time in which processing of transactions of the lransaction typc

are to be completed by the available transaction servers.

50. A method in a computer system for distributing available
transaction servers among a plurality of transaction processing applications each having
the same priorily, ¢ach application further having a service level goal indicating the
service level sought for the application, the method comprising the steps of, when a
transaction server becomes available:

establishing an order for the applications, from highest to lowest;

for cach application, in the established order, until the available
transaction server is assigned to an application;

olfering the available transaction server to the application;

under the control of the application, determining whether the
available transaction server is needed by the application in order for the application to
meet its service level goal; and

if it is determined that the available transaction server is needed

by the application in order for the zpplication to meet its service level goal, assigning

the available transaction server to the application,
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cuch that each available transaction server is assigned to the application that is highest
in the established order that needs the available transaction server in order to meet its

service goal,

21.  The method of claim 20, further comprising the step of, before
the cstablishing step, determining a current service level of cach application that retlects
the performance of the application, and wherein the establishing step establishes an
order bascd upon a comparison of current service level to the scrvice level goal for each

application.

22.  The method of claim 20, further comprising the step of, before
establishing the step, determining an expeceted service level of each application that
rellects the projectsd future perforraance of the application, and wherein the
establishing step establishes an order based upon a comparison of the expected service

level to the service level goal for each application.

23.  The method of claim 20 whercin each iteration of the establishing
step establishes an order that is rotated one position from the order established from the
previous iteration of the establishing step. such that the applications each have a

comparable opportunity to obtain availablc transaction servers.

24,  The method of claim 20 wherein a selected one of the
applications has a server qualification standard, and wherein only a portion of the
transaction servers have qualification credentials satisfying the server qualification
standard, and wherein the determining step for the selected application includes the step
of determining whether the available transaction server has qualification credentials

satisfying the server qualification standard.

25. A computer-rcadable medium whose contents cause a computer
system o distnbute available transaction scrvers among 2 plurality of transaction

processing applications each having the same priority, each application further having a

e
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service level goal indicating the service level sought for the application, by performing
the steps of, when a transaction server becomes available:
establishing an order for the applications, from highest to lowest;
for each application, in the cstablished order, untl the available
transaction server is assigned to an application;
offering the available transaction server to the application;
under the control of the application, datermining whether the
available ransaction server is needed by the application in order for the application to
meet its service leve!l goal; and
if it is determined that the available transaction server is needed
by the application in order for the application to meet its service level goal. assigning

ihe available transaction server to the application.

26.  The computer-readable medium of claim 25 wherein the contents
of the computer readable medium further causc the computer system 10 perform the step
of, before the establishing step, dctermining a current service level of each application
that reflects the performance of the application, and wherein the establishing step
cstablishes an order based upon a comparison of current service level to the service

lcvel goal for each application.

27.  The computer readable medium of claim 25, further comprising
the step of, before establishing the step, determining an expected service level of each
application that reflects the projected future performance of the application, and
wherein the establishing step establishes an order based upon a comparison of the

expected service level to the service level goal for each application.

28.  The computer-rcadable medium of claim 25 wherein cach
iteration of the establishing step establishes an order that is rotated one position from
the order established from the previous itcration of the establishing step, such that the

applications each have a comparable opportunity to obtain available transaction servers.
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29. The computer readable medium of claim 25 wherein a selected
one of the applications has a server qualification standard, and wherein only a portion of
the transaction servers have qualification credentials satisfying the server qualification
standard, and wherein the determining step for the selected application includes the step
of determining whether the available transaction server has qualiﬁcation' credentials

satisfying the server qualification standard.

30. A method in 3 computer system for maintaining a target service
level of a transaction processing application that uses reassignable transaction scrvers to
process transactions that arrive from a transaction source, the method comprising the
steps of!

receiving an ofler of an additional ransaction server;

determining the rate at which transactions are amriving from the

‘transaction source;

determining the number of transactions that have amrived [rom the
transaction source whose processing has not been assigned to a transaction server;

determining the rate at which processing of transactions is being
complcted; and

based on the targer service level, the determined rate at which
ransactions are amving from the transaction source, the determined number of
transactions that have arrived from the transaction source whose processing has not
been assigned to a transaction server, and the rate at which processing of transactions is
being completed, dctermining whether the offered additional transaction server is
needed to satisfy the target service level; and

accepting the offered additional transaction server to enable the offcred
additional transaction server 1o be assigned to a transaction of the application only if it
is determined that the offered additional transaction server is needed to satisfy the target

service level.
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31. The method of claim 30 wherein the application has an
idle/reserved server queue of additional transaction servers that have not yet been
accepted to process ransactions, and wherein the accepting Step includes the step of

adding the offered additional transaction server to the idle/reserved server queue.

32.  The method of claim 30 wherein the application has a transaction
queue of transactions 1o whose processing no (ransaction server has yet been assigned,
and wherein the accepting step includes the step of assigning the offered additional

transaction server 1o process a particular transaction in the transaction queuc.

33, The method of claim 30 wherein the step of determining whether
the oifered additional transaction scrver is needed utilizes 2 quantitative model of
yansaction processing within the application to determine whether the offercd

additional transaction server is needed 1o satisfy the target service level.

34.  The method of claim 30 wherein the step of determining whether
the offered transaction server is needed utilizes 2 mathematical formula modeling
transaction processing within the application to determine whether the offered

additional transaction server is needed to satisfy the target service level.

35. The method of claim 30 wherein the step of determining whether
the offered additional transaction scrver s needed utilizes a data swucture indicating, for
a plurality of combinations of the rate at which transactions are arriving from the
ransaction source, the detcrmined number of transactions that have arrived from the
transaction source whose processing has not been assigned to a transaction scrver, and
the determined rate at which processing of transactions is being completed, whether an

offered additional transaction server is needed to satisfy the target service level.



—_ O O e ~1 O b b W

...
8]

1~

How

O 0 1 O Wi

30

36. A computcr-readable medium whose contents cause a computer
system to maintain a target service level of a transaction processing application that
uses rcassignable transaction servers (O Pprocess transacuons that ammve from a
transaction source by performing the steps of:

receiving an offer of an additional transaction server,

determining the rate at which transactions are amiving from the
transaction SOUrce;

determining the number of transactions that have amved [tom the
transaction source whose processing has rnot been assigned to a ransaction server;

determining the rate at which processing of transactions is being
completed; and

based on the target service level, the rate at which transactions arc
arriving from the transaction source, the determined number of transactions that have
arrived from the transaction source whose processing has not been assigned to a
transaction server, and the determined rate at which processing of transactions is being
completed, determining whether the offered transaction server is needed to satisfy the
target service level; and

accepting the offer only if it is determined that the offered transaction

server is needed 1o satisfy the service level.

37. A method in a computer system for maintaining a 1arget service
level of a wransaction processing application that uscs reassignable transaction servers to
process transactions that arrive from a fransaction source, the method comprising the
steps of:

receiving an offer of an additional transaction server;

determining a current service level reflecting the current wransaction
processing performance of the application;

comparing the determined current service level to the service level goal;

and
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based on the result of the comparing step, determining whether the
offered transaction server is needed to satisfy the service level goal; and
aceepting the offer only if it is determined that the offered transaction

server is needed to satisfy the service level goal.

38. The method of claim 37 wherein the application has an
idle/reserved server queuc of transaction scrvers that have not yet been assigned to
process a transaction, and wherein the accepting step includes the step of adding the

offered transaction server to the idle/reserved server queue.

39.  The method of claim 37 wherein the application has a transaction
gqueue of transactions to whose processing no transaction server has yet been assigned,
and wherein the accepting step includes the step of assigning the offered transaction

server to process a particular transaction in the transaction queue.

40. A method in a computer system for distributing reassignable
transaction processing servers among a plurality of transaction processing applications,
the method comprising the steps of:

defining for a first application of the plurality a transaction assignment
service level goal reflecting the performance sought for the first application in assigning
transactions to a server;

defining for a second application of the plurality a transaction
completion service level goal reflecling the performance sought for the second
application in completing the processing transactions;

when a server is available for distribution:

assessing the demand for an additional server by the first
application based on the transaction assignment service level goal defined for the first
application;

assessing the demand for an additional server by the second
application based on the wransaction completion service level goal defined for the

second application;
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comparing the assessments; and
based upon the rcsults of the comparing step, selecting between

the first and second application for distribution of the available server.

41, The method of claim 40 wherein the first application is for
processing telephone call transactions, and wherein the step of defiming a transaction
assignment level goal defines a transaction assignment service level goal reflecting the

performance sought in assigning telephone call transactions to Servers.

42.  The method of claim 41 wherein the second application is for
processing transactions other than telephone calls, and wherein the step of defining a
transaction completion service goal defines a transaction completion service goal
reflecting the performance sought in assigning transactions other than telephone calls to

SCIVvers.

43, A computer-readable medium whose contents cause a computer
system 1o distribute reassignable transaction processing servers among a plurality of
transaction processing applications by performing the steps of:

defining for a first application of the plurality a transaction assignment
service level goal;

defining for a second application of the plurality a transaction
completion service level goal;

when a server is available for distribution:

assessing the demand for an additional server by the first
application based on the transaction assignment service level goal defined for the first
application;

assessing the demand for an additional server by the second
application based on the transaction completion service level goal defined for the
second application;

comparing the assessments; and

we



16 based upon the results of the comparing step, selecting between the first

17 and second application for distribution of the available server.
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Amendments to the claims have been filed as follows

1. A method in a computer system for distributing transaction Servers
to process transactions of a plurality of different types, the transaction types being
organized into a plurality of priority levels ordered from highest to lowest, each prionity
level having one or more transaction types, each transaction type further having a service
level goal reflecting the level of service sought for transactions of the transaction type,
the method comprising the steps of:

identifying transaction SETrvers when they become available to process
transactions;

for each identified transaction server, in response to the identification of
the transaction server:

for each priority level, from the highest priority level to the lowest
priority level, until the identified transaction server is assigned to process a transaction of
a selected type:
determining whether assigning the identified transaction
server 1o a transaction of any of the transaction types of the priority level is necessary to
meet the service level goal for that transaction type;
if it is determined that assigning the identified transaction
server to a transaction of any of the transaction types of the priority level is necessary to
meet the service level goal for that transaction type, assigning the identified transaction
server to process a transaction of one of the transaction types of the priority level; and
after the assigned transaction server has completed processing of
the transaction to which it was assigned, reidentifying the assigned transaction server as
being available to process additional transactions,
such that, for transaction types of a higher priority level relative to transaction types of a

lower priority level, an available transaction server cannot be assigned to process 2
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transaction of the transaction type of the lower priority level when the service level goal
for the transaction type of the higher priority level is not being satisfied, thus ensuring
that transaction servers are distributed in a manner that satisfies service level goals for
transaction types in order from the transaction types of the highest prionty level toward

the transaction types of the lowest priority level.

2. The method of claim | wherein the determining and assigning
steps comprise the steps of:
generating an order for the transaction types of the priority level, from first
to last;
for each transaction type of the priority level, from first to last, until the
identified transaction server is assigned to process a transaction of a selected type:
determining whether assigning the identified transaction server to a
transaction of the transaction type is necessary to meet the service level goal for the
transaction type; and
if it is determined that assigning the identified transaction server to
a transaction of the transaction type is necessary to meet the service level goal for the
transaction type, assigning the identified transaction server to process a transaction of the

transaction type.

3. The method of claim 2 wherein the generating step generates an
order reflecting the extent to which the service level goals of the transaction types of the

priority level presently satisfied.

4. The method of claim 2 wherein the generating step generates an
order for the transaction types different from the order generated by an immediately

preceding performance of the generating step.
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5. An apparatus for distributing transaction servers to process
transactions of a plurality of different types, the transaction types being organized into a
plurality of priority levels ordered from highest to lowest, each priority level having one
or more transaction types, the apparatus comprising:

a service level goal attribution subsystem for attributing a service level
goal to each transaction type that reflects the level of service sought for transactions of
this type;

an identification subsystem that identifies transaction servers when they
become available to process transactions; and

a transaction server distribution subsystem that, in response to each
transaction server identification by the identification subsystem, assigns the identified
transaction server to process a transaction of a type that needs an additional transaction
server to meet its service level goal, and whose priority level is at least as high as that of
any other transaction type that needs an additional transaction server to meet its service
level goal,
the identification subsystem reidentifying assigned transaction servers when they

complete processing of the transactions to which they were assigned.

6. A computer memory containing a transaction server allocation data
structure usable to allocate an available transaction server to processing one of a plurality
of transaction types, the data structure comprising, for each transaction type: N

an indication of the priority of transactions of the transaction type relative
to the priorities of transactions of other transaction types; and

an indication of a service level goal reflecting the level of service sought
for transactions of the transaction type,

such that the data structure may be used to allocate an available transaction server by, for

each transaction type, in descending order of the priorities indicated for the transactions
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of the transaction types, determining whether the available transaction server is needed in
order to meet the service level goal indicated for the transaction type, and assigning the
available transaction server to the highest priority transaction type for which the available

transaction server is determined to be needed.

7. The computer memory of claim 6 wherein at least one pair of

priority indications contained in the data structure indicate the same level of prionty.

8. The computer memory of claim 6 wherein at least a portion of the
service level goal indications indicate a service level goal specifying a target rate at which

transactions of the transaction type are to be assigned to available transaction servers.

9. The computer memory of claim 6 wherein at least 2 portion of the
service level goal indications indicate a service level goal specifying a target minimum
amount of time in which transactions of the transaction type are to be assigned to

available transaction servers.

10.  The computer memory of claim 6 wherein at least a portion of the
service level goal indications indicate a service level goal specifying a target rate at which
transactions of the transaction type are to be completed by the available transaction

Servers.

11.  The computer memory of claim 6 wherein at least a portion of the
service level goal indications indicate a service level goal specifying a target maximum
amount of time in which processing of transactions of the transaction type are to be

completed by the available transaction servers.

12. A computer-readable medium whose contents cause a computer
system to distribute available transaction servers among 2 plurality of transaction

processing applications each having the same priority, each application further having a
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service level goal indicating the service level sought for the application, by performing
the steps of, when a transaction server becomes available:
establishing an order for the applications, from highest to lowest;
for each application, in the established order, until the available transaction
server is assigned to an application;
offering the available transaction server to the application;
under the control of the application, determining whether the
available transaction server is needed by the application in order for the application to
meet its service level goal; and
if it is determined that the available transaction server is needed by
the application in order for the application to meet its service level goal, assigning the

available transaction server to the application.

13. The computer-readable medium of claim 12 wherein the contents
of the computer readable medium further cause the computer system to perform the step
of, before the establishing step, determining a current service level of each application
that reflects the performance of the application, and wherein the establishing step
establishes an order based upon a comparison of current service level to the service level

goal for each application.

14.  The computer readable medium of claim 12, further comprising the
step of, before establishing the step, determining an expected service level of each
application that reflects the projected future performance of the application, and wherein
the establishing step establishes an order based upon a comparison of the expected

service level to the service level goal for each application.

15.  The computer-readable medium of claim 12 wherein each iteration

of the establishing step establishes an order that is rotated one position from the order
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established from the previous iteration of the establishing step, such that the applications

each have a comparable opportunity to obtain available transaction servers.

16.  The computer readable medium of claim 12 wherein a selected one
of the applications has a server qualification standard, and wherein only a portion of the
transaction servers have qualification credentials satisfying the server qualification
standard, and wherein the determining step for the selected application includes the step
of determining whether the available transaction server has qualification credentials

satisfying the server qualification standard.

17. A method in a computer system for distributing reassignable
transaction processing servers among a plurality of transaction processing applications,
the method comprising the steps of:

defining for a first application of the plurality a transaction assignment
service level goal reflecting the performance sought for the first application in assigning
transactions to a server;

defining for a second application of the plurality a transaction completion
service level goal reflecting the performance sought for the second application in
completing the processing transactions;

when a server is available for distribution:

assessing the demand for an additional server by the first
application based on the transaction assignment service level goal defined for the first
application;

assessing the demand for an additional server by the second
application based on the transaction completion service level goal defined for the second
application;

comparing the assessments; and

based upon the results of the comparing step, selecting between the

first and second application for distribution of the available server.
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18. The method of claim 17 wherein the first application is for
processing telephone call transactions, and wherein the step of defining a transaction
assignment level goal defines a transaction assignment service level goal reflecting the

performance sought in assigning telephone call transactions to servers.

19.  The method of claim 18 wherein the second application is for
processing transactions other than telephone calls, and wherein the step of defining a
transaction completion service goal defines a transaction completion service goal
reflecting the performance sought in assigning transactions other than telephone calls to

Servers.
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