
(12) United States Patent 
Ogasawara 

USOO8166199B2 

(10) Patent No.: US 8,166,199 B2 
(45) Date of Patent: Apr. 24, 2012 

(54) COMMUNICATION APPARATUS, NETWORK 
SYSTEM, COMMUNICATION METHOD AND 
PROGRAM 

(75) Inventor: Taku Ogasawara, Kawasaki (JP) 

(73) Assignee: Canon Kabushiki Kaisha (JP) 

(*) Notice: Subject to any disclaimer, the term of this 
patent is extended or adjusted under 35 
U.S.C. 154(b) by 607 days. 

(21) Appl. No.: 12/099,884 

(22) Filed: Apr. 9, 2008 

(65) Prior Publication Data 

US 2008/O252925A1 Oct. 16, 2008 

(30) Foreign Application Priority Data 

Apr. 10, 2007 (JP) ................................. 2007-102926 

(51) Int. Cl. 
G06F 15/16 (2006.01) 

(52) U.S. Cl. ......... 709/238; 709/220; 709/223; 709/224 
(58) Field of Classification Search .................. 709/238; 

53871.15 
See application file for complete search history. 

(56) References Cited 

U.S. PATENT DOCUMENTS 

7,124,171 B1 * 10/2006 McCann .......... 
2006, O123079 A1* 6, 2006 Sturniolo et al. 
2007/O168514 A1* 

709,216 
709,203 

7/2007 Cocotis et al. ................ 709,225 

FOREIGN PATENT DOCUMENTS 

JP 2006-221423. A 8, 2006 

* cited by examiner 

Primary Examiner — Jeffrey Pwu 
Assistant Examiner — Sulaiman Nooristany 
(74) Attorney, Agent, or Firm — Rossi, Kimms & McDowell 
LLP 

(57) ABSTRACT 

A communication apparatus which eliminate the necessity of 
providing a particular server in a predetermined network and 
which makes it possible to participate into the network with 
the use of a predetermined address. A first communication 
apparatus participating in a predetermined network holds a 
predetermined address to be used by a second communication 
apparatus not participating in the predetermined network in 
order to communicate with a third communication apparatus 
participating in the predetermined network when participat 
ing into the predetermined network, as the address of the first 
communication apparatus. The second communication appa 
ratus communicates with the first communication apparatus 
with the use of the predetermined address when the second 
communication apparatus participates into the predetermined 
network. The first communication apparatus requests the 
third communication apparatus to hold the predetermined 
address as the address of the third communication apparatus 
in the case where the communication apparatus separates 
from the predetermined network. 

15 Claims, 8 Drawing Sheets 
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COMMUNICATION APPARATUS, NETWORK 
SYSTEM, COMMUNICATION METHOD AND 

PROGRAM 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates to a communication appara 

tus, a network system, a communication method applied to a 
network system and a communication apparatus, and a pro 
gram for causing a computer to implement the communica 
tion method. 

2. Description of the Related Art 
Conventionally, as a system for simultaneously distribut 

ing data to a plurality of users, the server-client type system 
has been the mainstream in which a server for performing 
centralized management of information resources such as a 
database is arranged and the server distributes the information 
resources it manages to users, that is, the clients of the server. 
However, this method has some problems such as the problem 
that the load is concentrated on the server and the problem 
that installation of the server requires a cost. 

It is a peer-to-peer network that was devised in order to 
solve such problems. The peer-to-peer network is a virtual 
network constructed by connecting node apparatuses with 
each other not via a server. In this peer-to-peer network, it is 
possible to exchange information with an unspecified large 
number of partners (node apparatuses) (for example, see 
Japanese Laid-Open Patent Publication (Kokai) No. 2006 
221423). 

However, in a peer-to-peer network (virtual network), a 
node apparatus not participating in the peer-to-peer network 
cannot acquire node information about the node apparatuses 
on the peer-to-peer network at all. Therefore, it has been a 
problem of the peer-to-peer network how a node apparatus 
not participating in the peer-to-peer network can find a node 
apparatus participating in the peer-to-peer network. 

There is a method in which, in order to find a node appa 
ratus participating in a peer-to-peer network, a particular 
server is used as an access point only at the time of partici 
pating into the peer-to-peer network. However, this method 
requires that the particular server should be provided, and the 
cost therefor is required. 

There is also a method in which connection to the node 
apparatus connected at the last participation into a peer-to 
peer network is attempted again. However, in this method, it 
is not possible to participate in the peer-to-peer network if the 
node apparatus has already separated from the peer-to-peer 
network. 

SUMMARY OF THE INVENTION 

The present invention provides a communication appara 
tus, a network system, a communication method and a pro 
gram which eliminate the necessity of providing a particular 
server in a predetermined network and which make it possible 
to participate into the network with the use of a predetermined 
address 

In a first aspect of the present invention, there is provided a 
communication apparatus participating in a predetermined 
network comprising an address holding unit adapted to hold a 
predetermined address to be used by a first communication 
apparatus not participating in the predetermined network in 
order to communicate with a second communication appara 
tus participating in the predetermined network when partici 
pating into the predetermined network, as the address of the 
communication apparatus, a receiving unit adapted to receive 
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2 
data addressed to the predetermined address, and a request 
unit adapted to request the second communication apparatus 
to hold the predetermined address as the address of the second 
communication apparatus in the case where the communica 
tion apparatus separates from the predetermined network. 

With the arrangement of the present invention, it is possible 
to eliminate the necessity of providing a particular server for 
a predetermined network (for example, a peer-to-peer net 
work), and an apparatus not participating in the predeter 
mined network can participate into the predetermined net 
work with the use of a predetermined address. 

In a second aspect of the present invention, there is pro 
vided a network system constituting a predetermined network 
comprising an address holding unit provided for a first com 
munication apparatus participating in a predetermined net 
work and adapted to held a predetermined address to be used 
by a second communication apparatus not participating in the 
predetermined network in order to communicate with a third 
communication apparatus participating in the predetermined 
network when participating into the predetermined network, 
as the address of the first communication apparatus, a com 
munication unit provided for the second communication 
apparatus and adapted to communicate with the first commu 
nication apparatus with the use of the predetermined address 
when the second communication apparatus participates into 
the predetermined network, and a request unit provided for 
the first communication apparatus and adapted to request the 
third communication apparatus to hold the predetermined 
address as the address of the third communication apparatus 
in the case where the first communication apparatus separates 
from the predetermined network. 

In a third aspect of the present invention, there is provided 
a communication method applied to a communication appa 
ratus participating in a predetermined network, the commu 
nication method comprising an address holding step of hold 
ing a predetermined address to be used by a first 
communication apparatus not participating in the predeter 
mined network in order to communicate with a second com 
munication apparatus participating in the predetermined net 
work when participating into the predetermined network, as 
the address of the communication apparatus, a receiving step 
of receiving data addressed to the predetermined address, and 
a request step of requesting the second communication appa 
ratus to hold the predetermined address as the address of the 
second communication apparatus in the case where the com 
munication apparatus separates from the predetermined net 
work. 

In a fourth aspect of the present invention, there is provided 
a communication method applied to a network system con 
stituting a predetermined network, comprising an address 
holding step of a first communication apparatus, which par 
ticipates in a predetermined network, holding a predeter 
mined address to be used by a second communication appa 
ratus not participating in the predetermined network in order 
to communicate with a third communication apparatus par 
ticipating in the predetermined network when participating 
into the predetermined network, as the address of the first 
communication apparatus, a communication step of the sec 
ond communication apparatus communicating with the first 
communication apparatus with the use of the predetermined 
address when the second communication apparatus partici 
pates into the predetermined network, and a request step of 
the first communication apparatus requesting the third com 
munication apparatus to hold the predetermined address as 
the address of the third communication apparatus in the case 
where the communication apparatus separates from the pre 
determined network. 
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In a fifth aspect of the present invention, there is provided 
a program for causing a computer to implement a communi 
cation method applied to a communication apparatus partici 
pating in a predetermined network, wherein the communica 
tion method comprising an address holding step of holding a 
predetermined address to be used by a first communication 
apparatus not participating in the predetermined network in 
order to communicate with a second communication appara 
tus participating in the predetermined network when partici 
pating into the predetermined network, as the address of the 
communication apparatus, a receiving step of receiving data 
addressed to the predetermined address, and a request step of 
requesting the second communication apparatus to hold the 
predetermined address as the address of the second commu 
nication apparatus in the case where the communication 
apparatus separates from the predetermined network. 

In a sixth aspect of the present invention, there is provided 
a program for causing a computer to implement a communi 
cation method applied to a network system constituting a 
predetermined network, wherein the communication method 
comprising an address holding step of a first communication 
apparatus, which participates in a predetermined network, 
holding a predetermined address to he used by a second 
communication apparatus not participating in the predeter 
mined network in order to communicate with a third commu 
nication apparatus participating in the predetermined net 
work when participating into the predetermined network, as 
the address of the first communication apparatus, a commu 
nication step of the second communication apparatus, com 
municating with the first communication apparatus with the 
use of the predetermined address when the second commu 
nication apparatus participates into the predetermined net 
work, and a request step of the first communication apparatus 
requesting the third communication apparatus to hold the 
predetermined address as the address of the third communi 
cation apparatus in the case where the communication appa 
ratus separates from the predetermined network. 

Further features of the present invention will become 
apparent from the following description of exemplary 
embodiments with reference to the attached drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a block diagram showing the whole configuration 
of a virtual network system according to an embodiment of 
the present invention. 

FIG. 2 is a block diagram showing the internal configura 
tion of a node apparatus in FIG. 1. 

FIG.3 is a diagram showing an example of a list of partici 
pating nodes. 

FIG. 4 is a flowchart showing the procedure for processing 
related to holding of an initial node address, management of 
the list of participating nodes and separation from a peer-to 
peer network, which is executed by the CPD of each node 
apparatus. 

FIG. 5 is a flowchart continued from the flowchart in FIG. 
4. 

FIG. 6 is a flowchart showing the procedure for processing 
to be executed by the CPU of a node apparatus which newly 
participates into a peer-to-peer network 101. 

FIG. 7 is a flowchart showing the procedure for processing 
to be executed by the CPU of a node apparatus which cannot 
connect to a node apparatus holding the initial node address or 
a node apparatus managing the list of participating nodes in 
order to execute step S61 or 566 in FIG. 6. 

FIG. 8 is a flowchart continued from the flowchart in FIG. 
7 showing the procedure for processing to be executed by the 
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4 
CPU of a node apparatus which cannot connect to a node 
apparatus holding the initial node address or a node apparatus 
managing the list of participating nodes. 

DESCRIPTION OF THE EMBODIMENTS 

The present invention will now be described in detail with 
reference to the drawings showing preferred embodiments 
thereof. 

It should be noted that the relative arrangement of the 
components, the numerical expressions and numerical values 
set forth in these embodiments do not limit the scope of the 
present invention unless it is specifically stated otherwise. 

FIG. 1 is a block diagram showing the whole configuration 
of a network system according to an embodiment of the 
present invention. 

In FIG. 1, a plurality of node apparatuses 103 to 110 are 
mutually connected to constitute a peer-to-peer network (vir 
tual network) 101. A node apparatus 102 is a node apparatus 
which does not constitute the peer-to-peer network 101. Here, 
each of the node apparatuses 102 to 110 is a printer having a 
communication function. However, they are not necessarily 
limited to a printer. They may be a communication apparatus 
capable of performing network communication, such as a 
digital complex machine, a digital copying machine, a TV set 
and a personal computer. In this embodiment, the node appa 
ratuses 103 to 110 constituting the peer-to-peer network 101 
communicate with one another via a wired LAN or a wireless 
LAN. However, the communication path connecting the node 
apparatuses 103 to 110 with one another is not limited to a 
LAN (local area network). 

FIG. 2 is a block diagram showing the internal configura 
tion of the node apparatus 102 in FIG. 1. Here, the node 
apparatuses 102 to 110 are assumed to have the same con 
figuration, and only the internal configuration of the node 
apparatus 102 will be described. As for the other node appa 
ratuses, the same component is given the same reference 
numeral, and description thereof is omitted. 
The node apparatus 102 is provided with a CPU 201 which 

executes a control program stored in a ROM 203, and it 
performs overall control of the devices connected to a system 
bus 211. By the CPU 201 executing the control program, the 
functions of a network control section and the functions of a 
device (printer) control section are realized. 

Reference numeral 202 denotes a RAM, which functions 
as the main memory, the work area and the like of the CPU 
201. The RAM 202 also stores the counter information update 
interval, print job information, jobs and the like. It also func 
tions as a backup RAM for storing system information Such as 
the counter information update interval. The print job infor 
mation and the jobs may be stored in a different storage device 
(not shown) such as a hard disk. 

Reference numeral 204 denotes a keyboard controller 
(KBC), which performs input control of instruction informa 
tion inputted from a keyboard (KB) 208. Reference numeral 
205 denotes a CRT controller (CRTC), which performs dis 
play control of a CRT display 209. A user can edit application 
information or timer information with the use of the keyboard 
(KB) 208 and the CRT display 209. It is also possible to 
configure a virtual keyboard with the use of a touch panel on 
a liquid crystal panel and use it instead of the keyboard (KB) 
208. 

Reference numeral 206 denotes a device controller (DVC), 
which controls the operation of a printer (DV) 210. Reference 
numeral 207 denotes a network interface card (NIC), which 
performs bidirectional data communication with other net 
work equipments and PCs (personal computers) via a LAN 
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212. In the example shown in FIG. 1, the other network 
equipments correspond to the node apparatuses 103 to 110. 

Returning to FIG. 1, each of the node apparatuses 103 to 
110 is given an IPv6 address (hereinafter simply referred to as 
“IP address'). A predetermined IP address called an initial 
node address can be also set for each of the node apparatuses 
103 to 110 as its own IP address, in addition to its own IP 
address. For example, in the case of setting the initial node 
address only for the node apparatus 103 as its own IP address, 
its initial node address holding setting is ON (enabled), and 
the initial node address holding setting of the other node 
apparatuses 104 to 110 is OFF (disabled). When the initial 
node address holding setting is enabled, the node apparatus 
103 holds a predetermined initial node address in the RAM 
202 as its own IP address (an address holding unit). Herein 
after, it is referred to as “to hold an initial node address' that 
the initial node address holding setting is enabled. The node 
apparatus 103 holding the initial node address receives data 
transmitted to the initial node address. When the peer-to-peer 
network 101 is configured, any one of the node apparatuses 
103 to 110 on the peer-to-peer network 101 holds the initial 
node address. The initial node address is assumed to be con 
figured by adding a predetermined value (a fixed value) to a 
prefix acquired from a router. 
The initial node address may be a global address in the IPv6 

address space. 
The node apparatuses 103 to 110 constituting the peer-to 

peer network 101 may open the resources they hold so that the 
resources may he shared. The number of the node apparatuses 
constituting the peer-to-peer network 101 is not limited to that 
shown in FIG. 1. 
The node apparatus 103 holding the initial node address 

manages a list of participating nodes indicating one or more 
node apparatuses currently participating in the peer-to-peer 
network 101. In the list of participating nodes, the IP 
addresses of all the participating node apparatuses and the 
remaining time left until separation (herein after simply 
referred to “the life time') of each node apparatus are 
described. The life time is state information indicating the 
time left until each node apparatus participating currently 
separates from the peer-to-peer network. FIG. 3 is a diagram 
showing an example of the list of participating nodes. The 
node apparatus 103 stores this list of participating nodes in the 
RAM 202 (an address storage unit, and a lifetime storage unit 
or a state information storage unit). 

There may be a case where it is not desirable that a node 
apparatus always participates in a peer-to-peer network, and 
therefore, the life time is set in advance for each of the node 
apparatuses 103 to 110. That is, the life time is time left until 
each of the node apparatuses 103 to 110 participating in the 
peer-to-peer network separates from the peer-to-peer net 
work. For example, in the case of the node apparatus 103 
provided with an energy-saving mode, the time left until the 
node apparatus 103 separates from the peer-to-peer network 
and transitions to the energy-saving mode may be set as the 
lifetime. In this case, the lifetime is time set in order to avoid 
wasteful energy consumption which would occur in the node 
apparatus 103 by the node apparatus 103 always participating 
in the peer-to-peer network. In the case of a peer-to-peer 
network in which contents are shared, time required until the 
node apparatus 103 finishes downloading contents may be set 
as the life time of the node apparatus 103. 
When the node apparatus 102 attempts to newly participate 

into the peer-to-peer network 101, it transmits a participation 
notification (participation data) to the initial node address 
(that is, to the node apparatus 103 holding the initial node 
address) (112 in FIG. 1). That is, the node apparatus 102 
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6 
participates into the peer-to-peer network 101 by communi 
cating with the node apparatus 103 with the use of the initial 
node address. 
When the node apparatus 103 holding the initial node 

address separates from the peer-to-peer network 101, it refers 
to the list of participating nodes and selects a node apparatus 
having the longest life time. For example, if the node appa 
ratus 104 is selected, the node apparatus 103 transmits a 
request to hold the initial node address (request data) to the 
node apparatus 104. When receiving an acceptance notifica 
tion in response thereto from the node apparatus 104 (111 in 
FIG. 1), the node apparatus 103 transfers the initial node 
address to the node apparatus 104. 

It is possible to regard the initial node address as having 
been transferred, by the node apparatus 103 disabling its 
initial node address holding setting and the node apparatus 
104 enabling its initial node address holding setting It is also 
possible to regard the initial node address as having been 
transferred, by the list of participating nodes being transmit 
ted and received between the node apparatuses 103 and 104. 
In the case of omitting the acceptance notification, it is also 
possible to regard the initial node address as having been 
transferred, by the request to hold the initial node address 
being transmitted and received between the node apparatuses 
103 and 104. 

Next, description will be made on processing related to 
holding of the initial node address, management of the list of 
participating nodes, and separation from the peer-to-peer net 
work in the node apparatuses 103 to 110, with reference to 
FIGS. 4 and 5. 

FIGS. 4 and 5 are flowcharts showing the procedure for 
processing related to holding of the initial node address, 
management of the list of participating nodes and separation 
from a peer-to-peer network, which is executed by the CPU of 
each node apparatus. In this embodiment, only the processing 
by the CPU 201 of the node apparatus 104 will be described. 
As for the other node apparatuses 103, and 105 to 110. 
description thereof will be omitted. 
The node apparatus 104 receives a request to hold the 

initial node address, from the node apparatus 103 having the 
initial node address (step S41). 
The node apparatus 104 which has received this holding 

request transmits an acceptance notification in response 
thereto to the node apparatus 103 and enables its initial node 
address holding setting (step S42). 

Then, the node apparatus 104 receives the list of partici 
pating nodes from the node apparatus 103 (step S43). 

Next, the node apparatus 104 determines whether or not the 
life time set for itself has elapsed and it has to separate from 
the peer-to-peer network 101 (step S44). As a result, if it is 
determined that the lifetime has elapsed and it has to separate, 
then the node apparatus 104 proceeds to step S50. If it is 
determined that the lifetime has not elapsed yet, then the node 
apparatus 104 proceeds to step S45 
At step S45, the node apparatus 104 waits to receive data 

transmitted from the other node apparatuses. When receiving 
data, the node apparatus 104 determines what the received 
data is (step S46). If the received data is a notification to 
participate into the peer-to-peer network 101, then the node 
apparatus 104 proceeds to step S47. If the received data is a 
notification to separate (separation data) from the peer-to 
peer network 101, then the node apparatus 104 proceeds to 
step S48. If the received data is a notification to update life 
time (update data), then the node apparatus 104 proceeds to 
step S49. While waiting to receive data transmitted from the 
other node apparatuses at step S45, the node apparatus 104 
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may perform image forming processing or the like which is 
not related to a processing using the peer-to-peer network 
101. 
At step S47, the node apparatus 104 adds the IP address of 

the node apparatus which has transmitted the participation 
notification to the list of participating nodes which the node 
apparatus 104 manages. In this case, the node apparatus 104 
also registers the life time included in the participation noti 
fication with the list of participating nodes. 

At step S48, the node apparatus 104 deletes the IP address 
of the node apparatus which has transmitted the separation 
notification and the life time corresponding thereto from the 
list of participating nodes which the node apparatus 104 man 
ageS. 
At step S49, the node apparatus 104 updates the lifetime of 

the node apparatus which has transmitted the update notifi 
cation with new life time included in the update notification, 
in the list of participating nodes which the node apparatus 104 
manages. 
At step S50, the node apparatus 104 first selects the longest 

life time among a plurality of the life times described in the 
list of participating nodes it manages in order to separate from 
the peer-to-peer network 101. Then, the node apparatus 104 
transmits a request to hold the initial node address to the IP 
address corresponding to the selected life time. 

If receiving a reply from the node apparatus which has 
received the holding request, the node apparatus 104 deter 
mines whether or not the reply is an acceptance notification or 
a refusal notification (step S51). If the reply is an acceptance 
notification, the node apparatus 104 proceeds to step S52. On 
the other hand, if the reply is a refusal notification, the node 
apparatus 104 returns to step S50, selects the next longest life 
time from among a plurality of the lifetimes described in the 
list of participating nodes, and transmits a request to hold the 
initial node address to the IP address corresponding to the 
selected life time. 
At step S52, the node apparatus 104 disables its initial node 

address holding setting. The node apparatus 104 also deletes 
its own IP address from the list of participating nodes which 
it manages, and transmits the list of participating nodes to the 
node apparatus which has transmitted the acceptance notifi 
cation in response to the holding request, as the request des 
tination (step S53). 

After that, the node apparatus 104 separates from the peer 
to-peer network 101 (step S54). 

Next, description will be made on participation and sepa 
ration of a node apparatus into and from a peer-to-peer net 
work, with reference to FIG. 6. 

FIG. 6 is a flowchart showing the procedure for processing 
to be executed by the CPU 201 of the node apparatus 102 
which newly participates into the peer-to-peer network 101. 
This is the processing related to participation into a peer-to 
peer network, provision/enjoyment of a service on the peer 
to-peer network, update of life time, and separation from the 
peer-to-peer network. 
The node apparatus 102 which newly participates into the 

peer-to-peer network 101 first connects to a node apparatus 
holding the initial node address (for example, the node appa 
ratus 103 in FIG. 1) and transmits a participation notification 
to the initial node address (step S61). In this case, the node 
apparatus 102 transmits a participation notification including 
the life time set for itself. Thus, the node apparatus 102 
participates into the peer-to-peer network 101. 

Then, the node apparatus 102 acquires node information 
about the other node apparatuses participating in the peer-to 
peer network 101 from the node apparatus 103, and performs 
communication with the other node apparatuses participating 
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8 
in the peer-to-peer network 101 (step S62). The node infor 
mation acquired here includes the IP addresses registered 
with the list of participating nodes. In the case where contents 
management information indicating the names, sizes, kinds 
and the like of the contents data held by the node apparatuses 
are also registered with the list of participating nodes in 
addition to the IP addresses, the contents management infor 
mation may be also acquired as the node information. 

Next, the node apparatus 102 determines whether or not the 
life time set for itself has elapsed and it has to separate from 
the peer-to-peer network 101 (step S63). As the result, if it is 
determined that the lifetime has elapsed and it has to separate, 
then the node apparatus 102 proceeds to step S67. When it is 
determined that the lifetime has not elapsed yet, then the node 
apparatus 102 proceeds to step S64. 
At step S64, the node apparatus 102 enjoys a service on the 

peer-to-peer network 101 (step S64). 
After that, the node apparatus 102 determines whether or 

not it is necessary to update the life time set for itself (step 
S65). As a result, if it is necessary to update the life time, the 
node apparatus 102 proceeds to step S66. Otherwise, the node 
apparatus 102 returns to step S63. Specifically, in the case of 
reducing the life time with the lapse of time or in the case of 
increasing the life time again, it is determined that it is nec 
essary to update the lifetime (YES in step S65), and the node 
apparatus 102 proceeds to step S66. 
At step S66, the node apparatus 102 connects to the node 

apparatus 103 holding the initial node address and transmits 
an update notification including new life time of the node 
apparatus 102, to the initial node address. Receiving this, the 
node apparatus 103 updates the lifetime of the node apparatus 
102 in the list of participating nodes it manages with the life 
time included in the update notification. After that, the node 
apparatus 102 returns to step S63. 
At step S67, the node apparatus 102 transmits a separation 

notification to the initial node address (to the node apparatus 
103 holding the initial node address) in order to separate from 
the peer-to-peer network 101. After that, the node apparatus 
102 separates from the peer-to-peer network 101 (step S68). 
There may be a case where, though a node apparatus (in 

this embodiment, the node apparatus 102 in FIG. 1) attempts 
to connect a node apparatus holding the initial node address 
(in this embodiment, the node apparatus 103 in FIG. 1) in 
order to participate into the peer-to-peer network 101, such 
connection fails. There may also be a case where, though a 
node apparatus (in this embodiment, the node apparatus 110 
in FIG. 1) attempts to connect to a node apparatus holding the 
initial node address (in this embodiment, the node apparatus 
103 in FIG. 1) in order to update its lifetimer such connection 
fails. The operation of the node apparatus 102 or the node 
apparatus 110 performed in such cases will be described with 
reference to FIGS. 7 and 8. As for the node apparatuses 
104-110, description thereof will be omitted. 

FIGS. 7 and 8 are flowcharts showing the procedure for 
processing to be executed by the CPU 201 of the node appa 
ratus 102 which cannot connect to a node apparatus holding 
an initial node address in order to execute step S61 or S66 in 
FIG. 6. 

Here, the node apparatus 102 again attempts connection by 
transmitting a participation notification addressed to the ini 
tial node address (step S71). In this case, the node apparatus 
102 determines whether or not connection has been success 
ful (step S72). As a result, if connection has been successful 
(YES in step S72), the node apparatus 102 proceeds to step 
S61 or step S66 in FIG. 6. If connection has not been suc 
cessful (NO in step S72), the node apparatus 102 proceeds to 
step S73. 
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At step S73, the node apparatuses 102 increments connec 
tion retry number by 1. Here, the connection retry number i is 
the number of times that the node apparatus 103 attempts to 
transmit the participation notification addressed to the initial 
node address. Then, it is determined whether or not the con 
nection retry number i is equal to or below a predetermined 
maximum retry number (step S74). As a result, if the connec 
tion retry number i is equal to or below the maximum retry 
number (a predetermined number of times), the node appa 
ratus 102 returns to step S71. If the connection retry number 
i exceeds the predetermined maximum retry number, the node 
apparatus 102 proceeds to step S75. Thus, the attempt to 
connect to the node apparatus 103 based on the initial node 
address can be performed only the number of times corre 
sponding to the predetermined maximum retry number. 
Though the node apparatus 102 attempted connection to 

the node apparatus 103 based on the initial node address the 
number of times corresponding to the predetermined maxi 
mum retry number, it could not connect, then, at step S75, the 
node apparatus 102 enables its initial node address holding 
setting and becomes a node apparatus holding the initial node 
address. That is, in the case where the node apparatus 103 
holding the initial node address cannot communicate for 
Some reason or in the case where a node apparatus holding the 
initial node address does not exist, the node apparatus 102 
becomes the node apparatus holding the initial node address. 
Then, the node apparatus 102 newly creates a list of partici 
pating nodes (step S76). 

Since the contents of steps S77 to S87 described below are 
basically the same as those of steps S44 to S54 shown in 
FIGS. 4 and 5, description thereof will be omitted. However, 
at step S82, the node apparatus 102 which has received an 
update notification updates the lifetime of the node apparatus 
which has transmitted the update notification with the life 
time included in the update notification, in the list of partici 
pating nodes it manages, similarly to step S49. On the other 
hand, if the node apparatus which has transmitted the update 
notification is not described in the list of participating nodes, 
the IP address of the node apparatus and the lifetime included 
in the update notification are added to the list of participating 
nodes. 
As described above, in this embodiment, an initial node 

address is set for a node apparatus which is to be accessed at 
the time of participating into a peer-to-peer network, and the 
node apparatus for which the initial node address is set nec 
essarily participates in the peer-to-peer network. That is, 
when the node apparatus for which the initial node address is 
set separates from the peer-to-peer network, it transfers the 
initial node address to another node apparatus on the peer-to 
peer network. Thereby, the necessity of providing a server for 
the peer-to-peer network is eliminated, and it is possible to 
participate into the peer-to-peer network at any time only by 
accessing a node apparatus for which the initial node address 
is set. 

Though, in this embodiment, each of the node apparatuses 
102 to 110 is a printer having a communication function, the 
node apparatuses 102 to 110 may be any other apparatus if a 
communication function is provided. 
Other Embodiments 

It is to be understood that the object of the present invention 
may also be accomplished by Supplying a system or an appa 
ratus with a storage medium in which a program code of 
software which realizes the functions of the above described 
embodiment is stored, and causing a computer (or CPU or 
MPU) of the system or apparatus to read out and execute the 
program code stored in the storage medium. 
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In this case, the program code itself read from the storage 

medium realizes the functions of the embodiment described 
above, and hence the program code and the storage medium in 
which the program code is stored constitute the present inven 
tion. 

Examples of the storage medium for Supplying the pro 
gram code include a floppy (registered trademark) disk, a 
hard disk, a magnetic-optical disk, a CD-ROM, a CD-R, a 
CD-RW, a DVD-ROM, a DVD-RAM, a DVD-RW, a DVD+ 
RW, a magnetic tape, a nonvolatile memory card, and a ROM. 
Alternatively, the program code may be downloaded via a 
network. 

Further, it is to be understood that the functions of the 
above described embodiment may be accomplished not only 
by executing a program code read out by a computer, but also 
by causing an OS (operating system) or the like which oper 
ates on the computer to perform a part or all of the actual 
operations based on instructions of the program code. 

Further, it is to be understood that the functions of the 
above described embodiment may be accomplished by writ 
ing a program code read out from the storage medium into a 
memory provided on an expansion board inserted into a com 
puter or in an expansion unit connected to the computer and 
then causing a CPU or the like provided in the expansion 
board or the expansion unit to perform a part or all of the 
actual operations based on instructions of the program code. 

While the present invention has been described with refer 
ence to exemplary embodiments, it is to be understood that 
the invention is not limited to the disclosed exemplary 
embodiments. The scope of the following claims is to be 
accorded the broadest interpretation so as to encompass all 
such modifications, equivalent structures and functions. 

This application claims the benefit of Japanese Patent 
Application No. 2007-102926 filed Apr. 10, 2007, which is 
hereby incorporated by reference herein in its entirety. 

What is claimed is: 
1. A first communication apparatus participating in a pre 

determined network comprising: 
an address holding unit adapted to hold a predetermined 

address to be used by a second communication appara 
tus not participating in the predetermined network in 
order to communicate with a third communication appa 
ratus participating in the predetermined network when 
the second communication apparatus does participate in 
the predetermined network, as the address of the first 
communication apparatus; 

a receiving unit adapted to receive data addressed to the 
predetermined address; and 

a request unit adapted to request the third communication 
apparatus to hold the predetermined address as the 
address of the third communication apparatus in the case 
where the first communication apparatus separates from 
the predetermined network, 

wherein the request unit performs the request before the 
first communication apparatus actually separates from 
the predetermined network, 

wherein said units are implemented by physical compo 
nents of said first communication apparatus, 

wherein the first communication apparatus further com 
prises a remaining time storage unit adapted to store a 
remaining time left until each of communication appa 
ratuses participating in the predetermined network, 
which has transmitted participation data addressed to the 
predetermined address to participate into the predeter 
mined network, separates from the predetermined net 
work, and 
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wherein the third communication apparatus is an apparatus 
corresponding to the longest remaining time among the 
remaining times stored in said remaining time storage 
unit. 

2. The first communication apparatus according to claim 1, 
wherein the second communication apparatus comprises a 
participation data transmitting unit adapted to transmit the 
participation data addressed to the predetermined address to 
participate into the predetermined network, and the first com 
munication apparatus further comprising an address storage 
unit adapted to store the address of the third communication 
apparatus and an adding unit adapted to add, on the basis of 
the participation data which has been received by said receiv 
ing unit, the address of the second communication apparatus 
to said address storage unit so that the second communication 
apparatus participates into the predetermined network. 

3. The first communication apparatus according to claim 2, 
wherein the third communication apparatus comprises a 
separation data transmitting unit adapted to transmit a sepa 
ration data addressed to the predetermined address to separate 
from the predetermined network, and 

the first communication apparatus further comprises a 
deletion unit adapted to delete, on the basis of the sepa 
ration data which has been received by said receiving 
unit, the address of the third communication apparatus 
from said address storage unit. 

4. The first communication apparatus according to claim 2, 
wherein the third communication apparatus comprises an 
update data transmitting unit adapted to transmit an update 
data addressed to the predetermined address to update the 
remaining time left until the third communication apparatus 
separates from the predetermined network, and 

the first communication apparatus further comprises an 
update unit adapted to update, on the basis of update data 
which has been received by said receiving unit, the 
remaining time stored in said remaining time storage 
unit. 

5. A network system constituting a predetermined network 
comprising: 

an address holding unit provided for a first communication 
apparatus participating in a predetermined network and 
adapted to hold a predetermined address to be used by a 
second communication apparatus not participating in 
the predetermined network in order to communicate 
with a third communication apparatus participating in 
the predetermined network when the second communi 
cation apparatus does participate in the predetermined 
network, as the address of the first communication appa 
ratus; 

a communication unit provided for the second communi 
cation apparatus and adapted to communicate with the 
first communication apparatus with the use of the pre 
determined address when the second communication 
apparatus participates into the predetermined network; 
and 

a request unit provided for the first communication appa 
ratus and adapted to request the third communication 
apparatus to hold the predetermined address as the 
address of the third communication apparatus in the case 
where the first communication apparatus separates from 
the predetermined network, 

wherein the request unit performs the request before the 
first communication apparatus actually separates from 
the predetermined network, and 

wherein said units are implemented by physical compo 
nents of their respective communication apparatus, 
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12 
wherein the first communication apparatus further com 

prises a remaining time storage unit adapted to store a 
remaining time left until each of communication appa 
ratuses participating in the predetermined network, 
which has transmitted participation data addressed to the 
predetermined address to participate into the predeter 
mined network, separates from the predetermined net 
work, and 

wherein the third communication apparatus is an apparatus 
corresponding to the longest remaining time among the 
remaining times stored in said remaining time storage 
unit. 

6. The network system according to claim 5, further com 
prising: 

an address storage unit provided for the first communica 
tion apparatus and adapted to store the addresses of 
communication apparatuses participating in the prede 
termined network; and 

a state information storage unit provided for the first com 
munication apparatus and adapted to store state infor 
mation indicating the states of the communication appa 
ratuses corresponding to the addresses stored by said 
address storage unit; wherein 

the third communication apparatus is selected by said 
request unit on the basis of the state information stored 
by said state information storage unit in the case where 
the first communication apparatus separates from the 
predetermined network. 

7. The network system according to claim 5, further com 
prising a participation data transmitting unit provided for the 
second communication apparatus and adapted to transmit the 
participation data addressed to the predetermined address to 
participate into the predetermined network; 

a second address holding unit provided for the second 
communication apparatus and adapted to hold the pre 
determined address as the address of the second com 
munication apparatus in the case where it is impossible 
to communicate with the first communication apparatus 
even though transmission of the participation data is 
attempted with the use of the predetermined address a 
predetermined number of times. 

8. The network system according to claim 5, wherein the 
predetermined address is the second address set in addition to 
the IP address given to a communication apparatus in the IPv6 
address space. 

9. The network system according to claim 5, wherein the 
predetermined address is configured by a prefix acquired 
from a router and a predetermined value. 

10. The network system according to claim 5, wherein the 
predetermined address is a global address in the IPv6 address 
Space. 

11. The network system according to claim 5, wherein the 
predetermined network is a peer-to-peer network. 

12. A control method applied to a first communication 
apparatus participating in a predetermined network, the con 
trol method comprising: 

an address holding step of holding a predetermined address 
to be used by a second communication apparatus not 
participating in the predetermined network in order to 
communicate with a third communication apparatus 
participating in the predetermined network when the 
second communication apparatus does participate in the 
predetermined network, as the address of the first com 
munication apparatus; 

a receiving step of receiving data addressed to the prede 
termined address; and 
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a request step of requesting the third communication appa 
ratus to hold the predetermined address as the address of 
the third communication apparatus in the case where the 
first communication apparatus separates from the pre 
determined network, 

wherein the request step performs the request before the 
first communication apparatus actually separates from 
the predetermined network, 

wherein the control method further comprises a remaining 
time storage step of storing a remaining time left until 
each of communication apparatuses participating in the 
predetermined network, which has transmitted partici 
pation data addressed to the predetermined address to 
participate into the predetermined network, separates 
from the predetermined network, and 

wherein the third communication apparatus is an apparatus 
corresponding to the longest remaining time among the 
remaining times stored in said remaining time storage 
step. 

13. A communication method applied to a network system 
constituting a predetermined network, comprising: 

an address holding step of a first communication apparatus, 
which participates in a predetermined network, holding 
a predetermined address to be used by a second commu 
nication apparatus not participating in the predeter 
mined network in order to communicate with a third 
communication apparatus participating in the predeter 
mined network when the second communication appa 
ratus does participate in the predetermined network, as 
the address of the first communication apparatus; 

a communication step of the second communication appa 
ratus communicating with the first communication 
apparatus with the use of the predetermined address 
when the second communication apparatus participates 
into the predetermined network; and 

a request step of the first communication apparatus 
requesting the third communication apparatus to hold 
the predetermined address as the address of the third 
communication apparatus in the case where the first 
communication apparatus separates from the predeter 
mined network, 

wherein the request step performs the request before the 
first communication apparatus actually separates from 
the predetermined network, 

wherein the communication method further comprises a 
remaining time storage step of storing a remaining time 
left until each of communication apparatuses participat 
ing in the predetermined network, which has transmitted 
participation data addressed to the predetermined 
address to participate into the predetermined network, 
separates from the predetermined network, and 

wherein the third communication apparatus is an apparatus 
corresponding to the longest remaining time among the 
remaining times stored in said remaining time storage 
step. 

14. A non-transitory computer-readable storage medium 
storing a program for causing a computer to implement a 
control method applied to a first communication apparatus 
participating in a predetermined network, wherein the control 
method comprising: 

an address holding step of holding a predetermined address 
to be used by a second communication apparatus not 
participating in the predetermined network in order to 
communicate with a third communication apparatus 
participating in the predetermined network when the 
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second communication apparatus does participate in the 
predetermined network, as the address of the first com 
munication apparatus; 

a receiving step of receiving data addressed to the prede 
termined address; and 

a request step of requesting the third communication appa 
ratus to hold the predetermined address as the address of 
the third communication apparatus in the case where the 
first communication apparatus separates from the pre 
determined network, 

wherein the request step performs the request before the 
first communication apparatus actually separates from 
the predetermined network, 

wherein the control method further comprises a remaining 
time storage step of storing a remaining time left until 
each of communication apparatuses participating in the 
predetermined network, which has transmitted partici 
pation data addressed to the predetermined address to 
participate into the predetermined network, separates 
from the predetermined network, and 

wherein the third communication apparatus is an apparatus 
corresponding to the longest remaining time among the 
remaining times stored in said remaining time storage 
step. 

15. A non-transitory computer-readable storage medium 
storing a program for causing a computer to implement a 
communication method applied to a network system consti 
tuting a predetermined network, wherein the communication 
method comprising: 

an address holding step of a first communication apparatus, 
which participates in a predetermined network, holding 
a predetermined address to be used by a second commu 
nication apparatus not participating in the predeter 
mined network in order to communicate with a third 
communication apparatus participating in the predeter 
mined network when the second communication appa 
ratus does participate in the predetermined network, as 
the address of the first communication apparatus; 

a communication step of the second communication appa 
ratus, communicating with the first communication 
apparatus with the use of the predetermined address 
when the second communication apparatus participates 
into the predetermined network; and 

a request step of the first communication apparatus 
requesting the third communication apparatus to hold 
the predetermined address as the address of the third 
communication apparatus in the case where the first 
communication apparatus separates from the predeter 
mined network, 

wherein the request step performs the request before the 
first communication apparatus actually separates from 
the predetermined network, 

wherein the communication method further comprises a 
remaining time storage step of storing a remaining time 
left until each of communication apparatuses participat 
ing in the predetermined network, which has transmitted 
participation data addressed to the predetermined 
address to participate into the predetermined network, 
separates from the predetermined network, and 

wherein the third communication apparatus is an apparatus 
corresponding to the longest remaining time among the 
remaining times stored in said remaining time storage 
step. 


