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(57) Abstract: A hand-held electronic device is disclosed. The device may comprise a case having one or more major surfaces;
&= a touch screen disposed on one of the major surfaces; a processor operably coupled to the touch screen; and one or more tactile
& pixels disposed proximate the touch screen. Each of the tactile pixels includes an actuatable portion coupled to an actuator and a
sensor. The actuator and sensor are coupled to the processor. The actuator is configured to actuate in response to instructions from
the processor and the sensor is configured to generate signals as inputs to one or more programs executed by the processor when
pressure is applied to the actuatable portion. The actuatable portion is actuatable by the actuator between first and second positions.
A tactile feel of the actuatable portion is different in the first and second positions.
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HAND-HELD DEVICE WITH TOUCHSCREEN AND DIGITAL
TACTILE PIXELS

PRIORITY CLAIM

This application claims the benefit of priority of commonly assigned U.S. Patent Application
12/017,298, filed January 21, 2008, the entire disclosures of which are incorporated herein by
reference.

FIELD OF THE INVENTION
Embodiments of the present invention are related to handheld devices and more particularly

to hand-held devices that utilize touchscreens.

BACKGROUND OF THE INVENTION
Touchscreens are displays which also have the ability to detect the location of touches within
the display area. This allows the display to be used as an input device, removing the keyboard
and/or the mouse as the primary input device for interacting with the display's content. Such
displays can be attached to computers or, as terminals, to networks. Touchscreens also have
assisted in recent changes in the design of personal digital assistant (PDA), satellite

navigation and mobile phone devices, making these devices more usable.

Touchscreens have become commonplace since the invention of the electronic touch
interface in 1971 by Dr. Samuel C. Hurst. They have become familiar in retail settings, on
point of sale systems, on automatic teller machines (ATMs) and on PDAs where a stylus is
sometimes used to manipulate a graphical user interface (GUI) and to enter data. The
popularity of smart phones, PDAs, portable game consoles and many types of information

appliances is driving the demand for, and the acceptance of, touchscreens.

Existing touch screens are configured to receive a mechanical input and provide a visible
output. However, existing touch screens are not configured to provide both a visible and a

mechanical output.
It is within this context that embodiments of the present invention arise.

BRIEF DESCRIPTION OF THE DRAWINGS
The teachings of the present invention can be readily understood by considering the

following detailed description in conjunction with the accompanying drawings, in which:
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FIG. 1A is a block diagram of a hand-held device according to an embodiment of the present

invention.

FIG. 1B is a three-dimensional diagram of a hand-held device according to an embodiment of

the present invention.

FIG. 1C is a three-dimensional diagram of a hand-held device according to another

alternative embodiment of the present invention.

FIG. 1D is a three-dimensional diagram of a hand-held device according to another

alternative embodiment of the present invention.

FIG. 1E is a side elevation diagram of a hand-held device according to another alternative

embodiment of the present invention.

FIG. 2 is a flow diagram of illustrating operation of a hand-held device of the type shown in
FIGs. 1A-1E.

FIG. 3 is a three-dimensional diagram illustrating use of a portion of the tactile array as a

command button in a hand-held device according to an embodiment of the present invention.

FIG. 4 is a three-dimensional diagram illustrating use of a portion of a tactile array as a scroll

wheel in a hand-held device according to an embodiment of the present invention.

FIG. 5 is a three dimensional diagram illustrating use of a portion of a tactile array to indicate
an end of a scrolling in a hand-held device according to an embodiment of the present

invention.

FIGs. 6A-6B are three dimensional diagrams illustrating use of a portion of a tactile array as

a level indicator in a hand-held device according to an embodiment of the present invention.

FIG. 7 is a three-dimensional diagram of an electronic device according to an alternative

embodiment of the invention.

DESCRIPTION OF THE SPECIFIC EMBODIMENTS
Although the following detailed description contains many specific details for the purposes of
illustration, anyone of ordinary skill in the art will appreciate that many variations and

alterations to the following details are within the scope of the invention. Accordingly, the
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exemplary embodiments of the invention described below are set forth without any loss of

generality to, and without imposing limitations upon, the claimed invention.

According to an embodiment of the invention, a shown in FIG. 1A, a handheld electronic
device 100 includes a case 101 with a touch screen 102 formed on a major surface of the case
101. The case may be of sufficiently small size that it can be held in a user’s hand. An array
of one or more digital tactile pixels 104 may be located proximate an edge of the touch screen
102. The device may include a controller 103, the components of which may be located
within the case 101. The controller 103 includes a processor 106 operably coupled to the
touch screen 102. In some embodiments, the device 100 may include multiple processors 106
if parallel processing is to be implemented. The device 100 may be configured for use as a
game device, a phone, a portable media player, an email device, web browser device and the

like.

The touch screen 102 may be based on any suitable touch screen technology, such as
resistive, surface-acoustic wave (SAW) capacitive, infrared, strain gauge, optical imaging,
dispersive signal technology, acoustic pulse recognition, frustrated total internal reflection or
graphics tablet based on magneto-strictive technology to locate the tip of a stylus. By way of
example a resistive touch screen panel may be composed of several layers including two thin
metallic electrically conductive and resistive layers separated by thin space. When some
object touches this kind of touch panel, the layers are connected at certain point. The panel
then electrically acts similar to two voltage dividers with connected outputs. This causes a
change in the electrical current which is registered as a touch event which may be sent to the

processor 106 for processing.

Surface Acoustic Wave technology uses ultrasonic waves that pass over the touch screen
panel. When the panel is touched, a portion of the wave is absorbed. This change in the
ultrasonic waves registers the position of the touch event and sends this information to the

controller for processing.

A capacitive touch screen panel may be coated with a material, e.g., indium tin oxide that
conducts a continuous electrical current across the sensor. The sensor therefore exhibits a
precisely controlled field of stored electrons in both the horizontal and vertical axes. When
the capacitive touch screen’s 'normal’ capacitance field (its reference state) is altered by an

externally applied electric field, e.g., from a user's finger, electronic circuits located at each
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corner of the panel measure a resultant 'distortion' in the characteristics of the reference field

and send the information about the event to the processor 106 for mathematical processing.

An infrared touch screen panel may employ one of two different methodologies. One method
uses thermal induced changes of the surface resistance. Another method is an array of
vertical and horizontal IR sensors that detected interruption of a modulated light beam near

the surface of the screen.

In a strain gauge configuration the screen is spring mounted on the four corners and strain
gauges are used to determine deflection when the screen is touched. This technology may

also measure movement of the screen 102 along the Z-axis.

In touch screen technology based on optical imaging, two or more image sensors may be
placed around the edges (mostly the corners) of the screen. Infrared backlights may be placed
in a camera's field of view on the other sides of the screen. A touch shows up as a shadow

and each pair of cameras can then be triangulated to locate the touch.

Dispersive signal technology may use sensors to detect mechanical energy in the glass that
occurs due to a touch. Complex algorithms then interpret this information and provide the

actual location of the touch.

Touch screens based on acoustic pulse recognition may use more than two piezoelectric
transducers located at some positions of the screen to turn the mechanical energy of a touch
(vibration) into an electronic signal. This signal may then be converted into an audio file, and

then compared to preexisting audio profile for every position on the screen.

Touch screens based on frustrated total internal reflection use the principle of total internal
reflection to fill a refractive medium with light. When a finger or other soft object is pressed
against the surface, the internal reflection light path is interrupted, making the light reflect

outside of the medium and thus visible to a camera behind the medium.

Referring again to FIG. 1A, each of the tactile pixels 104 includes an actuatable portion 105

coupled to an actuator 107 and a sensor 109. The actuator 107 and sensor 109 are coupled to
the processor 106. The actuator 107 is configured to actuate in response to instructions from
the processor 106 and the sensor 109 is configured to generate signals as inputs to one or

more programs executed by the processor 106 when pressure is applied to the actuatable
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portion 105. The actuator 107 may be any suitable electromechanical actuator. Examples of
suitable actuators include piezoelectric actuators, MEMS actuators and magnetic coil
actuators. The sensor 109 may be any suitable sensor, e.g., capacitive gauge sensor,
piezoelectric sensor, resistive sensor, strain gauge and the like. In some cases, such as the
particular case of piezoelectric devices, the same device may be used as both the actuator 107

and the sensor 109.

The actuatable portion 105 is actuatable by the actuator 107 between first and second
positions. A tactile feel of the actuatable portion 105 is different in the first and second
positions. For example, as shown in the inset to FIG. 1A, the actuatable portion 105 may be
flush with or recessed below a surface of the case 101 in the first position and raised up above
the surface in the second position. By way of example, the actuatable portion 105 may
change from flush to protruding or vice versa or from flush to recessed or vice versa.
Preferably, the actuatable portion is sufficiently wide and protrudes by a sufficient amount
that it can be sensed by a users fingers. It may also be desirable for adjacent tactile pixels to
be spaced sufficiently far apart that they may be distinguished. By way of example a
protrusion of about 0.5 millimeters and an inter-dot spacing of about 2.5 millimeters is

sufficient for sensing and distinguishing the raised dots that make up Braille cells.

There are a number of different possible configurations for the digital tactile pixels 104. By
way of example, and without loss of generality, the one or more digital tactile pixels may be
located along perimeter of touch screen 102 on the same face of the device as the touch
screen 102 as shown in FIG. 1B. In this example, a user may hold the device 100 in the right
hand and work the touch screen 102 with the index finger of the left hand. The tactile pixels
104 may be sensed by the fingers of the left hand. In an alternative embodiment, shown in
FIG. 1C, the tactile pixels 104 may be located along a side edge 122 of the device 100. In
another alternative embodiment, the one or more digital tactile pixels 104 may be located on

a beveled edge 124 of the handheld device as shown in FIG. 1D.

Furthermore, it is noted that in certain embodiments of the invention the device 100 may
include two touch screens located on opposite faces of the case 101 and tactile pixels 104
located on one or more major surfaces as well as a side edge and one or more bevels. For
example, as shown in FIG. 1E, the hand-held device 100 may have a first touch screen 102A
disposed on a first major surface 125A and a second touch screen 102B disposed on a second

major surface 125B. Tactile pixels 104 may be disposed on the first major surface 125A
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proximate an edge of the first touch screen 102A or on the second major surface 125B
proximate an edge of the second touch screen 102B. In addition, tactile pixels 104 may be
disposed on a side edge 122 between the first and second major surfaces. Furthermore tactile
pixels 104 may be disposed on a first beveled edge 124A between the first major surface
125A and the side edge 122 and/or on a second beveled edge 124B between the side edge
122 and the second major surface 125B.

The hand-held device 100 may further include a memory 108 (e.g., RAM, DRAM, ROM, and
the like). The memory 108 may store program instructions 110 for execution on the
processor 106. The program instructions 110 may be configured to respond to inputs from
one or more input sources on the device (e.g., the touch screen 102 or tactile pixels 104) or
remote input sources that are coupled to the device. The program instructions 110 may
include touch-screen driver instructions 112 configured to respond to inputs from and
generate images displayed on the touch screen 102. The instructions 110 may further include
another tactile pixel driver instruction 114. These later instructions may be configured to
selectively actuate one or more of the tactile pixels 104 and/or receive input from one or more
of the tactile pixels 104 when execution of the program instructions reaches a predetermined
state. The tactile pixels 104 are located in proximity to the touch screen 102 in such a way
that the tactile feel of the device may dynamically change in response to program commands

or the state of what is occurring on the touch screen 102.

The hand-held device 100 may also include well-known support functions, such as
input/output (I/O) elements 111, power supplies (P/S) 113, a clock (CLK) 115 and cache 117.
The device 100 may optionally include a mass storage device 119 such as a disk drive, CD-
ROM drive, flash drive, or the like to store programs and/or data. The touch screen 102,
tactile pixels 104, processor 106, memory 108 and other components of the device 100 may
exchange signals (e.g., code instructions and data) with each other via a system bus 120 as
shown in FIG. 1A. In some embodiments, the device 100 may include a network interface
116, configured to allow the device to exchange signals with other devices over a network.
Furthermore, the hand-held device 100 may include one or more sensors 118. Such sensors
may include, e.g., an inertial sensor such as an accelerometer or tilt sensor, an optical sensor,
an acoustic sensor such as a microphone or microphone array. The sensors may generate
inputs to the program instructions 110 that reflect the environment in which the hand-held

device operates.
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In embodiments of the invention the tactile pixel driver instructions 114 may be configured to
control whether a given tactile pixel is in the first position or the second position, e.g.,
whether pixel is up or down, based on state of the touch screen 102. The state of the tactile
pixels may thereby be made to respond to what is being represented by images displayed on
the touch screen (e.g., game events, in the case of a hand-held game device). By way of
example, an array of tactile pixels 104 that surrounds the touch screen 102 could produce the
tactile equivalent of a digital chaser light display effect in response to game events, by

selectively changing particular tactile pixels from the “up” to down in sequence.

In addition, according to certain embodiments of the invention, the tactile pixel driver
instructions 114 may dynamically configure which functions will be performed when
particular tactile pixels or groups of tactile pixels are pressed. By way of example, FIG. 2
illustrates a method 200 for operating a hand-held device of the types shown in FIG. 1A
through FIG. 1D. As indicated at 202 user input may be tracked with the touch screen 102.
The touch screen may track entries made by a user’s finger or a stylus in close proximity to or
pressing against the touch screen. At 204 a state of the touch screen is determined. The state
of the touch screen is generally a reflection of images that are displayed on the touch screen
and inputs received with the touch screen. As an example, the device 100 may be configured
as a video game device. In such a case, the state of the touch screen 102 may reflect a state
of the game or events occurring within the context of a game. The state may be determined
by comparing the image displayed on the touch screen and inputs received from the touch

screen to a corresponding list of know images and inputs corresponding to known states.

In other embodiments the change of state may be triggered by a change of state of some other
device that is in communication with the hand-held device. For example, if the device 100 is
configured to operate as a mobile phone, e.g., a cell phone, the tactile pixels 104 may change

state when a call to or from another remote device begins or ends.

By way of example, as indicated at 206, the inputs may optionally be compared to known
inputs made with the touch screen that correspond to predetermined gestures. For example,
drawing an “X” with the finger on the touch screen may correspond to some particular
command within the context of execution of the program instructions 110. Gesture
recognition may be implemented in any of a number of ways. Examples of gesture

recognition are described, e.g., in commonly assigned US Provisional Patent Application
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61/020,669 to Thomas Miller I'V, entitled GESTURE CATALOGING AND
RECOGNITION, filed January 11, 2008, which is incorporated herein by reference.

As indicated at 208 a state of one or more of the tactile pixels 104 may be changed in
response to detection of a predetermined state of the display. By way of example, certain
selected tactile pixels may be set in the “up” state and others may be set in the “down” state if
a particular predetermined state is detected. In certain embodiments, selected tactile pixels
may be activated to act as input buttons for execution of portions of the program instructions
110.

By way of example, as depicted in FIG. 3, when the state of the touch screen 102 is such that
a command region 126 is displayed one or more particular tactile pixels 104 proximate the
command region 126 may be activated. In the activated state, the particular tactile pixels 104
proximate the command region 126 may be in an “up” position, where they can easily felt by
a user and where they can act as buttons. The particular tactile pixel may be mapped to an
input for a particular command corresponding to the command displayed in the command
region. When this state is detected, the state of the tactile pixels 104 may change by
selectively actuating one or more particular tactile pixels 104 proximate the command region
126 shown on the touch screen such that the one or more particular tactile pixels 104 can be
felt by a user and configuring the particular pixels to act as a button to execute the command
with the hand-held device 100. In some embodiments the tactile pixel driver instructions 114
may be configured to vibrate one or more particular tactile pixels to draw the user’s attention
to them. Vibration of the tactile pixels could be used guide the fingers toward command
region 126. The tactile pixels could be configured to vibrate in response to images displayed
on or inputs received from the touch screen 102. For example, certain tactile pixels may
vibrate with greater amplitude when scrolling is close to an end point. Alternatively, the
frequency of tactile pixel vibration may be tied to a state of a gesture made with the finger on

the touch pad 102.

For some touch screens it is sometimes hard to tell where the edge of screen is located. In
certain embodiments of the invention, the tactile pixels 104 may be used as a guide to the
location of the edge of the screen. For example, as shown in FIG. 4, changing the state of the
tactile pixels 104 may include selectively actuating one or more particular pixels 104 such
that they can be felt by a user and configuring the particular pixels 104 to act as a scroll

wheel for the hand-held device 100. The predetermined state may be one in which a scroll
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bar 128 is displayed on the touch screen 102. Selected tactile pixels 104 proximate the scroll
bar 128 may be in a raised state for use as scroll wheel. The user may operate the selected
tactile pixels 104, e.g., by stroking them in sequence with the thumb or index finger. The
tactile pixel driver 114 may be configured to associate pressing the selected tactile pixels 104
in a particular sequence as scrolling instruction. A particular image displayed with the touch
screen may be scrolled as a result.

In yet another example, as shown in FIG. 5, changing the state of the tactile pixels 104 may
include using selected tactile pixels 104 to mark and endpoint for scrolling. Particular tactile
pixels 104 at the corner of the touch screen 102 may be actuated to the “up” state when the
endpoint of scrolling is reached. The raised tactile pixels 104 may provide a tactile cue to the

user that the end of scrolling has been reached.

In some embodiments, the change of state of the tactile pixels 104 may be triggered by a
change of state of one or more of the sensors 118. By way of example, the configuration of
the tactile pixels 104 may respond to a tilt sensor. For instance, as shown in FIGs. 6A-6B,
the device 100 may include a tilt sensor 121 mounted within the case 101. The tilt sensor 121
may be coupled to the processor 106. The tilt sensor 121 may produce a signal input that
depends on the relative orientation of the case 101 and this signal may be used to change the
state of the tactile pixels 104. For example, as shown in FIG. 6A, when the tilt sensor 121
senses that the case is held level, a particular subset of the tactile pixels 104 may be raised.
In this case, two tactile pixels 104A, 104B closest to an axis of rotation Y may be raised.
When the case 101 is tilted the tilt sensor 121 may produce a signal proportional to the
magnitude of the tilt and sensitive to the direction of tilt. The tactile pixel driver 114 may be
configured to cause the tactile pixels 104A, 104B closest to the axis Y to be lowered and one
or more tactile pixels 104C, 104D further away from the axis to be raised, as shown in FIG.
6B. The effect of a bubble level may be simulated by selectively raising and lowering tactile

pixels in response to signals from the tilt sensor 121 as shown in FIGs. 6A-6B.

In some embodiments of the present invention an array of electro-mechanical tactile pixels of
the type described above may be used as the equivalent to touch screen. For example, as
shown in FIG. 7, a device 700 may include a case 701 and a touch screen 702 formed from an
array of tactile pixels 704 may be disposed on a major surface of the case 701. The tactile
pixels 704 may be implemented as described above with respect to tactile pixels 104, e.g.,

with piezoelectric actuator/sensors. A processor 706 may be operably coupled to the touch
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screen. The device 700 may be configured to operate as a game device, a phone, a portable

media player, an email device, web browser device and the like.

Each of the tactile pixels 704 in the array includes an actuatable portion 705 coupled to an
actuator 707 and a sensor 709. The actuator and sensor are coupled to the processor 706.

The actuator 707 is configured to actuate in response to instructions from the processor 706.
The sensor 709 is configured to generate signals when pressure is applied to the actuatable
portion 705. The signals may act as inputs to as inputs to one or more programs 710 stored in
a memory 708 and executed by the processor 706. The programs 710 may include a specially
configured tactile pixel array driver 714. The actuatable portion 705 is actuatable by the
actuator 707 between first and second positions in response to execution of one or more
instructions by the processor 706. A tactile feel of the actuatable portion 705 is different in

the first and second positions.

The device 700 may also include well-known support functions, such as input/output (I/0)
elements 711, power supplies (P/S) 713, a clock (CLK) 715 and cache 717. The device 700
may optionally include a mass storage device 719 such as a disk drive, CD-ROM drive, flash
drive, or the like to store programs and/or data. The tactile pixels 704, processor 706,
memory 708 and other components of the device 700 may exchange signals (e.g., code
instructions and data) with each other via a system bus 720 as shown in FIG. 7. In some
embodiments, the device 700 may include a network interface 716, configured to allow the
device to exchange signals with other devices over a network. Furthermore, the hand-held
device 700 may include one or more sensors 718. Such sensors may include, e.g., an inertial
sensor such as an accelerometer or tilt sensor, an optical sensor, an acoustic sensor such as a
microphone or microphone array. The sensors may generate inputs to the program

instructions 710 that reflect the environment in which the hand-held device operates.

All of the features described above with respect to the hand-held device 100 may also be
applied to the device 700.

While the above is a complete description of the preferred embodiment of the present
invention, it is possible to use various alternatives, modifications and equivalents. Therefore,
the scope of the present invention should be determined not with reference to the above
description but should, instead, be determined with reference to the appended claims, along

with their full scope of equivalents. Any feature described herein, whether preferred or not,

10
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may be combined with any other feature described herein, whether preferred or not. In the

claims that follow, the indefinite article “A”, or “An” refers to a quantity of one or more of

the item following the article, except where expressly stated otherwise. The appended claims
are not to be interpreted as including means-plus-function limitations, unless such a limitation

is explicitly recited in a given claim using the phrase “means for.”

11
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WHAT IS CLAIMED I8S:

L.

A hand-held electronic device, comprising:

a case having one or more major surfaces;

a touch screen disposed on at least one of the major surfaces;

a processor operably coupled to the touch screen; and

one or more tactile pixels disposed proximate the touch screen, wherein each of the one or
more tactile pixels includes an actuatable portion coupled to an actuator and a sensor,
wherein the actuator is coupled to the processor, wherein the actuator is configured to
actuate in response to instructions from the processor and wherein the sensor is
configured to generate signals as inputs to one or more programs executed by the
processor when pressure is applied to the actuatable portion, wherein the actuatable
portion is actuatable by the actuator between first and second positions in response to
execution of one or more instructions by the processor, wherein a tactile feel of the
actuatable portion in the first position is different from the tactile feel of the actuatable

portion in the second position.

The device of claim 1 wherein the one or more tactile pixels are located on the same

major surface of the case as the touch screen.

The device of claim 1 wherein the one or more tactile pixels are located on a side edge of

the case proximate the major surface on which the touch screen is disposed.

The device of claim 1 wherein the case includes a beveled edge between a side edge and
the major surface on which the touch screen is disposed, wherein the one or more tactile

pixels are located on the beveled edge.

The device of claim 1 wherein the device is configured such that the one or more of the
tactile pixels are positioned to provide tactile feedback to a user and/or receive input from

a user in response to a predetermined state of the touch screen.

The device of claim 5§ wherein the device is configured such that a particular one or more
of the one or more of the tactile pixels selectively actuate to mark an endpoint of scrolling

of an image displayed on the touch screen.

12
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10.

11.

12.

13.

14.

15.

16.

The device of claim 5 wherein the device is configured such that a particular one or more
of the one or more tactile pixels vibrate in response to the change in state of the touch

screen.

The device of claim 7 wherein a frequency of vibration of the particular one or more of

the one or more tactile pixels is related to a state of a gesture made with the touch pad.

The device of claim 1 wherein the device is configured such that the one or more of the
tactile pixels are positioned to provide tactile feedback to a user and/or receive input from

a user in response to a gesture entered with the touch pad.

The device of claim 1 wherein the device is configured such that a particular one or more
of the one or more of the tactile pixels are positioned to act as buttons associated with

specific command inputs to the device.

The device of claim 10 wherein the touch screen is configured to display information
identifying the specific command inputs proximate the particular one or more tactile

pixels.

The device of claim 1, further comprising a sensor configured to register a change in

orientation of the device.

The device of claim 12 wherein the device is configured such that a particular one or
more of the one or more of the tactile pixels actuate between the first and second

positions in response to a change in orientation of the device.

The device of claim 10 wherein the device is configured to be used as game device,

phone, portable media player, email device, web browser device or navigation device.

The device of claim 10 wherein the device is configured to be used as a game device and
wherein the devices is configured to change a state of the one or more tactile pixels in

response to a change in a game state or game event.

The device of claim 1, further comprising a communication interface adapted to facilitate

communication between the device and one or more other devices.

13
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17.

18.

19.

20.

21.

The device of claim 1, wherein the device is configured such that a state of the one or
more tactile pixels changes in response to a change in state of one or more other devices

in communication with the hand-held electronic device.

An electronic device, comprising:

a touch screen disposed on a major surface of the electronic device;

a processor operably coupled to the touch screen; and

wherein the touch screen comprises an array of tactile pixels, wherein each of the tactile
pixels in the array includes an actuatable portion coupled to an actuator and a sensor,
wherein the transducer is coupled to the processor, wherein the actuator is configured to
actuate in response to instructions from the processor and wherein the sensor is
configured to generate signals as inputs to one or more programs executed by the
processor when pressure is applied to the actuatable portion, wherein the actuatable
portion is actuatable by the actuator between first and second positions in response to
execution of one or more instructions by the processor, wherein a tactile feel of the
actuatable portion in the first position is different from the tactile feel of the actuatable

portion in the second position.

A method for operating a hand-held device having a touch screen and

one or more tactile pixels disposed proximate the touch screen, wherein each of the one or
more tactile pixels includes an actuatable portion coupled to an actuator and a sensor,
wherein the actuatable portion is actuatable by the actuator between first and second
positions, wherein a tactile feel of the actuatable portion in the first position is different
from the tactile feel of the actuatable portion in the second position, the method
comprising:

tracking user input with the touch screen;

determining a state of the touch screen;

changing a state of the one or more tactile pixels in response to detection of a

predetermined state of the display.

The method of claim 19 wherein tracking the user input includes tracking motion of a

user’s finger with the touch screen.

The method of claim 19 wherein determining the state of the touch screen includes

determining whether the user has entered a particular gesture on the touch screen.

14
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22.

23.

24.

25.

26.

27.

28.

29.

30.

The method of claim 19 wherein the user input to the touch screen corresponds to user

input to a video game.

The method of claim 22 wherein the predetermined state reflects a change in state of the

video game or one or more particular game events.

The method of claim 19 wherein the predetermined state corresponds to a change in state

of one or more other devices in communication with the hand-held device.

The method of claim 19 wherein the hand-held device includes a title sensor and the

predetermined state corresponds to a change in state of the tilt sensor.

The method of claim 25 wherein changing the state of the tactile pixels includes
selectively actuating one or more particular pixels in response to a tilting of the hand-held

device sensed by the tilt sensor in a way that simulates a bubble level.

The method of claim 19 wherein changing the state of the tactile pixels includes
selectively actuating one or more particular pixels such that they can be felt by a user and

configuring the particular pixels to act as a scroll wheel for the hand-held device.

The method of claim 19 wherein changing the state of the tactile pixels includes
selectively actuating one or more particular pixels proximate a command shown on the
touch screen such that the one or more particular pixels can be felt by a user and
configuring the particular pixels to act as a button to execute the command with the hand-
held device.

The method of claim 28, further comprising vibrating the one or more particular tactile

pixels.

The method of claim 19 wherein changing the state of the tactile pixels includes
selectively actuating one or more particular pixels such that the one or more particular

pixels can be felt by a user when the user reaches a scroll limit with the touch screen.

15



WO 2009/094293 PCT/US2009/031159

1002

104

103

C T T T IS 113S i
! NETWORK !
! o> | INTERFACE i
1116 , !
| | | | |
i IPROCESSOR|| MEM MASS SENSOR ;
! 10(/;' \[SCREEN:| | STORE i
i 11255 DRIVER i 118 i
; 5{. PIXEL ; ;
! 114~ || DRIVER :{110 119 !
1085_ . __PROG ;

Fig. 1A

104

104
101




WO 2009/094293 PCT/US2009/031159

104

124

104

104

Fig. 1D
100
102A
2 104 I:|51o4 //0 125A E§104
: N
124A 124A
104 104
122 st i , 122
104 Le,] 1558 1023/‘ 104
1248 104 104 1248



WO 2009/094293 PCT/US2009/031159

3/6

200 2‘

= TRACK TOUCH SCREEN
202
A 4
DETERMINE STATE OF TOUCH SCREEN
ST DISPLAY
204
A 4
CHECK FOR GESTURING
206;_
A 4
CHANGE TACTILE PIXEL(S) IN RESPONSE
7| TO PREDETERMINED STATE OR GESTURE
208

Fig. 2

O O O OO OO O OO OO O O O

Fig. 3



WO 2009/094293 PCT/US2009/031159

4/6

DO O OO OO OO OO O OO

Fig. 4

104

Fig. 5



WO 2009/094293 PCT/US2009/031159

5/6

.
7

OOOOOOOO,’OOOOOOO

/s SO

104A ,/'1 04B
Y

cooocoocoococoboooooo

101 121 Y

Fig. 6A

101

Fig. 6B



WO 2009/094293

700 2‘

6/6

PCT/US2009/031159

703 ; :
i 711 713\( 71 7!

i [ NETWORK i
5T INTERFACE | [VO] [P/S]|[CLOCK] [CACHE):
716(] i 1| — |
i [PROC||r---MEM---. | [ MASS ,

i i ARRAY |t || sTore |SENSOR:
{706 i DRIVER |i :

’ 3 e L\ 718!

! i _PROG i1>710 5

i 708> 719 :
T >

{/\720




INTERNATIONAL SEARCH REPORT International application No.
PCT/US2009/031159

A. CLASSIFICATION OF SUBJECT MATTER

GOG6F 15/02(2006.01)i, GOGF 3/041(2006.01)i, GO6F 1/16(2006.01)i

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)
IPC : GOGF

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched
Korean Utility Models and applications for utility models since 1975
Japanese Utility Models and applications for utility models since 1975

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

eKIPASS(KIPO internal), Google, IEEE xpl : "button control", "tactile", "tile sensor"

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.

Y US 2007-0152982 A1 (KIM KYU-YONG. et al.) 5 July 2007 1-3,10-11, 14,16, 18
See abstract, description [0012]-[0085], Figures 7A-14, claims

Y KR 10-2000-0044444 A (SAMSUNG ELECTRONICS CO., LTD.) 15 July 2000 1-3,10-11, 14, 16, 18
See abstract, Figures 3A-4, claims

A US 2003-0184574 A1 (PHILLIPS JAMES V. et al.) 02 October 2003 1-30
See abstract, claims

A US 2006-0022952 A1 (RYYNANEN MATTI) 02 February 2006 1-30
See abstract, claims

|:| Further documents are listed in the continuation of Box C. IE See patent family annex.

* Special categories of cited documents: "T" later document published after the international filing date or priority

"A" document defining the general state of the art which is not considered date and not in conflict with the application but cited to understand
to be of particular relevance the principle or theory underlying the invention

"E" earlier application or patent but published on or after the international "X" document of particular relevance; the claimed invention cannot be
filing date considered novel or cannot be considered to involve an inventive

"L"  document which may throw doubts on priority claim(s) or which is step when the document is taken alone
cited to establish the publication date of citation or other "Y" document of particular relevance; the claimed invention cannot be
special reason (as specified) considered to involve an inventive step when the document is

"O" document referring to an oral disclosure, use, exhibition or other combined with one or more other such documents,such combination
means being obvious to a person skilled in the art

"P"  document published prior to the international filing date but later "&" document member of the same patent family

than the priority date claimed

Date of the actual completion of the international search Date of mailing of the international search report
15 JUNE 2009 (15.06.2009) 16 JUNE 2009 (16.06.2009)
Name and mailing address of the ISA/KR Authorized officer
' Korean Intellectual Property Office
Government Complex-Daejeon, 139 Seonsa-ro, Seo- LEE, Jong Ick
. gu, Daejeon 302-701, Republic of Korea
Facsimile No. 82-42-472-7140 Telephone No.  82-42-481-8373

Form PCT/ISA/210 (second sheet) (July 2008)




INTERNATIONAL SEARCH REPORT

International application No.

Information on patent family members PCT/US2009/031159
Patent document Publication Patent family Publication
cited in search report date member(s) date
US 2007-0152982 A1 05.07.2007 KR 10-2007-0070897 A 04.07.2007
KR 10-2000-0044444 A 15.07.2000 NONE
US 2003-0184574 A1 02.10.2003 NONE
US 2006-0022952 A1 02.02.2006 US 7342573 B2 11.03.2008

Form PCT/ISA/210 (patent family annex) (July 2008)




	Page 1 - front-page
	Page 2 - description
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - claims
	Page 14 - claims
	Page 15 - claims
	Page 16 - claims
	Page 17 - drawings
	Page 18 - drawings
	Page 19 - drawings
	Page 20 - drawings
	Page 21 - drawings
	Page 22 - drawings
	Page 23 - wo-search-report
	Page 24 - wo-search-report

