wo 2014/052123 A1 |10 OO0 O A

(43) International Publication Date

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Ny
Organization é
International Bureau -,

=

\

(10) International Publication Number

WO 2014/052123 A1l

3 April 2014 (03.04.2014) WIPOIPCT
(51) International Patent Classification: (74) Agent: VREDEVELD, Albert W.; Shumaker & Sieffert,
HO04N 7/36 (2006.01) HO04N 7/26 (2006.01) P.A., 1625 Radio Drive, Suite 300, Woodbury, Minnesota
. .. 55125 (US).
(21) International Application Number:

PCT/US2013/060416 (81) Designated States (unless otherwise indicated, for every
. . kind of national protection available). AE, AG, AL, AM,
(22) International Filing Date: AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY,
18 September 2013 (18.09.2013) BZ, CA. CH. CL, CN, CO. CR, CU, CZ, DE, DK, DM,
(25) Filing Language: English DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
) HN, HR, HU, ID, IL, IN, IS, JP, KE, KG, KN, KP, KR,
(26) Publication Language: English KZ, LA, LC, LK, LR, LS, LT, LU, LY, MA, MD, ME,
(30) Priority Data: MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI, NO, NZ,
61/706,510 27 September 2012 (27.09.2012) Us OM, PA, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW, SA,
61/708,442 1 October 2012 (01.10.2012) Us SC, 8D, SE, 8G, 8K, SL, SM, ST, 8V, SY, TH, TJ, TM,
13/946,730 19 July 2013 (19.07.2013) US g‘fv IR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM,

(71) Applicant: QUALCOMM INCORPORATED [US/US];
ATTN: International IP Administration, 5775 Morehouse (84) Designated States (unless otherwise indicated, for every
Drive, San Diego, California 92121-1714 (US). kind of regional protection available): ARIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, SZ, TZ,
(72) Imventors: RAMASUBRAMONIAN, Adarsh Krishnan; UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU, TJ,

5775 Morehouse Drive, San Diego, California 92121-1714
(US). WANG, Ye-Kui; 5775 Morehouse Drive, San
Diego, California 92121-1714 (US).

TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
EE, ES, FL FR, GB, GR, HR, HU, IE, IS, IT, LT, LU, LV,
MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SL, SK, SM,

[Continued on next page]

(54) Title: LONG-TERM REFERENCE PICTURE SIGNALING IN VIDEO CODING

FIG.5
P 250
252
OBTAIN SPS
v 254

OBTAIN SLICE HEADER OF
CURRENT SLICE OF CURRENT
PICTURE

v 256
GENERATE REFERENCE PICTURE
LIST FOR CURRENT PICTURE

v 258
RECONSTRUCT CURRENT PICTURE

(57) Abstract: A video encoder signals, in a slice header for a
current slice of a current picture, a first long-term reference
picture (LTRP) entry, the first LTRP entry indicating that a
particular reference picture is in a long-term reference picture
set of the current picture. Furthermore, the video encoder sig-
nals, in the slice header, a second LTRP entry only it second
LTRP entry does not indicate that the particular reference pic-
ture is in the long-term reference picture set of the current
picture.



WO 2014/052123 A1 WK 00N 0000

TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN, GQ, GW, __
KM, ML, MR, NE, SN, TD, TG).

as to the applicant's entitlement to claim the priority of
the earlier application (Rule 4.17(iii))

Published:
— as to applicant’s entitlement to apply for and be granted
a patent (Rule 4.17(ii))

Declarations under Rule 4.17:

with international search report (Art. 21(3))



WO 2014/052123 PCT/US2013/060416

LONG-TERM REFERENCE PICTURE SIGNALING INVIDEQ CODBING

{8001} This application claims the benefit of U.S. Provisional Patent Application No.
61/706,510, filed September 27, 2012, and U.S. Provisional Patent Application No.
61/708,442, filed October 1, 2012, the entire content of each of which is incorporated

herein by refercnce.

TECHNICAL FIELD
[8002] This disclosure relates to video coding {i.e., encoding and/or decoding of video

data).

BACKGROUND

{8003} Digital video capabilities can be incorporated into a wide range of devices,
including digital televisions, digital direct broadeast systems, wireless broadcast
systerns, personal digital assistants (PDAs), laptop or desktop computers, tablet
computers, e-book readers, digital cameras, digital recording devices, digital media
players, video gaming devices, video game consoles, cellular or satelite radio
telephones, so-called “smart phones,” video teleconferencing devices, video streaming
devices, and the like. Digital video devices implement video compression technigues,
such as those described in the standards defined by MPEG-2, MPEG-4, ITU-T H.263,
ITU-T H.264/MPEG-4, Part 10, Advanced Video Coding (AVC), the High Efficiency
Video Coding (HEVC) standard, and extensions of such standards. The video devices
may transmit, receive, encode, decode, and/or store digital video information more
efficiently by implementing such video compression techniques.

{8004} Video compression techniques perform spatial (intra-picture) prediction and/or
temporal (inter-picture) prediction to reduce or remove redundancy inherent in video
sequences. For block-based video coding, a video slice (i.¢., a video trarge or a portion
of a video frame) may be partitioned into video blocks, Video blocks in an intra-coded
(I} slice of a picture are encoded using spatial prediction with respect to reference
sarnples in neighboring blocks i the same pictare. Video blocks in an inter-coded (P or
B) shice of a picture may use spatial prediction with respect to reference samples in

neighboring blocks in the same picture or temporal prediction with respect to reference
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sarnples in other reference pictares. Pictures may be referved to as frames, and
reference pictures may be referred to as reference frames.

8005} Spatial or temporal prediction results in a predictive block for a block to be
coded. Residual data represents pixel differences between the original block to be
coded and the predictive block., An inter-coded block is encoded according to a motion
vector that points to a block of reference saruples formung the predictive block, and the
residual data indicates the difference between the coded biock and the predictive block,
An mtra-coded block s encoded according to an intra-coding mode and the residual
data. For further compression, the residual data may be transformoed from the pixel
domain to a transform domain, resulting in residual coefficients, which then may be
quantized. The quantized coefficients, initially arranged in a two-dimensional array,
may be scanued in order to produce a one-dimensional vector of coefficients, and

entropy coding may be applied to achicve even more corapression.

SUMMARY
{60061 To geoeral, this disclosure describes signaling of long-terro reference pictures
(L'TRPs) in video coding, A video encoder signals, in a slice header for a current slice
of a current picture, a first LTRP entry. The first LTRP entry indicates that a particular
reference picture is au LTRP of the current picture. Furthermore, the video encoder
signals, in the slice header, a second LTRP entry ouly if the second LTRP entry does
not indicate that the particular reference picture is a long-term reference picture of the
current picture. Similarly, a video decoder may decode the shice header and may
generate, based at least in part on one or more LTRP entries signaled in the shice
headers, a reference picture Hst for the current picture. The video decoder may
reconstruct, based at least in part on one or more reference pictures in the reference
picture list for the current picture, the current picture.
{BOB7] In one cxample, this disclosure deseribes a method of decoding video data, the
method comprising: obtaining, from a bitstream, a slice header of a current slice of a
current picture, wherein a set of one or more LTRP entries are signaled in the shice
header, wherein the set of one or more LTRP entries inchudes a fivst LTRP entry
mndicating that a particular reference picture s 1o a long-term reference picture set of the
current picture, and wherein the set of one or more LTRP entries inclades a second

LTRP entry only if the second LTRP entry does not indicate that the particular reference
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picture is in the long-term reference picture set of the current picture; generating, based
at least in part on the oune or roore LTRE entries, a reference pictare Hist for the current
picture; and reconstructing, based at least in part on one or more reference pictures in
the reference picture list for the current picture, the current picture.

[B0GB8] In another example, this disclosure deseribes a video decoding device
comprising one or more processors configured to: obtain, frora a bitstream, a shee
header of a current slice of a current picture, wherein a set of one or more L'TRP entries
are signaled in the slice header, wherein the set of one or more LTRP entries includes a
first LTRP entry indicating that a particular veference picture is in a long-term reference
picture set of the current picture, and wherein the sot of one or more LTRP entries
includes a second LTRP entry only if the second LTRP entry does not indicate that the
particular reference picture 18 in the long-term reference picture set of the corrent
picture; generate, based at least in part on the one or more LTRP entries, a reference
picture list for the current picture; and reconstruct, based at least in part on one or more
reference pictores in the reference picture list for the current picture, the current picture.
{60091 To another example, this disclosure describes a video decoding device
comprising: means for obtaining, from a bitstream, a slice header of a current slice of a
current picture, wherein a set of one or more ETRP entries are signaled in the slice
header, wherein the set of one or more LTRP entries includes a first LTRP entry
indicating that a particular reference picture is in a long-term reference pictare set of the
current picture, and wherein the set of one or more UTRP entries includes g second
LTRP entry only if the second LTRP entry does not indicate that the particular refevence
picture is in the long-term refercnce picture set of the current picture; means for
generating, based at least in part on the one or more LTRP entries, a reference picture
list for the current picture; and means for reconstructing, based at feast in part on one or
more reference pictores in the reference picture list for the current picture, the current
picture.

{8018} In another exarple, this disclosure describes a computer-readable storage
medium having instructions stored thereon that, when executed by a video decoding
device, configure the video decoding device to: obtain, from a bitstream, a shice header
of a current slice of a current picture, wherein a set of one or rore LTRP endries are
signaled in the slice header, wherein the set of one or more LTRP entries inchudes a first

LTRP entry indicating that a particular reference picture 15 1n a long-term reference
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picture set of the current picture, and wherein the set of oue or more LTRP entries
fuchides a second L'TRP entry only if the second LTRP entry does not indicate that the
particular reference picture is in the long-term reference picture set of the current
picture; generate, based at least in part on the one or more LTRP entries, a reference
picture list for the current picture; and reconstruct, based at least in part on one or more
reference pictures in the reference picture st for the current picture, the current picture.
{8011} In another exarapie, this disclosure describes a method of encoding video data,
the method compnising: signaling, 1o a slice header for a current shice of a current
picture, a first LTRP entry, the first LTRP entry indicating that a particular reference
picture is in 3 long-term reference picture set of the current picture; and signaling, in the
slice header, a second LTRP entry only if the second LTRP entry does not indicate that
the particular reference picture is in the long-term reference picture set of the current
picture.

{8012} In another example, this disclosure describes a video encoding device
comprising one or more processors configared to: signal, in a slice header for a corrent
shice of a current picture, a fivst LTRP eotry, the first LTRP entry indicating that a
particular reference picture is in a long-term reference picture set of the current picture;
and signal, in the slice header, a second LTRP entry only if the second LTRP entry does
not indicate that the particular reference picture s in the long-term reference picture set
of the current picture.

{8013} In another example, this disclosure describes a video encoding device
comprising: means for signaling, in a slice header for a current slice of a current picture,
a first LTRP euntry, the first LTRY entry indicating that a particular reference picture s
in a long-term reference picture set of the current picture; and means for signaling, in
the slice header, a second LTRP entry only if the second LTRP entry does not indicate
that the particular reference picture is in the long-term reference picture set of the
current picture.

(8014} A computer-readable storage medium having instructions stored thereon that,
when executed by a video encoding device, configure the video encoding device to:
signal, in a slice header for a current slice of a current picture, a fivst LTRP entry, the
first LTRP entry indicating that a particular vreference picture is in a long-term reference

picture set of the current picture; and signal, in the slice header, a second LTRP entry



WO 2014/052123 PCT/US2013/060416

only if the second LTRP entry does not indicate that the particular reference pictare is in
the long-term reference picture set of the current picture.

13035] The details of one or more examples of the disclosure are set forth in the
accompanying drawings and the description below. Other features, objects, and

advantages will be apparent from the description, drawings, and claims.

BRIEF DESCRIPTION OF DRAWINGS

[8G16] FIG. 1 1s ablock diagram illustrating an example video coding system that may
utilize the techniques described in this disclosure.

(8017} FIG. 2 1s a block diagram tllustrating an example video encoder that moay
implersent the techniques described in this disclosure.

8018} FIG. 3 is a block diagram illustrating an example video decoder that may
mmplement the techniques described in this disclosare.

(80191 FIG. 4 is a flowchart itlustrating an example operation of a video encoder, in
accordance with one or more techniques of this disclosure.

(8028} FIG. S s a flowchart Hlustrating an example operation of a video decoder, in

accordance with one or more techmiques of this disclosure.

DETAILED DESCRIPTION
(88211 A video encoder may generate a bitstream that includes encoded video data.
Each picture of the video data may include an array of lumsa samples and may also
inchade two corresponding arrays of chroma samples, ¢.g., arranged in blocks. To
encode a picture of the video data, the video encoder may generate a phirality of coding
tree units (CTUs) for the picture. Each of the CTUs may be associated with a differcut
equally-sized biock of luma samples within the picture and may also be associated with
the corresponding blocks of chroma samples. The video encoder may generate one or
more coding units (CUs) for cach CTU. Each of the CUs of a CTU may be associated
with a luma block within the luma block of the CTU and may also be associated with
the two corresponding chroma blocks within the chroma blocks of the CTU.
{86322} Furthermore, the video encoder may generate one or more prediction units (PUs)
tor cach CU. The video encoder roay generate luma and chroma predictive blocks for

cach PU of the CU. The video encoder may use intra prediction or inter prediction 0
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generate the predictive blocks for a PUL After the video encoder generates predictive
blocks for one or more PUs of a CU, the video encoder may generate hurna and chroma
residual blocks associated with the CU. The luma and chroma residual blocks of the
U may indicate differences between samples in the fuma and chroma predicted blocks
for the PUs of the CU and the original Tuma and chroma blocks of the CU, respectively.
The video encoder may partition the residual blocks of a CU into transtorm blocks.
Furthermore, the video encoder may apply one or more transforms to cach transform
block to generate transform coefticient blocks. The video encoder may quantize the
transtorm coefticient blocks and may apply entropy coding to syntax clements that
represent transform cocfficients of the transform coefficient block. The video encoder
may output a bitstream that includes the entropy-encoded syntax elements.

(80231 When the video encoder begins encoding a current picture of the video data, the

video encoder may deteroune a reference picture set {RPS) for the current picture. The
RPS for the current picture may have five subsets (i.¢., reference picture subsets).
These five reference picture subsets are: RetPicSetStCurrBefore, RefPieSetStCurrAfter,
RetPicSetStFoll, RefPicScetlitCurr, and RetPicSetliFoll. The reference pictures in
RefPicSetStCurrBefore, RefPicSetStCurrAtier, RefPicSetStFoll are referred to as
“short-term reference pictures” or “STRPs.” The reference pictures in RefPicSetbtCurr
and RefPicSetLtFoll are referred to as “long-term reference pictures” or “LTRPs.” In
some instances, LTRPS may remain available for use in inter prediction for longer
periods of time than STRPs. The video encoder may re-generate the five reference
picture subsets for each picture of the video data.

[#0324] Furthermore, when a current shice of the current picture s a P slice, the video
encoder may use the reference pictures from the RefPicStCarrAfter,
RefPicStCurrBefore, and RefPicStLiCurr reference picture subsets of the current picture
to generate a single reference picture Hist, RefPicListd, for the current slice. When the
current slice is a B shice, the video encoder may use the reference pictures from the
RefPicStCurrAtier, RefPicStCurrBetore, and RetPicStLiCurr reference picture subsets
of the current picture to generate two reference picture lists, RefPicListd and
RetPicListl, for the current slice. When the video encoder uses inter prediction to
generate the predictive block of a PU of the current picture, the video encoder may
generate the predictive blocks of the PU based on samples within one or more reference

pictures in one or more of the reference picture lists for the current shice,
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{88251 The video encoder may signal a set of LTRP entries in a sequence parameter set
(SPS). In other words, the SPS may explicitly indicate a set of LTRP entries. Fach of
the LTRP entries may indicate a reference picture as being in a long-torm reference
picture set {either in RefPicStLtCurr or RefPicStLiFoll} for the current picture.
Furthermore, the video encoder may sigoal, in a slice header of the first (in coding
order) slice of a current picture, indexcs to L'TRP entrics indicated in the SPS applicable
to the current picture. In this way, the slice header may “implicitly” signal LTRP
eutries or “index to” LTRP entrics. In addition, the video encoder may signal, in the
shice header ot the tfust slice of the current picture, an additional set of LTRP entries. In
other words, the slice header may explicitly signal additional LTRP entries.

{8026} For each respective LTRP entry explicitly indicated in the SPS, the video
encoder may signal whether a reference picture indicated by the respective LTRP entry
is used by a current picture. The reference pictures indicated by L'TRP entries explicitly
signaled in the SPS that are used by a current picture may be referred o herein as
current LTRPs of the SPS. The reference pictures indicated by LTRP entries explicitly
signaled o the 3PS that are not used by a current picture may be referred to herein as
non-current LTRPs of the SPS. Similarly, for each respective LTRP entry implicitly
and explicitly signaled in the slice header, the slice header may indicate whether a
reference picture indicated by the respective LTRP entry 13 used by the current pictare.
The reference pictares indicated by LTRP entrics implicitly and explicitly signaled in
the slice header that are used by the current picture may be referred to herein as current
LTRPs of the slice header. The reference pictures indicated by LTRP entries implicitly
and explicitly sigoualed in the shice header that are not used by the current picture roay be
referred to hercin as non-current LTRPs of the slice header.

86271 The RefPicStLiCurr reference picture subset for a current picture may include
the current LTRPs of the first stice header of the current picture and the current LTRPs
of an SPS applicable to the current picture. The RefPicStLtFoll reference picture subset
of the current picture may include the non-current LTRPs of the SPS applicable to the
current picture and the non-current LTRPs of the first slice header of the current picture.
{88281 The above-described signaling scheme may have several drawbacks. For
exaniple, the video encoder may potentially generate a slice header that explicitly
signals an LTRP entry that indicates a reference picture and also implicitly signals an

LTRP entry that indicates the same reference picture. Thus, the RefPicStLieCurr and/or
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the RefPicStLiFoll of the current picture may potentially inchude the same reference
picture twice. In another example drawback of the above-described signaling scheme,
the slice header itself may explicitly signal the same LTRP entry multiple times.
Similarly, an SPS may explicitly signal the same LTRP entry multiple times. Explicitly
signaling the same LTRP entry multiple times in either an SPS or a slice header may
reduce coding efficiency. In another example drawback of the above-described
signaling scheme, the SPS may include an UTRP entry that indicates that a particular
reference pictore is not used for reference by the carrent picture and concurrently a slice
header (or the SPS) may include an LTRP eniry that indicates that the particalar LTRP
is used for reference by the current picture, or vice versa. This confusion between
whether the particular reference picture is used for reference by the current picture may
cause decoding problems for a video decoder.

{8029} In accordance with the technigues of this disclosure, the video encoder ruay be
restricted from signaling {cither explicitly or implicitly) in the slice header multiple
LTRP entries that indicate that the same reference picture is in a long-term reference
picture set of the current picture. Rather, the video encoder is configured such that the
stice header is in compliance with 3 restriction that prohibits the slice header from
signaling two LTRP entries that indicate the same reference picture. Because the video
encoder is restricted from signaling multiple LTRP entries that indicate the same
reference picture, the LTRP entries cannot include contradictory syntax elements
regarding whether the reference picture is used for refercnce by the current picture.
Furthermore, in accordance with the techniques of this disclosure, the video encoder
may be restricted frorn generating a slice header that judicates the same LTRP entry
multiple times. That is, the video encoder may be restricted from umplicitly signaling
the same LTRP entry multiple times, restricted from explicitly signaling the same LTRP
entry multiple times, and restricted from imphicitly and explicitly signaling the same
LTRP entry. Hence, the video encoder may sigoal an LTRP cotry at most once, either
implicitly or explicitly. These restrictions may potentially increase coding efficiency
because the video encoder may not be able to inclade syntax elements in the SPS or the
slice header for explicitly and implicitly signaling the same LTRP entry.

[8630] Hence, 8 video decoder may decode a slice header of a current slice of a cumrent
picture. A set of one or more LTRP entries may be signaled in the slice header. The set

of one or more LTRP entries may inclode a first LTRP entry indicating that a particalar
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reference picture is in 8 long-term reference picture set of the current picture. The set of
one or more LTRP entries roay include a second LTRP entry only f the second LTRP
entry does not indicate that the particular refercnce picture is in the long-term refercnce
picture set of the current picture. The video decoder may generate, based at least in part
on the one or roore LTRP entries, a refercnce pictare hist for the current picture and may
recoustruct, based at least in part on one or more reference pictures in the reference
picture list for the current picture, the current picture.

(88311 FIG. 1 s a block diagram illustrating an example video coding system 10 that
may utilize the techniques of this disclosure. As used herein, the term “video coder”
refers generically to both video encoders and video decoders. In this disclosure, the
terms “video coding” or “coding” may refer generically to video encoding or video
decoding.

8032} As shown in FIG. 1, video coding systern 10 inclades a source device 12 and a
destination device 14, Source device 12 generates encoded video data. Accordingly,
source device 12 may be referved to as a video encoding device or a video encoding
apparatus, Destination device 14 may decode the encoded video data generated by
source device 12, Accordingly, destination device 14 may be referred 1o s a video
decoding device or a video decoding apparatus. Source device 12 and destination
device 14 may be examples of video coding devices or video coding apparatuses.

{8033} Source device 12 and destination device 14 may comprise a wide range of
devices, including desktop computers, mobile computing devices, notebook (e.g.,
laptop) computers, tablet computers, set-top boxes, telephone handsets such as so-called
“sroart” phoues, televisions, cameras, display devices, digital media players, video
gaming consoles, in-car computers, or the like,

{8334} Destination device 14 may receive encoded video data from source device 12 via
a chanuel 16. Channel 16 may comprise one or more media or devices capable of
moving the encoded video data from source device 12 to destination device 4. In one
example, chanoel 16 may comprise one or more communication media that enable
source device 12 to transmit encoded video data directly to destination device 14 in real-
fime. Tn this example, source device 12 may modulate the encoded video data
according to a conununication standard, such as a wireless communication protocol, and
may transmit the modulated video data to destination device 14, The one or more

communication media may inchide wireless and/or wired communication media, such
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as a radio frequency (RF) spectrum or one or more physical transmission lines. The one
or more conynunication roedia roay form part of a packet-based network, such as a local
arca network, a wide-area network, or a global network {e.g., the Internet). The one or
more communication media may include routers, switches, base stations, or other
equipment that facilitate communication from source device 12 to destination device 14
{8035} In another exaraple, channel 16 may include a storage medivm that stores
encoded video data generated by source device 12, In this example, destination device
14 may access the storage mediom via disk access or card access. The storage medium
may include a variety of locally-accessed data storage media such as Blu-ray discs,
BVDs, CD-ROMs, flash memory, or other suitable digital storage media for storing
encoded video data.

(80361 In a further example, channel 16 may mnclude a file server or another
ntermediate storage device that stores encoded video data generated by source device
12. In this example, destination device 14 may access encoded video data stored at the
file server or other intermediate storage device via streaming or download. The file
server ray be a type of server capable of storing encoded video data and transnutting
the encoded video data to destination device 14, Example file servers include web
servers (e.g., for a website), file transfer protocol (FTP) servers, network attached
storage (NAS) devices, and local disk drives.

{8037} Destination device 14 may access the encoded video data through a standard
data connection, such as an Internet connection. Example types of data connections
may mciude wireless channels {e.g., Wi-Fi connections), wired connections {e.g., DSL,
cable modern, cic.), or combinations of both that are suitable for accessing encode
video data stored on a file server. The transmission of encoded video data from the file
server may be a streaming transmission, a download transmission, or a combination of
both.

{8038} The techniques of this disclosure are not tuynited to wircless applications ot
settings. The techniques may be applied to video coding in support of a variety of
multimedia applications, such as over-the-air television broadcasts, cabie television
transmissions, satellite television transmissions, streaming video transmissions, ¢.g., via
the Toternet, encoding of video data for storage on a data storage medium, decoding of
video data stored on a data storage medium, or other applications. In some examples,

video coding system 10 may be configured to support one-way or two-way video



WO 2014/052123 PCT/US2013/060416

11

fransmission to support applications such as video streaming, video playback, video
broadcasting, and/or video telephony.

(60391 FIG 1 is merely an example and the technigues of this disclosure may apply to
video coding settings {e.g., video encoding or video decoding) that do not necessarily
inclade any data communication between the encoding and decoding devices. In other
cxamples, data is retrieved from a local memory, streamed over a network, or the like.
A video encoding device may encode and store data to memory, and/or a video decoding
device may retrieve and decode data from memory. Tn many examples, the encoding
and decoding s performed by devices that do not coramunicate with one another, but
simply encode data to memory and/or retrieve and decode data from memory.

{83401 In the example of FIG. 1, source device 12 includes a video source 18, a video
encoder 20, and an output interface 22, In some examples, output interface 22 may
inchade a modulator/demodulator (moden) and/or a transmitier. Video source |8 roay
inchude a video capture device, e.g., a video camera, a video archive containing
previously-captured video data, a video feed interface to receive video data from a video
countent provider, and/or a computer graphics systera for generating video data, or a
combination of such sources of video data.

{8341 Video encoder 20 may encode video data from video source 18, In some
examples, sowrce device 12 directly transmits the encoded video data to destination
device 14 via output interface 22, In other examples, the encoded video data may also
be stored onto a storage medium or a file server for later access by destination device 14
for decoding and/or playback.

[30342] In the example of FIG. 1, destination device 14 includes an input interface 28, a
video decoder 390, and a display device 32, In some examples, input interface 28
inclades a receiver and/or 3 modem. Input interface 28 may receive encoded video data
over channel 16, Display device 32 may be integrated with or may be external to
destination device 4. n general, display device 32 displavs decoded video data.
Display device 32 may comprise a variety of display devices, such as a liguid crystal
display (LCD), a plasma display, an organic light emitting diode (OLED) display, or
another type of display device.

80431 Video encoder 20 and video decoder 30 cach may be implemented as any of a
variety of suitable circuitry, such as one or more microprocessors, digital signal

processors {DSPs), application-specific integrated circuits {ASICs), field-programmable
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gate arrays (FPGAs), discrete logic, hardware, or any combinations thereof. If the
echniques are moplemented partially in software, 2 device may store instructions for the
software in a suitable, non-transitory computer-readable storage medium and may
exccute the instructions in hardware using one or more processors to perform the
techniques of this disclosure. Any of the foregoing (including hardware, software, a
combination ot hardware and software, efc.) roay be considered to be one or more
processors. Fach of video encoder 20 and video decoder 30 may be included in one or
more encoders or decoders, etther of which may be integrated as part of a combined
cucoder/decoder (CODEC) in a respective device.,

{80441 This disclosure may generally refer to video encoder 20 “signaling” certain
information to another device, such as video decoder 33, The term “signaling” may
generally refer to the commmumication of syntax elements and/or other data ased to
decode the corapressed video data. Such communication may occur in real- or neat-
real-time. Alternately, such communication maay occur over a span of time, such as
might occur when storing syntax elements to a compuater-readable storage medium o ap
cucoded bitstream at the time of cucoding, which then roay be retrieved by a decoding
device at any time after being stored to this medium.

{8045} In some examples, video encoder 20 and video decoder 30 operate according to
a video compression standard, such as ISG/TEC MPEG-4 Visual and ITU-T H.264 (also
known as ISOTEC MPEG-4 AVC), including its Scalable Video Coding (SVC)
extension, Mukltiview Video Coding (MVC) extension, and MV C-based 3DV extension.
In some instances, any legal bitstream conforming to MV C-based 3DV always contains
a sub-bitstream that is compliant to a MVC profile, e.g., stereo high profie.  1n other
examples, video encoder 20 and video decoder 30 may operate according to ITU-T
H.261, ISO/IEC MPEG-1 Visual, ITU-T H.262 or ISO/IEC MPEG-2 Visual, and ITU-T
H.264, ISOIEC Visual.

[8046] In other examples, video encoder 20 and video decoder 30 may operate
according to the High Efficiency Video Coding (HEVC) standard developed by the
Joint Collaboration Team on Video Coding (JCT-VO) of ITU-T Video Coding Experts
Group (VCEG) and ISO/IEC Motion Picture Experts Group (MPEG). A draft of the
HEVC standard, referred to as “HEVC Working Draft 87 is described in Bross et al,,
“High Efficiency Video Coding (HEVC) text specification draft 8, Joint Collaborative

Team on Video Coding (JCT-VC) of ITU-T 53G16 WP3 and ISO/IEC
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JTCU/SC29/WGHH, 10" Meeting, Stockholm, Sweden, July 2612, which as of June 20,
2013, is available from htip://phenix.int-

evry. fr/jct/doc_end user/documents/10 Stockholm/wgl 1/ICTVC-J1003-vE. zip, the
entire content of which is incorporated herein by reference.

(80471 In HEVC and other video coding specifications, a video sequence typically
includes a series of pictures. Pictures may also be referred 1o as “frames.” A picture
may include three sample arrays, denoted Sy, S and S¢p. 85 18 a two-dimensional array
(i.c., a block) of hurna samples. Scy, 18 a two-dimensional array of Cb chrominance
saroples. Sg 18 a two-dimensional array of Cr chrominance samples. Chrominance
saraples may also be referred to herein as “chroma” saraples. In other instances, a
picture may be monochrome and may only inchude an array of fuma samples.

{8048} To generate an encoded representation of a picture, video encoder 20 may
generate a set of coding tree units {CTUs). Each of the CTUSs may be a coding tree
block of luma samples, two corresponding coding tree blocks of chroma samples, and
syntax structures vsed 1o code the samples of the coding tree blocks. A coding tree
block may be an NxN block of saraples. A CTU may also be referred to as a “iree
block” or a “largest coding unit” (LCU). The CTUs of HEVC may be broadly
analogous to the macroblocks of other standards, such as H.264/AV. However, a
CTU 1s not necessarily Hmited to a particular size and may include one or more coding
units (CUs). A shice may include an iteger number of CTUs ovdered cousecutively
raster scan.

[8049] To generate a coded CTLU, video encoder 20 may recursively perform quad-tree
partitioning on the coding tree blocks of a CTU to divide the coding tree blocks nto
coding blocks, hence the name “coding tree units.” A coding block is an NxIN block of
samples. A CU may be a coding block of lama samples and two corresponding coding
blocks of chroma samples of 8 picture that has a huma sample array, a Ch sample arvay
and a Cr sample array, and syntax structures used to code the samples of the coding
blocks. In instances where a picture 1s monochrome or where a picture is represented as
three separate color planes, 8 CUJ may be a coding block of samples and syntax
structures used to code the samples of the coding block., Video encoder 20 may
partition a coding block of a CU into one or more prediction blocks. A prediction block
may be a rectangular (i.c., square or non-square} block of samples on which the same

prediction is applied. A prediction unit (PU) of a CU may be a prediction block of tuma
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sarnples, two corresponding prediction blocks of chroma samples of a picture, and
syntax structures used to predict the prediction block samples. Video encoder 20 may
generate predictive luma, Ch and Cr blocks for luma, Cb and Cr prediction blocks of
gach PU of the CU.

(80587 Video encoder 20 may use intra prediction or inter prediction to generate the
predictive blocks for a PU. If video encoder 20 uses intra prediction to generate the
predictive blocks of a PU, video encoder 20 may generate the predictive blocks of the
PU based on decoded samples of the picture associated with the PU.

(80511 If video encoder 20 uses inter prediction to generate the predictive blocks of a
PU, video encoder 20 may generate the predictive blocks of the PU based on decoded
samples of one or more pictures other than the picture associated with the PU. Video
encoder 20 may use uni-prediction or bi-prediction to generate the predictive blocks of a
PU. When video encoder 20 uses uni-prediction to generate the predictive blocks fora
PU, the PU may have a single motion vector. When video encoder 20 uscs bi-prediction
1o generate the predictive blocks for a PU, the PU may have two motion vectors,

(80521 After video cocoder 20 generates predictive Juma, Cb and Cr blocks for one or
more PUs of a CU, video encoder 20 may generate a luma residual block for the CUL
Each sample in the C1%s luma residual block indicates a difference between a luma
sample in one of the CU7s predictive tuma blocks and a corresponding sample in the
CU’s original luma coding block. In addition, video encoder 20 may generate a Cb
residual block for the CU. Each sample in the CU’s Cb residual block may indicate a
difference between a Ch sample 1o one of the CU’s predictive Ch blocks and a
corresponding sarople in the CU’s original Cb coding block, Video encoder 20 may
also generate a Cr residual block for the CU. Each sample in the CU’s Cr residual block
may indicate a difference between a Cr sample in one of the CU’s predictive Cr blocks
and a corresponding sample in the CUl%s original Cr coding block.

{8053} Furthermore, video encoder 20 may use quad-tree partitioning to decompose the
tuma, Cb and Cr residual blocks of a CU into one or more luma, Cb and Cr transform
blocks. A transform block may be a rectangular block of samples on which the same
transtorm is applied. A transtorm unit (TU) of a CU may be a transtorm block of luma
saraples, two corresponding transform blocks of chroma saroples, and syntax structures
used to transform the transform block samples. Thus, each TU of a CU may be

associated with a huma transform block, a Cb transtorm block, and a Cr transform block.
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The tuma transform block associated with the TU may be a sub-block of the CU%s tama
residual block. The Ch transforra block may be a sub-block of the CUs Cb residual
block. The Cr transform block may be a sub-block of the CU"s Cr residual block.
8654} Video encoder 20 may apply one or more transforms to a luma transform block
of a TU to generate a lama coefficient block for the TU. A coefficient block may be a
two-dirsensional array of transform coefficients. A transforre coefficient may be a
scalar quantity. Video encoder 20 may apply one or more transforms to a Chb transtorm
block ot a TU to generate a Cb coefficient block for the TU. Video encoder 20 may
apply one or more transforms to a Cr transforr block of a TU to generate a Cr
coefficient block for the TU.

{8055} After generating a coefficient block (e.g., a luma coefficient block, a Cb
coefticient block or a Cr coetlicient block), video encoder 20 may quantize the
coefficient block., Quantization generally refers to a process 1n which transforro
coefficients are quantized to possibly reduce the amount of data used to represent the
transtorm coetticients, providing further compression. After video encoder 20 quantizes
a coethicient block, video encoder 20 may entropy encode syntax clements jndicating
the quantized transform coefficients., For cxample, video encoder 20 may perform
Context-Adaptive Binary Arithmetic Coding (CABAC) on the syntax elements
indicating the quantized transform coefficients. Video encoder 20 may output the
entropy-encoded syntax elements in a bitstream,

{8056} Furthermore, video decoder 30 may perform inverse quantization and may apply
an inverse transform to coefficient blocks to reconstruct transform blocks of a T
Video encoder 20 may reconstruct, based at least in part on the reconstructed transform
blocks of the CUJ and the predictive blocks of PUs of the CU, the coding blocks of the
CUL A decoded picture buffer (DPB) of video encoder 20 may store the reconstructed
coding blocks of the CUs of multiple pictares. Video encoder 20 may use the pictures
stored inthe DPB (i.¢., reference pictures) to perform inter prediction on PUs of other
pictures.

{8057} Video encoder 20 may output a bitstream that includes a sequence of bits that
forros a representation of coded pictures and associated data. The bitstream roay
comprise a sequence of network absiraction layer (NAL) units. Fach of the NATL units
includes a NAL unit header and encapsulates a raw byle sequence pavioad (RBSP). The

NAL unit header may inclode a syntax element that indicates a NAL unit type code.
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The NAL unit type code specified by the NAL unit header of a NAL unit indicates the
type of the NAL unit. A RBSP may be a syntax structure containing an integer nurnber
of bytes that is encapsulated within 3 NAL unit. In some instances, an RBSP includes
zero bits.

[B0S8] Different types of NAL units may encapsulate different types of RBSPs. For
example, a first type of NAL unit may encapsulate an RBSP for a picture parameter set
(PPS), a second type of NAL unit may cncapsulate an RBSP for a coded slice, a third
type of NAL unit may encapsulate an RBSP for supplemental enhancement information
(SED), and so on. NAL units that encapsulate RBSPs for video coding data (as opposed
to RBSPs for parameter scts and SEI moessages ) may be referred to as video coding layver
(VCL) NAL units.

[B039] Video decoder 30 may receive a bitstrearm generated by video encoder 20. In
addition, video decoder 30 may parse the bitstream fo obtain syntax elements from the
bitstrearn. Video decoder 30 may reconstruct the pictures of the video data based at
least in part on the syntax elements obtained from the bitstream. The process (o
reconstruct the video data may be generally reciprocal to the process pertormed by
video encoder 20. For instance, video decoder 30 may use motion vectors of PUs {0
determine predictive blocks for the PUs of a cwrrent CU. 1n addition, video decoder 30
may nverse quantize coefficient blocks associated with TUs of the current CUL Video
decoder 30 may perform jnverse transforms on the coefficient blocks to reconstruct
transform blocks associated with the TUs of the current CU. Video decoder 30 may
reconstruct the coding blocks of the carrent CU by adding the saroples of the predictive
blocks for PUs of the current CU to corresponding samples of the transform blocks of
the TUs of the current CU. By reconstructing the coding blocks for cach CU of a
cuarrent picture, video decoder 30 may reconstruct the current picture. Video decoder 30
may store the reconstructed current picture in a DPB for use in inter prediction of PUs
in other pictures.

{8068} A picture order count (POC) value is 2 value that identifies one or more pictures
occurring at one time nstance {i.e., in one access unit). In base HEVC, only one picture
ocours 1o an access unit, In scalable, multi-view, or 3-dimensional video coding,
multiple pictures may occur at one fime nstance and hence a POC value may wdentify
multiple pictures, i.¢., at different layers. Video encoder 20 and video decoder 30 may

use POC values of pictures to identify the pictures {e.g., for use in nter prediction).
J o .
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[8061] When video encoder 20 begins encoding a current picture of the video data,
video encoder 20 may generate five lists of POC values: PocStCurrBefore,
PoeStCurrAfter, PocStFoll, PocltCurr, and PocltFoll. Video encoder 20 may use these
five lists of POC values to generate five corresponding reference picture subsets for the
carrent picture: RetPicSetStCurrBefore, RetPicSetStCurrAfier, RefPicSetStFoll,
RefPicSetltCurr, and RefPicSetltFoll. For each POC value mn a Hst of POC values
{(e.g., PocStCurrBefore, PocStCurrAfter, PocStEoll, PocLiCurr, and PocLtFoll), video
encoder 20 may determine whether the DPB inchudes a reference picture that has the
POC value and, if so, video encoder 20 includes the reference picture n the reference
picture set corresponding to the Hst of POC values.

8362} The reference pictares in RefPicSetStCunrBefore, RefPicSetStCurAfier,
RefPicSetStFoll are referred to as “short-term refevence pictures” or “STRPs.” The
reference pictures in RetfPicSetliCurr and RetPicSetlLiFoll are referred to as “long-termo
reference pictures” or “LTRPs.” In some instances, LTRPs may remain avatiable for
use in inter prediction for longer periods of time than STRPs. Video encoder 20 may
re-generate the five hists of POC values and the corresponding reference picture sets for
cach picture of the video data.

{80363} Furthermore, when a current shice of the current picture is a P slice, video
encoder 20 may use the reference pictures from the RefPicStCurrAfier,
RefPicStCurrBefore, and RetPieStLtCurr reference picture subsets of the current picture
to generate a single reference picture list, RetPicList(, for the current slice, When the
current slice is a B slice, video encoder 20 may use the reference pictures from the
RetPicSiCurrAfter, RetPicStCurrBefore, and RefPicStLtCurr reference picture subscts
of the current picture to generate two reference picture lists, RefPicListd and
RefPiciist], for the current slice. When video encoder 20 uses inter prediction o
generate the predictive block of a PU of the current picture, video encoder 20 may
generate the predictive blocks of the PU based at least in part on one or more reference
pictures in one or more of the reference picture lists for the current slice.

[8064] Video encoder 20 may signal a set of LTRP entries in a sequence parameter set
(SPS). In other words, the SPS may explicitly signal a set of LTRP entries. Each of the
LTRP entrics may windicate a reference picture and may indicate whether the reference
picture is used for reference by the current picture. Furthermore, video encoder 20 may

signal, in a slhice header of the first (in coding order) slice of a current picture, indexes o
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LTRP entries signaled iu the SPS that are applicable to the current pictare. In this way,
the slice header may mphicutly signal (e, index t0) LTRP entries. In addition, video
encoder 20 may signal, in the shice header of the first slice of the current picture,
additional LTRP entries. In other words, the slice header may explicitly signal
additional LTRP entries.

[B8065] Table 1, below, shows the syntax of the portion, within an SPS, regarding

LTRPs.

TABLE 1 - SPS Syntax Related te L'THPs

long_term ref pies present flag u(l}

if{ long_termy_ref pics present flag ) {

puxa_loog ferm_ref pics_sps ue{v}
for( i =0; 1< num_long term_ref pics_sps; i++) {
it_ref pic_poc_Ish_spsii] w(v)
used_by_curr_pic 3t sps_flagii ] u(l)
¢

8066} In the example syntax of Table 1, above, and other syntax tables of this
disclosure, syntax elements with type descriptor ue{v) may be variable-length unsigned
integers encoded using 0 order exponential Golomb (Exp-Golomb) coding with left bit
first, Tn the example of Table | and the following tables, syutax elements having
descriptors of the form u(n), where # is a non-negative integer, are unsigoned values of
fength n.

(80671 In Table 1, the syntax element long term et pics present flag indicates
whether the SPS includes syntax clements that indicate a set of LTRPs, The syntax
clement num_long term ref pics sps indicates the number of LTRPs signaled in the
SPS. The syntax element It ref pic poc Isb sps|/] indicates the least-significant bits
(1.5Bs) of the POC value of an L'TRP at position 7 in the set of LTRPs. In some
cxamples, the SPS includes a syntax element {¢.g.,

fog? max pic order cnt Ish minusd) that indicates the maximum POC value that can
be represented using LSBs alone. In such examples, the maximmmm POC vahie that can

be represented using LSBs alone (e.g., MaxPicOrderCntlsb) may be equal to:
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o2 max pic order cnt kb minusd + 4)

MaxPicOrderCntLsh = 2 (982

whether the ETRP entry at position / in the set of LTRP entries is used in the reference
picture set of a current picture. An LTRP entry in the SPS may be defined as a tuple
consisting of It _ref pic poc Isb spsfil and used by cwrr pic it sps flag[i]. In other
words, an LTRP entry may be a LSB syntax elernent and a usage syntax clement, where
the LSB syntax element indicates the LSBs of a POC value of a reference picture and
the usage syntax clement indicates whether the reference picture is used for refercuce by
the current picture.

[8G69] Table 2, below, shows the syntax of a portion of a slice header regarding LTRPs.

TABLE 2 — Slice Header Syntax Related to L'TRPs

ifl num long term ref pics_sps> ()

aum_long term_sps uef{ v}
summ_long_term_ples ue{v)
for{ i ={0; i < nuny_long_ term_sps + num_long term_pics; i++ ) {

if{ i < pum_long terni_sps )

i idx_sps{i] (V)
¢lse

poe_Ish It 1] u(v}

used by _curr pic B flag{ ] u(l})
y
delta_pec_mshb_present flagli] w1}

iff delta_poc_rusb_present_flag{i ]}

delta_poc_msh_cysle 3l 1] ue{vy

(8078} In Table 2, the syntax element min_long term sps indicates the number of
candidate LTRPs specified in the applicable SPS for the current picture. The syntax
clement num _long term pics indicates the number of LTRP entries specified in the
stice header that are included in the LTRP set of the current picture. The syntax element
It idx sps[il specifies an index into the LTRP entries specified by the applicable SPS

for the current picture. The poc Isb 1t{7] symtax clement may specify the value of the
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least-significant bits of the POC value of the i-th LTRP in the LTRP set of the current
picture. The used by curr_pic Ut flagli] syntax clement may specity whether the i-th
LTRP 10 be included in the LTRP set of the current picture i¢ used for reference by the
current picture.

(808711 The syntax element delta_poc_msb present {flag/] indicates whether the

delta poc msh cycle U[i] syntax element s present in the shice header. The

defta poc msbh cycle Ufi} syntax clement is used to determine the value of the most-
significant bits (MSBs) of the /~th LTRP 1o the LTRP set of the current picture.
Typically, STRPs do not remain in the DPB for extended sequences of pictures.
Accordingly, the LSBs of the POC valucs of the STRPs may be sufficient to distinguish
different STRPs. In contrast, LTRPs may remain in the DPB for longer sequences of
pictures. Accordingly, the full POC valaes (1.e., the MSBs and LSBs of POC values) of
LTRP may be necded to distinguish different LTRPs in the DPB and to distinguish
LTRPs from STRPs in the DPB.

88721 Because the number of pictures between different LTRPs signaled in the slice
header is relatively unlikely 1o be significantly greater than the nurnber of different
pictures that can be indicated using only the LSBs of POC values, the number of bits
required to indicate the difference between MSBs of POC values of the different LTRPs
is Tikely to be smaller than the number of bits required to explicitly indicate the MSBs
of the POC values of the different LTRPs. Accordingly, the delta poc_msb cycle
syntax clements may indicate differences between MSBs of POC values of LTRPs.
Furthermore, if there 18 no difference between the LSBs of the POC values of a first
LTRP and a second LTRP, a dehia_poc rosb_present_flag syntax elernent may indicate
that the shice header includes a delta poc _msh cycle It syntax element for the second
LTRP that represents the difference between the MSBs of the POC values of the first
and the second LTRP. In other words, the delta_pos_msb_present flagli] syntax
clement may indicate that the delta_poc_msb_cycle I/} syotax element indicates the
difference of the MSBs or the i-th and the (7 — 1 -th LTRP when the LSBs of the POC
value of the /-th LTRP are equal to the L8Bs of the POC value of the (i — 1)-th LTRP.
{88731 Thus, in the syntaxes of Tables 1 and 2, the signaling of LTRPs may involve
signaling the LSBs of POC values of LTRPs in the SPS or the slice header, and

signaling the MSB-cycle difference, in some cases, in the slice header,
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{60741 An LTRP entry in the slice header may be defined as either the LSB and the flag
signaled by the poc Isb l[i] syntax element and the used by curr_pic It tlagfi] syntax
clernent, or the LSB and the flag corresponding to the entry in the SPS indicated by the
It idx sps[ii syntax element. When an LTRP entry 1s signaled in a slice header using
the It idx spsii] syntax element, this disclosure refers to the LTRP entry as being
indexed in the slice header, and the corresponding entries are derived from the SPS.
When an L'TRP entry is signaled in a slice header using the poc_Isb Wi} syntax clement
and the used by curr pic I flag{i] syntax clement, this disclosure refers to the LTRP
cutry as being explicitly signaled i the slice header.

8075 For cach respective LTRP entry explicitly signaled in the SPS, video encoder 20
may signal whether a reference picture indicated by the respective LTRP entry is used
by a current picture. The RefPicStLaCurr reference picture subset {or the current pictare
inchades the reference pictares indicated by the LTRP cniries signaled in the shice
header that may be used for reference by the current picture. The RefPicStLtFoll
reference pictore subset of the current picture may inchude the reference pictures
mndicated by LTRP entrics signaled in the slice header that are not used for reference by
the current picture.

{83761 Video decoder 30 may obtain an SPS and a slice header from a bitsiream. When
video decoder 30 starts decoding a first slice of a current picture, video decoder 30 may
determine that a particular SPS is applicable to the current picture. Furthermore, video
decoder 30 may determine, based at least in part on syntax clements in the applicable
SPS and/or syntax elements in the shice header, POC values to be included in
PocStCurrBefore, PocStCurrAfier, PocStFoll, PocliCurr, and PocLtFoll. Video
decoder 30 may then use PocStCurrBefore, PocStCurrAfier, PocStFoll, PocltCurr, and
PocLtFoll to determine the reference picture subsets for the current picture:
RefPicSetStCurrBefore, RefPicSeiSitCurrAfter, RefPicSetStFoll, RefPicSetLiCuarr, and
RefPicSetitFoll. Subsequently, video decoder 30 may use RefPicSiCurrBefore,
RefPicSetStCurrAfier, and RefPicSetbLtCurr to determine one or more reference picture
lists (e.g., RefPicList0 and RefPicListl) for the current picture. As described above,
video decoder 30 may use reference pictures in the reference pictare hists for inter
prediction of PUs.

{8G771 The above-described signaling scheme has several drawbacks. In one example

drawback of the above-described signaling scheme, the stice header itself may explicitly
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signal the same LTRP entry sultiple times. In other words, there is no restriction in the
above-described sernantics that disaliows the same L'TRP entry to be signaled
{explicitly or indexed) more than once in one slice header. In another exampie
drawback of the above-described signaling scheme, the SPS may indicate that a
particular LTRP is not used by the current picture and concurrently a shice header may
indicate that the particular LTRP 1 used by the current picture, or vice versa, For
instance, the slice header may explicitly signal and/or index to LTRP entries that
mndicate the same reference picture but have different vahues for the

used by curr pic flag syntax clement. Consequently, the above-described syntax and
sernantics allow for a slice header that signals LTRP entries that indicate that a
particular reference picture is in both the RefPicSetLtCurr subset and the
RefPicSetLtFoll subset. This confusion between whether the particular LTRP is used
tor reterence by the current picture may cause decoding problems for video decoder 30,
I8078] Hence, in accordance with one or more technigues of this disclosure, restrictions
may be added such that each LTRP that is signaled (exphcitly or indexed) in a shice
header must refer to a distinet reference picture among all the UTRPs that are signaled
{explicitly or indexed) in the slice header. For instance, video encoder 20 is restricted
from implicitly signaling (i.¢., indexing to} multiple LTRP entries that indicate the same
LTRP, restricted from explicitly signaling multiple LTRP entries that indicate the same
LTRP multiple times, and restricted from iroplicitly and explicitly signaling LTRP
entrigs that indicate the same LTRP,

{8079} Thus, video encoder 20 may signal, in a slice header for a current slice of a
current picture, a first LTRP entry. The first LTRP entry roay indicate that a particular
reference picture is in a long-term reference picture sct of the current picture. The long-
term reference picture set of the current picture may inchlude reference pictures in
RefPicSetitCuorr and RefPicSetLtFoll. Furthermore, video encoder 20 may signal, in
the slice header, a second LTRP entry only if the second LTRP entry does not indicate
that the particular reference picture is in the long-term reference picture set of the
current picture. In some examples, a bitstream may fail a bitstream conformance test if
two LTRP entries signaled in a shice header in the bitstream indicate that the same
reference picture is in the long-terr reference picture set of the current picture.

80380} In some examples, video encoder 20 may signal the first LTRP entry by

inclading, n the slice header, an index to the first LTRP entry. In this example, video
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encoder 20 may signal the secoud LTRP entry by including, 1o the slice header, the
second LTRP entry only if the second LTRP entry does not indicate that the particular
reference picture is in the reference picture set of the current picture. For instance,
video encoder 20 may generate the slice header such that the slice header is in
compliance with a restriction that prohibits the shice header from explicitly including a
particular LTRP endry if the slice header includes an index to an equivalent LTRP entry
in the SPS. Thus, a bitstream may fail a bitstream conformance test if a slice header
fuchides a particular LTRP and includes an index to an equivalent LTRP entry in the
SPS. In this cxample, the particular LTRP entry inchades an LSB syntax clement and a
usage syntax clement. Furthermore, in this example, the equivaicnt LTRP entry
includes a LSBE syntax element that matches the LSB syntax element of the particular
LTRP entry and the equivalent LTRP entry inchudes a usage syntax element that
matches the usage syntax clement of the particular LTRP. The LSB syuotax element of
the particular LTRP entry and the LSB syntax element of equivalent LTRP entry
mndicate LSBs of POC values. The usage syntax element of the particalar LTRP entry
and the usage syntax element of the equivalent LTRP entry indicate whether reference
pictures may be used for reference by the current picture.

{3081} In another example, the set of LTRP entrics in the SPS may inchide the first
LTRP entry and the second LTRP entry. In this example, video encoder 20 may
include, in the shice header, an index to the first LTRP and may include, in the shice
header, an index to the second LTRP entry only if the second LTRP entry dogs not
indicate that the particular reference picture is in the long-term reference pictare set of
the current picture,

13082 In still another example, video encoder 20 may signal the first LTRP entry by
inchading, in the slice header, the first LTRP entry. Furthermore, video encoder 20 may
signal the second LTRP entry by including, in the slice header, the second LTRP entry.
Thus, video encoder 20 may include, in the shice header, the first LTRP cutry and may
include, in the slice header, the second LTRP entry only if the second LTRP entry does
not indicate that the particular reference picture is in the long-term reference pictare set
of the current picture. In this way, video encoder 20 may generate the shice header such
that the slice header 15 in compliance with a restriction that prohibits the slice header
from including two LTRP entries that indicate reference pictures having the same POC

value, Thus, a bitstream may fail a bitstream conformance test if a slice header in the
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bitstream includes two LTRP entries that indicate reference pictures having the same
POC value,

80831 As indicated above, the long-term reference picture set of the current picture
may include a first subset (e.g., RetPicStLtCurr) and a second subset (e.g.,
RefPicStLiFolt). The first subset may inchude LTRPs used for reference by the corrent
picture and the second subset roay include LTRPs used for reference by other pictures.
In accordance with the techniques of this disclosure, video encoder 20 may generate the
shice header such that the shice header is in compliance with a restriction that prohibits
the first subset from including two reference pictures with the same POC value, a
restriction that prohibits the second subset from inchuding two reference pictures with
the same POC vahue, and a restriction that prohibits the first and second subsets from
inclading reference pictures with the same POC value. Thus, a bitstrearm may fail a
bitstrearn conformance tost if the tirst subset includes two reference pictures with the
same POC value and/or if the second subset inchudes two reference pictures with the
same POC value.

{60841 Furtherroore, in some examples, for cach respective LTRP entry in the set of one
or more LTRP entries in the SPS, the slice header inchudes an index to the respective
LTRP entry only if the slice header does not already inchide a copy of the index to the
respective LTRP entry. In this way, video encoder 20 may generate the shice header in
compliance with a restriction that prohibits the slice header fror including two indexes
to a single LTRP entry in the SPS. Thus, a bitstream may fail g bitstream conformance
test if a slice header includes two indexes to a single LTRP entry in an SPS.

60851 Tn another example drawback of the signaling scheme of HEVC Working Draft
8, an SPS may cxplicitly signal the same LTRP entry multiple times. Explicitly
signaling the same LTRP entry multiple times in either an SPS or a slice header may
reduce coding efficiency. In other words, there 15 no restriction in the above-described
semantics for the same LTRP eniry heing signaled more than once in the SPS.

[8086] In accordance within one or more techniques of this disclosure, a restriction may
be added that disallows duplicate LTRP entrics among the LTRP entries signaled in an
SPS. In other words, video encoder 20 s restricted from generating an SPS that
explicitly signals the same LTRP entry multiple times. For example, video encoder 20
may generate an SPS such that the SPS includes a particular LTRP entry only if the SPS

does not already include a copy of the particular LTRP entry. Tn this way, video
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encoder 20 may generate the SPS such that the SPS conforms to 8 restriction that
profubits the SPS from including two or more copies of the same LTRP entry. Tn some
instances, a device (such as video encoder 20 or video decoder 30) may perform g
bitstream conformance test to determine whether a bitstream is in conformance with a
video coding standard, such as HEVC. A bitstream may {ail to satisfy the bitstream
conformance test if the SPS ncludes two or more copies of the same LTRP entry.
{8087} In another example drawback of the signaling scheme of HEVC Working Draft
R, video encoder 20 may potentially generate a slice header that explicitly indicates an
LTRP entry and also implicitly indicates the same UTRP entry. Thus, the
RefPicStLtCurr and/or the RefPicStLiFoll of the current picture may potentially include
the same LTRP entry twice. In other words, LTRP entrics may be signaled in the SPS
and indexed (i.e., implicitly indicated) 1u the shice header. However, the above-
described semantics may permit any LTRP entry signaled 1u the 3PS 1o he also
explicitly signaled in the slice header. Such flexibility may be unnecessary.

{8088} Hence, in accordance with one or more techniques of this disclosure, &
restriction may be added such that an LTRP euotry 15 not directly signaled in any shice
header when an equivalent LTRP entry is included in the SPS. Thus, for cach
respective LTRP entry in the SPS, the slice header does not inchide a particular LTRP
entry if the particalar LTRP entry matches the vespective LTRP entry in the SPS. For
instance, a bitstream may fail a bitstream conformance test if the SPS includes two
matching LTRP entries.

8089} In another example drawback of the signaling scheme of HEVC Working Draft
8, the value of the delta_poc_msb present flagii] syotax eleroent conditions the
signaling of the delta_poc msb cvele It[if syntax element. In other words, the
signaling of the delta poc msb cvele t[ii syntax element depends on the value of
delta poc msb present flagli] syntax element. As explained above, the

delta poc msh present flag[i] syntax cleroent roay indicate that the

defta poc msh cycle lffi] syntax clement is not present if the MSBs of the POC value
of the i-th LTRP are equal to the MSBs of the POC value of the (7 — 13-th LTRP. The
delta poc msh cycle 1tfi] syntax element is Exponential-Golomb coded {i.e. ue(v)
coded). However, the explicit signaling of the delta_poc_msb_present flagli] syntax

element may not be necessary, and the delta poc _msb_cycle Itfi] syntax element may
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be modified to cover all the cases (i.e., both the case where MSBs of a POC value are
signaled and where MSBs of a POC value are not signaled).

13090} Hence, in accordance with one or more techniques of this disclosure, the

delta poc msb present flagfi] syntax element is removed from the slice header syntax
and the semantics of the delta_poc_msb_cycle Hii] syntax element are moditied to
cover all the possible cases. As described herein, the value of the

defta poc msh cycle It syntax element (or an equivalent syntax eloment) for the /-th
LTRP for the current picture may be required to be greater than § when there are
multiple reference pictures in the DPB, excluding those pictures that are signaled as
STRPs for the current picture, with POC vahlues modulo MaxPicOrderCntlsh equal to
the LSBs of the POC value of the /-th LTRP, where MaxPicOrderCntlsb is the greatest
value that can be represented using only the L8Bs of a POC valae,

{8081} In another example drawback of the signaling scherme ot HEVC Working Draft
8, when there are two reference pictures in the DPB with the same LSBs, and one of the
pictures is signaled as an STRP and the other picture as an LTRP, the semantics of
HEVC Working Draft & mandate that the MSB wnforraation of the LTRP be signaled.
However, in this case, the MSB information for the LTRP need not be signaled. Hence,
in accordance with one or more techniques of this disclosure, the semantics and the
derivation process of the refercuce pictare set may be modified such that when there are
n (where 1 > 1) reference pictares in the DPB with POC values baving the same LSBs,
and (n — 1) of those pictures are signaled as STRPs and the #-th picture is signaled as an
LTRP, then the M3Bs of the POC value of the LTRP are not allowed {0 be signaled.
(60921 Tn HEVC Working Draft 8, an SPS may include a plurality of short term
reference picture set (STRPS) syntax structures (e.g., short_term ref pic set syntax
structures). A slice header may either include a STRPS syntax structure or inclade one
or roore syntax elements indicating one of the STRPS syntax structares in the applicable
SPS. Sets of STRPs (i.e., RefPicSetStCurrBefore, RefPicSetStCurrAfter, and
RefPicSetStFoll) for the current picture may be signaled in g STRPS syntax structure,
16093} More specifically, the sets of STRPs for the current picture may be signaled ina
STRPS syntax structure in one of two ways. In the first way, the STRPS syntax
structure includes syntax elerpents that enable video decoder 30 to determine, based at
feast in part on syntax elements in a reference STRPS syntax structure in the applicable

SPS, an array of DeltaPoc30 values and ap array of DeltaPocS1 values. In the second
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way, the STRPS syntax structure includes syntax elements that enable video decoder 30
1o deterrine the array of DeltaPocS0 values and the array of DeltaPocS1 values without
reference to any other STRPS syntax structure. The array of DeltaPocS0 values
indicates values to add o the POC value of the current picture to determine POC values
in PocStCorrBetore and PocStFoll. The array of DeltaPocS1 values indicates valies to
subtract from the POC value of the current picture to determoine POC values in
PocStCurrAfier and PocStFoll. As indicated above, video decoder 30 may determine
RetPicSetStCurrBefore based at least in part on PocStCuarrBetore. Video decoder 30
may determine RefPicSetStCurrAfter based at least in part on PocStCurrAtier. Video
decoder 30 may determine RefPicStFoll based at least in part on PocStFoll.

80694} Another example drawback of the signaling scheme of HEVC Working Draft 8
is that it is possible to repeat the same STRPs in the Hist of STRPs, which should be
disallowed. In other words, the SPS may include roultiple identical STRPS syntax
structures. [t is also possible that 8 STRPS syntax structure explicitly signaled in the
slice header 1s identical to a STRPS syntax structure signaled in the SPS, which should
also be disallowed. Heunce, one or more techuiques of this disclosure may restrict video
encoder 20 such that no two short-term reference picture set candidates (i.e., no two
STRPS syntax siructures) signaled in the SPS are identical. Furthermore, in accordance
with one or more technigues of this disclosure, video encoder 20 is restricted from
signaling a STRPS syntax structure in the slice header if an identical pattern (G.e.,
STRPS syntax structure) is signaled among the short-term RPS candidates {1.¢., STRPS
syntax structures) in the SPS. That is, a short-term reference picture set pattern (i.¢, a
STRPS syntax structure) cannot be explicitly signaled in the slice header if an wdentical
candidate (i.e., an identical STRPS syntax structure) is prosent in the candidate list in
the SPS.

8095} FIG. 2 1s a block diagram illustrating an example video encoder 20 that may
wmplement the technigues of this disclosure. FIG. 2 is provided for purposes of
explanation and should not be considered limiting of the technigues as broadly
exemplified and described in this disclosure. For purposes of explanation, this
disclosure describes video encoder 20 n the context of HEVC coding. However, the
echnigues of this disclosure may be applicable to other coding standards or methods,
{83096} In the example of FIG. 2, video encoder 20 includes a prediction processing unit

100, a residual generation unit 102, a transform processing unit 104, a quantization anit
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106, an inverse quantization unit 108, an imverse transform processing unit 118, a
reconstruction unit 112, a filter unit 114, a decoded picture buffer 116, and an entropy
encoding unit 118, Prediction processing unit 100 inchudes an inter-prediction
processing uvnit 128 and an intra-prediction processing unit 126, Inter-prediction
processing vnit 120 inchides a motion estimation unit 122 and a motion compensation
unit 124, In other examples, video cocoder 20 may include roore, fower, or different
functional components.

(80971 Video encoder 28 may receive video data. Video encoder 20 may encode cach
CTU i a shice of a picture of the video data. Hach of the CTUs may be associated with
equally-sized luma coding tree blocks (CTRs) and corresponding CTRs of the picture.
As part of encoding a CTU, prediction processing vnit 133 may perform quad-tree
partitioning to divide the CTBs of the CTU into progressively-smaller blocks. The
smaller blocks may be coding blocks of CUs. For example, prediction processing unit
100 may partition a CTB associated with a CTU into four equally-sized sub-blocks,
partition one or more of the sub-blocks into four equally-sized sub-sub-blocks, and so
oL

13098] Video encoder 20 may encode CUs of a CTU to generate encoded
representations of the CUs (i.e., coded CUs). As part of encoding a CU, prediction
processing unit 130 may partition the coding blocks associated with the CU among one
or more PUs of the CU. Thus, each PU may be associated with a tama prediction block
and corresponding chroma prediction blocks. Video encoder 20 and video decoder 30
may support PUs having various sizes. As indicated above, the size of @ CU may refer
10 the size of the luma coding block of the CU and the size of a PU ruay refer 1o the size
of a tuma prediction block of the PU. Assuming that the size of g particular CU &8
ZNx2ZN, video encoder 20 and video decoder 30 may support PU sizes of 2ZNxZN or
NxN for intra prediction, and symmetric PU sizes of 2Nx2N, 2NxN, Ni2N, NxN, or
similar for inter prediction. Video encoder 20 and video decoder 30 may also support
asymumetric partitioning for PU sizes of ZNxnU, 2NxnD, nLx2N, and nRx2N for inter
prediction.

80991 Inter-prediction processing unit 120 may generate predictive data for a PU by
performing jnter prediction on cach PU of a CU. The predictive data for the PU may
inchade predictive blocks of the PUI and motion information for the PU. Inter-prediction

processing unit 120 may perform ditfercut operations for a PU of a CU depending on
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whether the PU is 1n an I slice, a P slice, or a B slice. In an | slice, all PUs are intra
predicted. Hence, if the PU is inan 1 shice, inter-prediction processing unit 120 does not
perform inter prediction on the PU.

{3160} When video encoder 20 begins encoding a current picture, inter-pradiction
processing unit 120 may determine reference picture subsets for the current picture.
Furthermore, inter-prediction processing vnit 120 may determine, based at least in part
on the reference picture subsets for the current picture, one or more reference picture
lists for the current picture. Inter-prediction processing unit 120 may signal the
reference picture subsets for the current picture using synfax clements in an SPS
applicable to the current picture and one or more slice headers of one or more slices of
the current picture.

{8181} In accordance with one or more techniques of this disclosure, inter-prediction
processing unit 120 may generate a slice header for a current slice of the current picture
such that the slice header does not signal {either explicitly or via indexing) two LTRP
eutries associated with the same reference picture. For example, inter-prediction
processing unit 120 may signal, in the slice header, a first LTRP eniry. In this example,
the first LTRP entry may indicate that a particular reference picture is in a long-term
reference picture set of the current pictiwe. Furthermore, in this example, inter-
prediction processing unit 120 may signal, 1o the shice header, a second LTRP entry
only if the second L'TRP entry does not indicate that the particular reference picture is in
the long-term reference picture set of the current picture.

{6102} I a PU is in a P slice, motion estimation unit 122 may search the reference
pictures 1o a hist of reference pictares (e.g., “RefPicList(”) for a reference region for the
PU. The reference region for the PU may be a region, within a reference picture, that
contains sample blocks that most closely corresponds to the prediction blocks of the PU.
Motion estimation unit 122 may generate a reference index that indicates a position in
RefPicListd of the reference picture containing the reference region for the PU. In
addition, motion estirnation unit 122 may generaie a motion vector that indicates a
spatial displacement between a coding block of the PU and a reference location
associated with the reference region. For instance, the motion vector may be a two-
dimensional vector that provides an oftset from the coordinates in the current decoded
picture to coordinates in a reference picture. Motion estimation unit 122 may output the

reference index and the motion vector as the motion nformation of the PU. Motion
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compensation anit 124 may generate the predictive blocks of the PU based on actual or
faterpolated samples at the reference location indicated by the motion vector of the PUL
(61031 Ifa PU 15 in a B slice, motion estimation unit 122 may perform uni-prediction or
bi-prediction for the PU. To perform uni-prediction for the PU, motion estimation unit
122 may search the reference pictures of RefPicListd or a second reference picture list
(“RetPicList]™) for a reference region for the PU. Motion estimation unit 122 may
output, as the motion information of the PU, a reference index that indicates a position
i RetPicListd or RetPicListl of the reference picture that contains the reference region,
a motion vector that indicates a spatial displacoement between a sample block of the PU
and a reference location associated with the reference region, and one or more
prediction direction indicators that indicate whether the reference picture s in
RefPicListd or RefPicListl. Motion compensation unit 124 way generate the predictive
blocks of the PU based at least in part on actual or interpolated samples at the reference
region indicated by the motion vector of the PU.

{8184 To perform bi-directional inter prediction for a PLU, motion estimation unit 122
may search the reference pictures in RefPicListd for a reference region for the PU and
may also search the reference pictures in RefPiclist] for another reference region for
the P1J. Motion estimation unit 122 may generate reference indexes that indicate
posttions in RefPicListd and RefPicListl of the reference pictures that contain the
reference regions. o addition, motion estimation unit 122 may generate motion vectors
that indicate spatial displacements between reference locations associated with the
reference regions and a prediction block of the PU. The motion information of the PU
may include the reforence indexes and the motion vectors of the PU. Motion
compensation unit 124 may generate the predictive sample blocks of the PU based at
feast in part on actual or interpolated samples at the reference region indicated by the
motion vectors of the PUL

{8105} Intra-prediction processing unit 126 may generate predictive data fora PU by
performing intra prediction on the PU. The predictive data for the PU may inclade
predictive sample blocks for the PU and various syntax elements. Intra-prediction
processing unit 126 may perform intra prediction on PUs in 1 slices, P slices, and B

shce

2]

{3106} To perform intra prediction on a8 PU, intra-prediction processing unit 126 may

use multiple intra prediction modes to generate multiple sets of predictive data for the
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PUL Intra-prediction processing unit 126 roay use samples from spatially-neighboring
blocks to generate the predictive blocks of 2 PU. The neighboring PUs may be above,
above and to the right, above and 10 the left, or to the left of the PU, assuming a lefi-to-
right, top-to-bottom encoding order for PUs, CUs, and CTUs. Intra-prediction
processing unit 126 may use various mumbers of intra prediction modes, e.g., 33
directional intra prediction modes. In some cxaroples, the number of intra prediction
modes may depend on the size of the prediction blocks associated with the PU.

81071 Prediction processing unit 100 may select the predictive data for PUs of a CU
frora among the predictive data generated by inter-prediction processing unit 120 for the
PUs or the predictive data generated by intra-prediction processing unit 126 for the PUs,
In some examples, prediction processing unit 100 selects the predictive data for the PUs
of the CU based on rate/distortion metrics of the sets of predictive data. The predictive
blocks of the sclected predictive data moay be referved to berein as the selected predictive
blocks.

[6108] Residual generation unit 102 roay generate, based on the huma, Ch and Cr
coding blocks of a CU and the selected predictive tuma, Ch and Cr blocks of the PUs of
the ClJ, a tuma, Cb and Cr residual blocks of the CU. For instance, residual gencration
unit 192 may generate the residual blocks of the CU such that each sample in the
residual blocks has a value equal to a difference between a sample 1o a coding block of
the CU and a corresponding sarople in a corresponding sclected predictive block of a
PU of the CU.

[8109] Transform processing unit 104 may perform quad-tree partitioning to partition
the residual blocks associated with a CU into transforro blocks associated with TUs of
the CU. Thus, a TU may be associated with a luma transform block and two
corresponding chroma transform blocks. The sizes and positions of the luma and
chroma transform blocks of TUs ot a CU may or may not be based on the sizes and
posttions of prediction blocks of the PUs of the CU. A quad-tree structure known as a
“residual quad-tree” (RQT) may include nodes agssociated with cach of the regions. The
TUs of a CU may correspond to leaf nodes of the RQT.

{81187 Transform processing unit 104 may generate cocfficient blocks for each TU ot a
CU by applying one or more transforms to the transform blocks ot the TU. Transform
processing unit 14 may apply various transforms to a transform block associated with a

TU. For example, transform processing unit 104 may apply a discrete cosine transform
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(DCT), a directional transform, or a conceptually similar transform to a transform block.
In some examples, transform processing unit 104 docs not apply transforms to a
transform block. In such examples, the transform block may be treated as a coefficient
block.

{8111} Quantization unit 136 may quantize the transform coefficients 1 a coefficient
block., The quantization process may reduce the bit depth associated with some or all of
the transform coefficients. For example, an #-bit transform coefficicnt may be rounded
down to an m-bit transform coefficient during guantization, where » is greater than m.
Quantization untt 106 may quantize a coefficient block associated witha TU of a CU
based on a quantization parameter (3P} vahue associated with the CU. Video encoder
20 may adjust the degree of quantization applied to the coefficient blocks associated
with a CU by adjusting the QP value associated with the CU. Quantization may
introduce loss of mformation, thus quantized transform coefficionts may have lower
precision than the original ones.

[8112] Tnverse quantization unit 108 and inverse transform processing unit 110 may
apply nverse quantization and inverse transtorms to a coefficient block, respectively, to
reconstruct a residual block from the coefficient block. Reconstruction unit 112 may
add samples of the reconstructed residual block to corresponding sampies from one or
more predictive blocks generated by prediction processing unit 100 to prodace a
recoustructed transform block associated with a TUL By reconstructing transform
blocks for each TU of a CU in this way, video encoder 20 may reconstruct the coding
blocks of the CU.

[§113] Filter umit {14 moay perform one or more deblocking operations to reduce
blocking artifacts in the coding blocks associated with a CU. Decoded picture buffer
116 may store the reconstructed coding blocks after filter unit 114 performs the one or
more deblocking operations on the reconstructed coding blocks. Inter-prediction
processing unit 120 moay use a reference picture that contains the reconstructed coding
blocks to perform inter prediction on PUs of other pictures. In addition, intra-prediction
processing unit 126 may vse reconstructed coding blocks in decoded picture buffer 116
1o perform intra prediction on other PUs in the same pictare as the CUL

{6114} Entropy encoding unit 118 may receive data from other functional components
of video encoder 2. For example, entropy encoding unit 118 may receive coefficient

blocks from quantization unit 106 and may receive syntax elements from prediction
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processing unit 100, Entropy encoding unit |18 may perform one or more entropy
cucoding operations on the data to generate entropy-encoded data. For example,
entropy encoding unit 11¥ may perform a context-adaptive variable length coding
(CAVLC) operation, a CABAC operation, a variable-to-variable (V2V) length coding
operation, a syntax-based context-adaptive binary arithmetic coding (SBAC) operation,
a Probability Interval Partitioning Entropy (PIPE) coding operation, an Exponential-
Golomb encoding operation, or another type of entropy encoding operation on the data.
Video encoder 20 may output a bitstream that inchudes entropy-encoded data generated
by endropy encoding unit 118, For instance, the hitstream may inchude data that
represents a RQT fora CU.

[#115] FIG. 3 is a block diagram illustrating an example video decoder 30 that is
configured to implement the techniques of this disclosure. FIG. 3 is provided for
purposes of explanation and is not limaiting on the techniques as broadly exemplified
and described in this disclosure. For purposes of explanation, this disclosure describes
video decoder 30 1 the context of HEVC coding. However, the techniques of this
disclosure may be applicable to other coding standards or methods. The bitstream may
also inchude syntax elements that are not entropy coded.

[#116] In the example of FIG. 3, video decoder 30 mclades an entropy decoding unit
£50, a prediction processing unit 152, an inverse quantization unit 154, an inverse
transforra processing unit 156, a reconstruction unit 158, a filter unit 160, and a decoded
picture buffer 162, Prediction processing unit 152 inchudes a motion compensation unit
164 and an intra-prediction processing unit 166, In other examples, video decoder 30
may include more, fower, or different functional components.

(81171 Video decoder 30 may reccive a bitstream.  Entropy decoding unit 150 may
parse the bitstream to obtain syntax elements from the bitstream. Entropy decoding unit
150 may entropy decode entropy-encoded syntax elements in the bitstream. Prediction
processing unit 152, inverse quantization unit 154, inverse transform processing unit
156, reconstruction unit 15%, and filter unit 160 may generate decoded video data based
on the syntax elements obtained from the bitstream.

{6118} The bitstream may comprise a series of NAL anits. The NAL anits of the
bitstream may inchude coded slice NAL units, As part of decoding the butstreary,
entropy decoding unit 150 may obtain and entropy decode syntax elements from the

coded slice NAL units. Each of the coded slices may include a slice header and shice
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data. The shice header may contain synfax elements pertaining to a slice. The syntax
clerpends in the slice header may include a syntax element that identifies a PPS
associated with (i.c., applicable t0) a picture that contains the slice.

[#119] In addition to obtaining syntax elements from the bitstream, video decoder 30
may pertform a reconstruction operation on a CU. To perform the recoustruction
operation on a CU, video decoder 30 may perform a reconstruction operation on each
TU of the CU. By performing the reconstruction operation for cach TU of the CU,
video decoder 3¢ may reconstruct residual blocks of the CU.

{61201 As part of performing a reconstruction operation on a TU of a CU, inverse
quantization unit 154 may inverse quantize, i.¢., de-quantize, cocfficient blocks
associated with the TU. Inverse quantization unit 154 may use a QP value associated
with the CU to determine a degree of quantization and, likewise, a degree of inverse
quantization for inverse quantization unit 154 1o apply. That is, the compression ratio,
i.c., the ratio of the number of bits used to represent original sequence and the
compressed one, may be controlled by adjusting the value of the QP used when
quantizing transform coefficients. The compression ratio may also depend on the
method of entropy coding emploved, if any.

{4121} After inverse quantization unit 154 inverse quantizes a coefficient block, inverse
transform processing unit 156 may apply one or more inverse transforms to the
coefficient block in order to generate a residual block associated with the TU. For
example, inverse transform processing unit 156 may apply an inverse DCT, an inverse
integer transform, an inverse Karhunen-Loeve transform (KLT), an inverse rotational
transtorm, an inverse directional franstorm, or another inverse transform to the
coctiicient block.

#1227 If a PU 1s encoded using intra prediction, intra-prediction processing unit 166
may perform intra prediction to generate predictive blocks for the PUL Intra-prediction
processing unit 166 may use an intra prediction mode to generate the predictive huma,
Ch and Cr blocks for the PU based on the prediction blocks of spatially-neighboring
PUs. Intra-prediction processing unit 166 may determine the intra prediction mode for
the PU based on one or more syntax elements obtained from the bitstream.

{61231 When video decoder 30 begins decoding a current picture, prediction processing
unit 152 may determine reference picture subsets for the current picture based on syntax

elements in an SPS applicable to the current picture and syntax elements in a slice
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header of a slice of the current picture. The reference picture subsets for the current
picture may inchade RefPicSetStCurrBefore, RefPicSetStCurrAfter, RefPicSetStFoll,
RefPicSetLiCurr, and RefPicSetLiFoll.

[#124] One or more LTRP entries may be signaled in the shice header. The LTRP
entries may be signaled in the slice header using indexes and/or explicitly signaled in
the slice header. Each of the LTRP entries sigualed in the slice header indicates a
reference picture in a long-term reference picture subset of the current picture (e.g.,
RetPicSetLiCurr and RetPicSetLiFoll). In accordance with one or more techniques of
this disclosure, two L'TRP eutrics signaled iu the slice header cannot indicate that the
sarme refercnce picture is inchuded in the long-term reference picture set of the current
picture. For instance, when the set of one or more LTRP entries includes a first LTRP
entry indicating that a particular reference picture s 1o a long-term reference picture set
of the current picture, the set of one or more LTRP entries includes a second LTRP
entry only if the second LTRP entry does not indicate that the particular reference
picture is in the long-term reference picture set of the current picture.

[§125] Prediction processing unit 152 may construct a first reference picture st
{RetPicListdd) and a second reference picture list (RefPicListl ) based at least in part on
the reference pictures in decoded picture buffer 162 and the reference pictures in
RefPicSetStCurrBefore, RefPicSetSiCurrAfter, and RefPicSetitCurr. Furthermore, it a
PU s encoded using inter prediction, entropy decoding unit 150 may extract motion
information for the PU. Motion corapensation unit 164 may determine, based on the
motion information of the PU, one or more reference regions for the PU. Motion
compensation unit 164 may generate, based on samples blocks at the one or more
reference blocks for the PU, predictive luma, Ch and Cr blocks for the PU.

{126} Reconstruction unit 158 may use the fuma, Cb and Cr transform blocks
associated with TUs of a CU and the predictive tuma, Cb and Cr blocks of the PUs of
the CU, 1.e., either infra-prediction data or inter-prediction data, as applicable, to
reconstruct the luma, Cb and Cr coding blocks of the CU. For example, reconstruction
unit 158 may add samples of the uma, Cb and Cr transtform blocks to corresponding
saroples of the predictive tuma, Cb and Cr blocks to reconstruet the uma, Ch and Cr
coding blocks of the CUL

#4127} Filter unit 160 may perform a deblocking operation to reduce blocking artifacts

associated with the tama, Cb and Cr coding blocks of the CU. Video decoder 30 may
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store the tuma, Cb and Cr coding blocks of the CU in decoded picture buffer 162,
Decoded picture buffer 162 may provide reference pictures for subsequent motion
compensation, intra prediction, and presentation on a display device, such as display
device 32 of FIG. 1. For instance, video decoder 30 may perform, based on the luma,
Ch and Cr blocks in decoded picture buffer 162, intra prediction or inter prediction
operations on PUs of other CUs. Tn this way, video decoder 30 roay obtain, from the
bitstream, transform coefficient levels of the significant luma coefficient block, inverse
quantize the transtorm coethicient levels, apply a transform to the transform coefficient
levels to generate a transforro block, generate, based at least in part on the transform
block, a coding block, and output the coding block for digplay.

{3128} FIG. 4 is a flowchart iHustrating an example operation 200 of video encoder 20,
in accordance with one or more techniques of this disclosure. As shown in the example
of FIG. 4, video encoder 20 may generate an SPS (202). To addition, video encoder 20
may signal, in a slice header for a current slice of a current picture, a first LTRP entry
(204). The first LTRP entry indicates that a particular reference picture is in a long-
term reference picture st of the current picture. Furthermore, video encoder 20 may
signal, in the slice header, a second LTRFP entry only if second LTRP entry does not
indicate that the particular reference picture is in the long-term reference picture set of
the current picture (206).

{8128} In some examples, the SPS includes a st of one or more LTRP entrics that
inchudes the first UTRP entry. In some such examples, video encoder 20 generates the
SPS such that the SPS inchudes the first LTRP entry only if the SPS does not already
fuchude a copy of the first LTRP eniry. That 5, video encoder 20 may generate the SPS
such that the SPS conforms to g restriction that prohibits the SPS from including two or
more copies of the samme LTRP entry. For instance, a bitstream may fail to pass a
bitstream conformance test if the SPS includes two or more copies of the same LTRP
eniry,

{8138} FIG. 5 is g flowchart tHlustrating an example operation 250 of video decoder 30,
in accordance with one or more techniques of this disclosure. As illustrated in the
example of FIG. 5, video decoder 30 may obtain, from a bitstream, an SPS that 1s
applicable to a current picture (252). Tn addition, video decoder 30 may obtain, from
the bitstream, a slice header of a current slice of the current picture {254). A setof one

or roore L TRP entries are signaled in the shice header. The set of one or more LTRP
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entries may include a first LTRP entry indicating that a particular reference picture is 1o
a long-term reference picture set of the current picture. Furthermore, the set of one or
more LTRP entries may include a second LTRP entry only if the second LTRP entry
does not indicate that the particular reference picture is in the long-term reference
picture set of the current picture.

(8131} Video decoder 30 may generate, based at least in part on the one or more LTRP
entrigs, a reference picture list for the current picture (256). In addition, video decoder
30 may reconstruct, based at least in part on one or move reference pictures in the
reference picture Hist for the current picture, the current picture (258).

13332] In some cxamples, the SPS may include the first LTRP entry and the slice
header may include an index to the first LTRP entry. Furthermore, in some such
examples, the slice header mway inclode the second LTRP entry only if the second LTRP
entry does not indicate that the particular reference picture 15 in the long-term reference
picture set of the current picture. For example, the slice header may be in compliance
with a restriction that prohibits the shice header from inchuding a particular LTRP entry
if the slice header includes an index to an equivalent LTRP entry in the SPS. Thus, a
bitstream may fail to satisfy a bitstream conformance test if the slice header inchudes a
particular ETRP entry and there is an equivalent ETRP entry in the SPS. In this
example, the particular LTRP entry inclades a LSB syntax clement and a usage syntax
clement. Furthermore, in this exarople, the equivalent LTRP entry includes a LSB
syntax clement that matches the LSB syntax elemoent of the particular LTRYP entry and
the equivalent LTRP entry inclhudes a usage syntax element that matches the usage
syntax element of the particular LTRP.

{61331 In other examples where the SPS includes the first LTRP entry, the SPS may
also include the second LTRP entry and the slice header may include an index to the
second LTRP entry only 1f the second LTRP entry does not indicate that the particular
reference picture is 1o the long-term reference picture set of the current picture.

{8134} In some examples, the SPS may be in compliance with a restriction that
prohibits the SPS from including two or more copies of the same LTRP entry. Thus, the
SPS is prohibited from including two LTRP entries that have the same LB syntax
clerpends and usage flag syntax elements. Furthermore, the slice header may be 1o
compliance with a restriction that prohibits the slice header from inchuding two indexes

to a single LTRP entry in the SPS. For example, it the SPS inchides an LTRP entry
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associated with the index 2,7 the shee header cannot include the index value “2” more
than once.

#1351 In other examples, the slice header may include the first LTRP entry. In such
exampies, the slice header may include the second LTRP entry only if the second LTRP
entry does not indicate that the particular reference picture 13 in the long-term reference
picture set of the current picture. Thus, the slice header roay be in compliance with a
restriction that prohibits the slice header from including two LTRP entries that indicate
reference pictures having the same POC value.

{81361 The following section describes changes to HEVC Working Drafi 8 that may
implement one or more techniques of this disclosure. In the following section, text
inserted into HEVC Working Draft 8 is shown below in italics and text removed from
HEVC Working Draft & is shown below as struck-through. Other parts not mentioned
below may be the same as in HEVC Working Drafi R.

101371 Insection 7.4.2.2 ot HEVC Working Draft 8, the semantics for

used by curr pic It sps flag] i ] are modified as follows:

reference picture specified in the sequence parameter set is not used for reference by a
picture that includes in 1ts reference picture set the i-th candidate long-term reference
picture specitied in the sequence pararaeter set. For any { and j in the range of ()

it ref pic poc Isb spsfi] is equad io It ref pic_poc Isb _spsfj ], then

used by _curr pic It sps flag{ i ] shall not be equal to

[8138] This modification to section 7.4.2.2 of HEVC Working Divaft 8§ may, in
accordance with one or more techmiques of this disclosure, imaplement the restriction
that disallows a slice header from signaling {(explicitly or indexed) duplicate LTRPs,
[8139] Insection 7.3.5.1 of HEVC WD B, the slice header syntax may be modified

indicated in Table 3, below.
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TABLE 3: Slice header syntax

short_term_vel pic_sef idx v}
if{ long_term_ref pics present flag ) {
if{ pum Jong termo_ref pics sps > ()
ney_long term_sps ue(v)
aum_long term_pics uelv)

for{ i = 0; 1 <<oum_long terra_sps + num_long term_pics; vt )

i § <norn_long_term sps )

It idx_sps|i] w{v}
else |
poc_ b 1 1] v
used_by_curr_pic i flag{i}] u(i)}
-------------------------- delta-pec-msh-precent-flaglig eSS
H#H-dela—poc—nb—present—fasH13
delta_poc_msh_cyele It plus?| i ] ue{v)

N

e

This modification to section 7.3.5.1 of HEVC WD € may, in accordance with one or
more techniques of this disclosure, implement the removal of the

delta poc msh present flagi] syntax element and the modification of the
delia_poc msb cyvele It syntax clement to cover all cases.

13340 In section 7.4.5.1 of HEVC WD &, the slice header semantics may be modified

as follows:

poc_lsb It 1 ] specifies the value of the least significant bits of the picture order coant
value of the i-th long-term reference picture that is included 1o the long-term reference
picture set of the current picture. The length of the poc Isb Itf 1 ] syntax eloment is

fog? max pic order cnt Isb minusd + 4 bits. For any values of j and k in the range of
num_long term sps to num long term sps -+ nom long term pics — 1, inchusive, if j s

tess than k, poc_Isb U § 7 shall not be less than poc_Isb #[ k.

ased by _cury pic ¥t flagl 1] equal 1o 0 specifies that the i-th long-term reference
picture included in the long-term reference picture set of the current picture is not used
for reference by the current picture. For any value of | in the range of 0

to num_long term_vef pics sps— 1, inclusive, if poc Isb It{ i ] equals
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b
i

It ref pic_poc Isb_spsfj], used by curv pic It flagli] shail not equal
used by _curr pic It sps flag{i].
The variables Poclsbli] 1 ] and UsedByCuorrPiclA] 1 ] are derived as follows.
If 11s less than num lfong term sps, PocLsbLt] 1 ] is setequal to
I ret pic poc lsb sps[ H idx sps[ 1] ]and UsedByCuorrPiclt] 1 ] is set equal to
used by curr pic it sps flagl It idx sps[i] ]
OGtherwise, PocLsbLi] 1 is set equal to poc_lsb 1 1 ] and UsedByCurrPicLif 1 |

is set equal to wsed by curr pic It flagfi ]

delta_poc_msb_cyele It plasi{ 1 ] minus 1 15 used to determine the value of the most

significant hits of the picture order count value of the +-th long-term reference picture
that is included in the long-term reference picture set of the current picture.
delia_poc_msb_cycle It plusi[i] shall be greater than O when there is more than one
reference picture in the decoded picture buffer, excluding those pictures that are
signaled as short-term reference picturve for the current piciure, with picture order
count modulo MaxPicOrderCntlsh equal to Poclsbitf 1],

NOTE — When the value of delta_poc_msb_cyele It plusi[i] 18 0, the M5B cycle is

considered not signaled for the i-th long-term reference picture,

The variable DeltaPocMSBCyclela] 1] s derived as follows,
if{i == 0 || i== oum_long term sps || Poclsbig[i—1] 1=
Poclsblt i])
DeltaPocMSBCycleLt] 1 §=delta poc msh cycle It plusifij- 1
else {(7-33)
DeltaPocMSBCyelela[ 1 =delia poc msh cycle It plusi/ij -1+
DeliaPocMSBCyclelt[ 1 —1 ]
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The vahie of DeltaPocMSBCycleLt] 1 | * MaxPicOrderCntLsb + pic_order ent Ish—
PocLsbLt] 1 ] shall be in the range of | 10 2°° — 1, inclusive. For i and j in the range of 0
fo num_long term sps + num_long term pics — I, inclusive, if i is not egual to j and
Poclsbitf i ] is equal to Poclsblif j ], DeliaFocMSR yclels] i [ shail not be equal to

DeltaPocMSBCvclelif f ].

{8141} The modification to the semantics of the used_by curr _pic It flagli] syntax
elernent may, in accordance with one or more technigues of this disclosure, implement
the restriction that a shice header shall not explicitly indicate an LTRP when an
applicable SPS indicates an equivalent LTRP. Furthermore, the changes shown sbove
to section 7.4.5.1 of HEVC Working Diraft & remove the semantics of the

delta_poc wsb_present flagli] syntax clement, in accordance with one or more
techniques of this disclosure. Furthermoore, the changes shown above to section 7.4.5.1
of HEVC Working Draft ¥ modify the semantics of the delta_poc_msb_cyele It syntax
clerment in accordance with one or more techmques of this disclosure. In addition, the

(33

clause “excluding those pictures that are signaled as short-terma reference picture for the
current picture” in the semantics for the delta_pec_msh_cyele It plusl syntax clement
may be part of the implementation of techniques of this disclosure for restricting video
encoder 20 from sigualing the MSBs of an LTRP when there are # (where n > 1)
reference pictures in the DPB with the same LSB and # — 1 of those reference pictures
are signaled as STRPs and the n-th picture is signaled as an LTRP. Furthermore, the
clause “for i and j in the range of § to num_long term sps + num long term pics — |,
fnchusive, i1 18 not equal to j and PoclsbLi 1 ] is equal to Poclshit] 1,
DeltaPocMSBCyclelt] 1 | shall not be equal to DeltaPocMSBCyclelt] 1 17 may be part
of the implementation of the techniques of this disclosure that mandate that cach LTRP
signaled in a shice header must refer to a distinet reference picture among all the LTRPs
signaled in the slice header.

{3142} In alternative examples, the slice header semantics may be the same as those
shown in the example above, except that the clause “for i and j in the range of § to

i long term sps +num long term pics — 1, inclusive, if 1 18 not equal to § and
Poclsblaf 1] 1s equal to Poclsbit] 1 ], DelaPocMSBCyclel ] 1 1 shall not be equal to
DeltaPocMSBCyclelt] § 1.7 is omitted from the semantics of the

delta poc msb cvcle It plustii] syntax element.
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[8143] Tn section 8.3.2 of HEVC Working Draft &, the decoding process for a reference

picture set may be modified as follows:

Five lists of picture order count values are constructed to derive the
reference picture set; PocStCurrBefore, PocStCurrAfier, PocStFoll, PocLiCurr,
and PocLtFoll with NumPocStCuorrBefore, NumPocStCurrA fler,
NuomPocStFoll, NumPoclitCurr, and NumPocliFoll number of clements,

respectively,

If the current picture is an [DR picture, PocStCurrBefore, PocStCurrAfier,
PocStFoll, PocltCuwrr, and PocLiFoll are all set to ompty, and
NumPocStCurrBefore, NuomPocStCurrAfier, NumPocStFoll,

NumPocLtCurr, and NumPocLtFoll are all set o 0.

Otherwise, the following applics for derivation of the five lists of picture

agrder count values and the numbers of entries.

—for(1=0,1=0, k=0; 1 <NumNegativePics[ StRpsldx ]; i++)
if{ UsedByCurrPicS0{ StRpskdx {1 1)
PocStCurrBefore| 74+ | = PicOrderCntVal +
DeltaPocSO[ StRpsldx J[ 1]
clse
PocStFoll] k++ | = PicOrderCntVal + DeltaPocS0{] StRpsldx i1}

i
3

NumPocStCurrBefore =

for( 1=0, j = 0; 1 < NumPositivePics| StRpsldx |; i++ )
i UsedByCurrPicS1] SRpstdx 1 1) (A)
PocStCurrAfter] j++ ] = PicOrderCniVal + DeltaPocS1[ StRpsidx J{ 1]
clse
PocStFoll] k++ 1 = PicOrderCntVal + DeltaPocS1{ StRpsldx 1 ]
NumPocStCurrAfter = |
NumPocStFoli =k
(8-5)

for(i =0, =0, k=0;1 <num_long_term_sps -+ nam_long term pics;
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i+
pocht = Poclshit] 1]
iff delta poc _msh pres

pocLi += PicOrderCntVal — DeltaPocMSBCyclelt] 1 ] *

MaxPicOrderCntLsh — pic_order cnt_Ish
i UsedByCurrPiclid 1) 4
PocLtCurr| j | = pocht
CurrDeltaPocMsbPresentFlag] j++ ] = (

delta poc msb present—Bagcyvcle [t plusifi] > ()
Lelse {
PocLiFollf k ] = poclt (B)
FollDehtaPocMsbPresentFlag] k] =
delta poc msb present—flegcvele It plusifi] > 0)
}
3
i

NumPoclitCurr =3

NumPocliFoll=k

where PicOrderCntVal is the picture order count of the current picture as

specified in subclause 8.3.1.

NOTE2-~A wvalue of StRpsldx in the range from § to
num_short term ref pic sets — 1, inclusive, indicates that a shori-term
reference picture set from the active sequence parameter set is being used,
where StRpsldx is the index of the short-term reference picture set to the list
of short-term reference picture sets in the order in which they are signaled n
the sequenceparameter set. StRpsldx equal to nuro_short term_ret pic_sets

indicates that a short-term reference picture set explicitly signaled in the

slice header 1s being used.
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The refercnce picture set consists of five lists of reference picture

entries; RefPicSetStCurrBefore, RefPicSetStCuwrrAfier, RefPicSetSiFoll,

RefPicSethiCurr and RefPicSeiLiFoll. The variable NumPocTotalCurr is set

equal to NumPocStCwrrBefore -+ WNumPocStCurrAfter + NumPoeltCurr,

It 1s a requurernent of bitstrearn conformance that the following applies

to the value of NumPocTotalCurr:

— If the current picture i a BLA or CRA picture, the value of

NumPocTotalCurr shali be equal t0 0.

-~ Otherwise, when the current picture contains a P or B slice, the value of
NumPocTotalCurr shall not be equal to 8.
—  NOTE 3 — RetfPicSetStCurrBefore, RefPicSetStCurrAfter and
RefPicSetltCurr contains all reference pictures that may be used io inter
prediction of the current picture and that may be used in inter prediction of
one or more of the pictures following the current picture in decoding order.
RetPicSetStFoll and RefPicSetLtFoll consists of all reference pictures that
are not used in inter prediction of the current picture but may be used in
inter prediction of one or more of the pictures following the current picture
i decoding order.
The derivation process for the reference picture set and picture marking
are perforred according to the following ordered steps, where DPB refers to

the decoded picture butfer as described in Annex C:
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1. The following applies:

—  for{ 1=0; 1 < NumPocltCurr; i++ )

iff 1CurrDeltaPocMsbPresentFlag{ 1 ] )
iff there is a teng-term reference picture picX in the DPB {Ed-&8¥

hl R AP : 1

s S-S ronshbe- DK+ -
with pic_order _ent ish equal to PocltCurr] 1 ]
and with PicOrderCntVal not in any of PocSiCurrBeforef |,
PocSitCurrdfter] {, and PocStFollf 1)
RefPicSetaCurnt] 1 I =picX

--------- elee-ifl-there-is-a-chort-term reference picture pieY¥-in-the DEB

RetfPicSetLiCurr| i | = "no reference picture”

else
i there is o enegters reference picture picX in the DPB
with PicOrderCntVal equal to PocLtCurr{i ])

RefPicSetltCurtf 1 ] = picX

3

RefPicSetiaCurt] 1 | = "no reference picture”

(8-6)
for( 1=0; 1 < NumPocLtFoll; i++ )
iff [FoliDeltaPocMsbPresentFlagf i |}
H{ there s 4 lesg-ters reference picture picX in the DPB
with pic_order cut Ish equal to PocLtFoll{ 1]
and with PicOrvderCnitVal not in any of PocStCurrBeforef |,

PocStCurrAfterf ], and PocSiFollf [
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RetfPicSetLiFoll 1 ] = picX

else

RetPicSetlLiFoll] 1 ] = "no reference picture”

else
H{ there is a deng-term reference picture picX in the DPB with
PicOrderCntVal to PocltFolll 1 ])
RefPicSetLtFoll 1 ] = picX

RefPicSetLiFoli] 1 ] = "no reference pictare”

2. All reference pictures inchuded i RefPicSetLtCurr and RefPicSetltFoll

L

are marked as "used for long-term reference”, and the following

constraints apply.
Foreach i in the range of 0 to NumPocliCury — 1, inclusive, it is

a requirement of bitstream conformance that the following conditions

applv:

o There shall be no | in the vange of  to
NumPocStCwrrBefore — 1, inclusive, for which PicOrderCntVal
of RefPicSetl tCurrf 1 ] is equal to PocStCurrBeforef j 1.

o There shail be no j in the range of 0 to NumPocSiCurrdfier — 1,
inchusive, for which PicOrderCnrVal of RefPicSetLiCurvf i [ is
equad fo PooStCurrAfter{ i ].

o There shall be no j in the range of 0 o NumPocStFoll — 1,

inclusive, for which PicOvderCntVal of RefPicSetlaCurrf i ] is

equai to PocSitFolif j [,
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For each i in the range of (¢ to NumPocLliFoll — 1, inclusive,
when RefPicSetltFollf 1 ] is nor equal to “no reference picture”, it is a
requirement of bitstream conformance that the following conditions
applv:
o There shall be no j in the range of 0 to
NumPocSiCurrBefore — I, inclusive, for which PicOrderCntVal
of RefPicSetLiFollf i | is equal to PocSiCurvBefore! j [.

¥
s

o There shall be no J in the range of 0 o NumPocStCurrAfter — 1
inclusive, for which PicOrderCuntVal of RefPicSerfaFolif i ] is

equai to PocStCurrdfier] j .

There shall be no § in the range of (0 to NumFPocStFoll — 1,

@)

. ) . . o . oo e D (E)
inclusive, for which PicOrderCniVal of RefPicSerliFolif 1] is N
J o o I A

equal to PocStFolll i .
3. The following applies:

for( 1= 0; 1 < NumPocStCurrBefore; i++ )
ifl there is a short-term reference picture picX in the DPB
with PicOrderCntVal equal to PocStCurrBefore] 1 )
RefPicSetStCurrBefore| 1 | = picX
else

RefPicSetStCurrBefore] 1 | = "no reference picture”™

—  for{ 1=0; 1 < NumPocStCurrAfier; i++ )
iff there is a short-term reference picture picX in the DPB
with PicOrderCntVal equal to PocStCurrAfterf i )
RetPicSetStCurrAfter] 1 | = picX
else
RefPicSetStCurrAfter] 1 ] = "no reference picture”
{8-7)

N
s
N

—  for( 1= {; 1 <NumPocSiFoll; 1+ )

tf{ there is a short-term reference picture picX in the DPB
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with PicOrderCntVal equal to PocStFollf 1 1)
RefPicSetSiFollf 1] = picX
olse

RefPicSetStFollf i | = "no reference picture”

4. All reference pictures in the decoded picture buffer that are not included
in RefPicSetLiCurr, RefPicSetlLtFoll, RetPicSetStCurrBefore,
RefPicSetStCurrAfter or RefPicSetStFoll are marked as "unused for
reference”.

— NOTE 4 - There may be one or more

wmeladed entries 1n the reference picture sot but equal 1o “no reference
picture” because the corresponding pictures are not present in the
decoded picture buffer. Entries in RefPicSetStFoll or RefPicSetLtFoll
that are equal to "wo reference picture” should be ignored. An
umntentional picture loss should be inforred for cach entry in
RefPicSetStCurrBefore, RefPicSetStCurrAfier and oF
RefPicSetLtCurr that is equal to "no reference picture”.
It is a requirernent of bitstream conformance that the reference picture
set is restricted as follows:
—  There shall be no entry in RefPicSetStCurrBetore, RefPicSetStCwrrAfter or
RefPicSetLiCurr for which one or more of the following are frue.

— The cotry 1s equal to "oo reference picture”.

— The entry 18 a picture that bhas nal unit_type cqual to TRAIL N,
TSA N or STSA N and Temporalld equal to that of the current
picture.

The entry is a picture that has Temporalld greater than that of the
current picture.
—  When the current pictare is a TSA pictare, there shall be no picture included

in the reference pictare set with Temporalld cqual to or greater than thar

the-temperatt of the current picture.



WO 2014/052123 PCT/US2013/060416

When the current picture is an STSA picture, there shall be no picture
included i RefPicSetStCurrBetore, RefPicSetStCarrAfter oF

RefPicSetliCurr that has Temporalld equal to that of the current picture.

—  When the current picture is a picture that follows, in decoding order, an
STSA picture that has Temporalld equal to that of the current picture, there
shall be no picture that has Temporalld equal to that of the current picture
included i RefPicSetStCurrBetore, RefPicSetStCarrAfter oF
RefPicSetiiCurr that preseded precedes the STSA picture in decoding

order.

When the current picture 18 a3 CRA picture, there shall be no picture
included in the reference picture set that precedes, in decoding order, any

preceding RAP picture in decoding order (when present).

—  When the current picture is a trailing picture, there shall be no picture in
RefPicSetStCurrBefore, RefPicSetStCurrAtier or RefPicSetliCurr that was
generated by the decoding process for gencrating unavailable reference
pictures as specified in subclause 8.3.3.

When the current picture is a trailing picture, there shall be no picture in the
reference picture set that precedes the associated RAP picture in ountput
order or decoding order.

—  When the current picture is a DLP picture, there shall be no picture included
in RefPicSetStCurrBefore, RefPicSctSiCurrAfier or RefPicSetLiCurr that is
any of the following types of pictures.

- A TFD picture.
A picture that was generated by the decoding process for generating
unavatlable reference pictares as specified in subclause 8.3.3.

- A picture that precedes the associated RAP picture in decoding
order.

—  When the sps_teroporal_id nesting flag is equal to 1, the following applies.

Let tldA be the value of Temporald of the current picture picA. Any
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picture picB with Temporalld equal to t1dB that is less than or equal to tIdA
shall not be included in RefPicSetStCurrBefore, RefPicSetStCurrAfter and
or RetPicSetLtCurr of picA when there exists a picture picC with
Temporalld equal to tIdC that is less than tidB, which follows the picture
picB in decoding order and precedes the picture picA 1o decoding order.

—  NOTE § - A picture cannot be inchaded in more than one of the five

reference picture set Hsts.
For any two different values of idvd and idxB in the range of U to
num_short term ref pic sets, inclusive, one or more of the following shall
he true.
—  NumNegativePics{ idxA ] is not equal to NumNegativePiosf idxR ].
—  NumPositivePics{ ided ] is not equal to NumPositivePicsf id«<B §.
—  When NumNegativePics{ idxA | and NumPositivePics| idxA | equal
NumNegativePicsf idxB ] and NumPositivePics] idxB ],

respectively, there exists either an 1§ in the vange of 0 to

NumNegativeFics] idx8 | — 1, inclusive, Jor which
{sedByCurvPicSOl idxA [7i] is not eqguil 119

Used ByCurvPicS0] idxR J{i ] or DeltaPocSOf idxA J[i] is not

equal to DeltaPocSOf idxB [ 1 ], or there exists a j in the range of

to NumPositivePicsf idxB [ - 1, inciusive, for which
i i J
Used ByCurrPicSIf idx4A ][] is Hot equdl to

UsedByCurrPicS1] idxB ][ j] or DeltaPocS8ifidxd [ 7] is not

equal to DeltaPocSi] idxR {f | ], or both such i and j,

NQOTE — No two short-term reference picture set candidates
signaled in the sequence parameter set can be identical, and a short-
term reference picture set patiern cannot be explicitly signaled in the
slice header if an identical candidate is present in the candidate list

in the sequence paragmeter sel.

Alternatively, the following condition is added to reference picture set
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dertvation process.

— For each i in the range of 0 to NumPocliFoll— I, inclusive, when
RefPicSerlFollf i] is wnot equal to “no referewmce picture”, it is a
requirement of bitstream conformance that there shall be no j in the range
of § 1w NumPocltCurr -1, inclusive, for which PicOrderCatVal of

RefPicSetliFolll 1] is equal to PicOrderCntVal of RefPicSetiaCurr{ .

{6144} The modification labeled {A) in section 8.3.2 of HEVC Working Draft € may be
part of the implementation of the technigues of this disclosure for removing the
delia_poc msb present tlagfi] syntax element and moditying the

delta poc msb cycle It[i] syntax element to cover all possible cases (1.¢., both the case
where MSBs of a POC value are signaled and where MSBs of a POC value are not
signaled). The modifications labeled (B), (C), (I3}, and {F} may be part of the
tpleroentation of the techuiques of this disclosure for restricting video encoder 20
from signaling the MSBs of an LTRP when there are »# (where # > 1) reference pictures
in the DPB with the same LSBs and n# — 1 of those reference pictures are signaled as
STRPs and the n-th picture is signaled as an LTRP.

8145} The modification labeled (E) sbove may be part of the implementation of the
techniques of this disclosure for restricting video encoder 20 such that no two STRP
candidates that are signaled 1o the SPS are identical, and a STRPS pattern shall not be
explicitly signaled in the slice header if an identical pattern is signaled among the short-
term RPS candidates in the SPS.

[8146] In some examples, element 2 in the decoding process for a reference picture set

shown above may be replaced with the following:

2. All reference pictures included in RetPicSetLiCurr and RetPicSetLiFoll are
marked as "used for long-term reference”, and the following constraints apph.
For each i in the range of ( to NumPocLiCurr ~ 1, inclusive, it is a

requirement of bitstream conformance that the following conditions apply:
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There shall be no j in the range of 0 to NumPocSiCurrBefore — I,
inclusive, for which PicOvrderCutVal of RefPicSetlaCurrf 1 ] is equal to

PocSiCurrBeforef § {.

There shall be no § in the range of () to NumPocStCurrdfier — |,
inclusive, for which PicOrderCrtVal of RefPicSetLiCurr{ 1 ] is equal to
FocStCurrAfterf ]

There shall be no j in the range of 0 to NumPocStFoll — 1, inclusive, for
which PicOrderCntVal of RefPicSetltCurr{ i ] is equal 1o PocStFolif j .
There shall be no j in the range of @ to NumPocLtCurr — Linclusive,
where j is not egual to §, for which PicOrderCntVal of
RefPicSetleCurri i | is equal to PicOrderCntVal of

RefPicSetitCarri § [,

For eqch i in the vange of 0 to NumPocLiFoll — 1, inclusive, when

RefPicSetLitFollf i ] is not equal to “no reference picture,” it is a requivement of

bitstream conformance that the following conditions apply:

@)

\
19

@)

There shall be no § in the range of 0 to NumPocStCurrRefore — 1,
inclusive, for which PicOrderCrnitVal of RefPicSetLiFolif 1 ] is equal to

FocStCurvrBeforef § ].

There shall be no j in the range of 0 to NumPocStCurrdfier — 1,
inclusive, for which PicCrderCniVal of RefPicSetLiFoll 1 ] is equal to

PocStCurrAfterf j ].

There shall be no j in the range of 0 to NumPocStFoll — 1, inclusive, jor

which FicOrderCntVal of RefPicSetLeFollf i ] is equal to PocStFollf § .

There shall be no j in the range of § to NumPocLliCurr - Linclusive,
for which PicOrderCatVal of RefPicSetiiFolifi] is egual to
PicOrderCntVal of RefPicKetd #Curr{ § [,

There shall be no j in the range of § to NumPocliFoll — Iinclusive,
where j is not equal to § and RefPicSetLeEollf § | is not equal to “ne
veference picture”, for which PicOrderUniVal of RefPicketleFolil i f is
egual to PicOrderCneVal of RefPicSetliFoll]j 1.
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{147} The clanses shown in bold 1talics above are clauses that are not in the example
decoding process for reference picture sets shown above. The clauses shown in bold
italics above may mandate that cach LTRP that is signaled (explicitly or indexed) in the
slice header must refer to a distinct reference picture among all the LTRPs that are
signaled (explicitly or indexed) in the shice header.

[3148] In an alternative example, the clause “For cach 1 in the range ot 0 to
NumPocLtFoll — 1, inchusive, when RefPicSetLaFoll] 1 ] is not equal to “no reference
picture,” it is a requirement of bitstream conformance that there shall be no j in the range
of § to NumPocLitCurr — 1, inclusive, for which PicOrderCntVal of RefPicScthtFollf 1 |
is equal to PicOrderCriVal of RetPicSetLiCurr| § 17 may be omitted from the exampic

above and replaced by the following:

Alternatively, in the derivation of DeltaPocMSBCyclelt] 1 ] in Egn 7-33,
“delta poc msb cyele It plusi[i]— 1718 replaced with “Max{ §,
delta poc msb cycle Ut plusi{i1]— 1) The resultant devivation of

DeliaPocMSBCyclelt] 1 ] is given below.
The variable DeltaPocMSBCyclelt] 1 | s derived as follows.

if{i == 0 || i== oum_long term sps || Poclsbig[i—1] 1=
PocLsblt{ i ])
else (7-33}
DeltaPocMSBCyelela] 1 = Maxe 0, delta poc msb cycle W plusifi] - 1)
+ DeitaPocMSBCyclelt] 1 — 1 ]

The example method of determining DeltaPocMSBCyelel i} may be part of the
wmplernentation of removing the delta poc msh present flagfi] syntax element and
modifying the delta_poc_rasb_cvele It[i] syntax elernent to cover all possible cases
(i.c., both the case where MSBs of a POC value are signaled and where MSBs of 3 POC
value are not signaled).

[8149] Tn one or more examples, the functions described may be implemented in

hardware, software, fitmware, or any combination thereof. If iroplemented in software,
5
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the functions may be stored on or transmitted over, as one or more instructions or code,
a computer-readable medivm and executed by a hardware-based processing vuoit.
Coraputer-readable media may include computer-readable storage media, which
corresponds o a tangible medium such as data storage media, or communication media
inclading any medium that facilitates transfer of a computer program from one place to
another, e.g., according to 4 compmnication protocol. In this manner, computer-
readable media goenerally may correspond to (1) tangible computer-readable storage
media which is non-transitory or {2} a communication wedium such as a signal or
carricr wave. Data storage media may he any available media that can be accessed by
ORC OF MOre computers of One OF MOre Processors to retrieve instructions, code and/or
data structures for implementation of the techniques described in this disclosure. A
computer program product may include a computer-readable medium,

{8150} By way of example, and not limitation, such computer-readable storage redia
can comprise RAM, ROM, EEPROM, CD-ROM or other optical disk storage, magnetic
disk storage, or other magnetic storage devices, flash memory, or any other mediam that
can be used 1o store desired program code in the form of imstructions or data structures
and that can be accessed by a computer. Also, any connection is properly termed a
computer-readable medium. For example, if instructions are transmitted froma
website, server, or other remote source vsing a coaxial cable, fiber optic cable, twisted
pair, digital subscriber line (DSL}, or wireless technologies such as infrared, radio, and
microwave, then the coaxial cable, fiber optic cable, twisted pair, DSL, or wircless
technologies such as infrared, radio, and microwave are included in the definition of
medium. It should be understood, however, that computer-readable storage media and
data storage media do not inchude connections, carrier waves, signals, or other transient
media, but are insicad direcied to non-transient, tangible storage media. Dhsk and disc,
as used herein, includes compact disc (CD), laser disc, optical disc, digital versatile disc
(DVD), floppy disk and Blu-ray disc, where disks vsually reproduce data magnetically,
while discs reproduce data optically with lasers. Combinations of the above should also
be inchuded within the scope of computer-readable media.

81511 Instructions may be executed by one or more processors, such as one or more
digital signal processors (DSPs), general purpose microprocessors, application specific
integrated circuits {ASICs), field programmable logic arrays (FPGAs), or other

equivalent integrated or discrete logic circuttry. Accordingly, the term “processor,” as



WO 2014/052123 PCT/US2013/060416

used herein may refer to any of the foregoing structure or any other structure saitable for
mmplementation of the techniques described hervein. In addition, in somoe aspects, the
functionality described herein may be provided within dedicated hardware and/or
sotftware modules configured for encoding and decoding, or incorporated in a combined
codec. Also, the techniques counld be fully implemented in one or more circutts or logic
clements.

{8152} The technigues of this disclosure may be implemented in a wide variety of
devices or apparatuses, inchuding a wireless handset, an integrated circuit (IC) or a set of
ICs {e.g., a chip set). Various componeunts, modules, or units are described in this
disclosure to emphasize functional aspects of devices configured to perform the
disclosed techniques, but do not necessarily require realization by different hardware
units. Rather, as described above, various units may be combined in a codec hardware
unit or provided by a collection of interoperative hardware units, including one or more
processors as described above, in conjunction with suitable software and/or firoware.
{8153} Vartous examples have been described. These and other examples are within the

scope of the following claims,
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WHAT IS CLAIMED IS:
L. A method of decoding video data, the method comprising:

obtaining, from a bitstream, a slice header of a current slice of & current picture,
wherein a set of one or more long-term reference picture (LTRP) entries are signaled in
the slice header, wherein the set of one or more LTRP entries includes a first LTRP
entry indicating that g particular reference picture is in a long-term reference picture set
of the current picture, and wherein the set of one or move LTRP entries includes a
second LTRP entry only if the second LTRP entry does not indicate that the particular
reference picture is in the long-term reference picture set of the current picture;

generating, based at least in part on the one or more LTRP entries, a reference
picture list for the current picture; and

reconstructing, based at least in part on one or roore reference pictures in the

reference picture list for the current picture, the current picture.

2. The method of ¢claim 1, wherein:

the method further comprises obtaining, from the bitstream, a sequence
parameter set (SPS) that is applicable to the current picture, the SPS inchuding the first
LTRP entry; and

the shice header includes an index to the first LTRP entry,

3. The method of claim 2, wherein the slice header includes the second LTRP entry
only if the second LTRP entry does not indicate that the particular reference picture is in

the long-term reference picture set of the current picture.

4, The method of claim 2, wherein:

the SPS includes the first LTRP entry and the sccond LTRP entry; and

the shice header includes an index to the second LTRP entry only if the second
LTRP entry does not indicate that the particular reference picture is in the long-term

reference picture set of the current picture.

5. The method of claim 2, wherein the SPS is in compliance with a restriction that

prohibits the 8PS from including two or more copies of the same LTRP entry.
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&, The method of claim 2, wherein the slice header is in comphiance with a
restriction that prohibits the slice header from including two indexes to a single LTRP
entry in the SPS.

7. The method of claim 2, wherein, for cach respective LTRP entry in the SPS, the
stice header does not include a particular ETRP entry if the particular LTRP eotry

matches the respective LTRP entry in the 5PS.

8. The method of claim 2, wherein the slice header is in compliance with a
restriction that prohibits the slice header from including a particular LTRP entry if the
shice header inclhudes an index to an equivalent LTRP entry in the SPS, wherein the
particular LTRP entry includes a least-significant bits {LSB) syntax element and a usage
syntax eloment, and the equivalent LTRP entry includes a LSB syntax element that
matches the LSB syntax element of the particular LTRP entry and the equivalent LTRP
cutry includes a usage syntax clement that matches the usage syntax clersent of the
particular ETRP, wherein the LSB syntax clement of the particular LTRP entry and the
LSB syntax element of the equivalent LTRP entry indicate LSBs of picture order count
(POC) values, and wherein the usage syntax element of the particular LTRP entry and
the usage syntax clement of the equivalent LTRP entry indicate whether reference

pictureg are used for reference by the current picture.

9. The method of claim 1, wherein the slice header includes the first LTRP entry
and includes the second LTRP entry only if the second LTRE entry does not indicate
that the particular reference picture 1s in the long-term reference picture set of the

current picture.

10. The method of claim 1, wherein the slice header is in compliance with a
restriction that prohibits the slice header from including two LTRP entries that indicate

reference pictures having the same POC value.
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I The method of claim 1, wherein the long-terro reference pictare set of the
current picture includes a firet subset and a second subset, the first subset including
LTRPs used for reference by the current picture, the second subset including LTRPs

used for reference by other pictures.

12. The method of claim 1, wherein the slice header is in compliance with a
restriction that prohibits the first subset from including two reference pictures with the
sarme POC value, a restriction that prohibits the second subset from including two
reference pictures with the samne POC value, and 4 restriction that prohibits the first and

second subsets from including reference pictures with the same POC value.

13, A wideo decoding device cornprising one or more processors configured to:

obtain, from a bitstream, a shice header of a current shice of a current picture,
wherein a set of one or more long-term reference picture { L'TRP) entrics are signaled in
the slice header, wherein the set of one or more LTRP entries includes a first LTRP
cutry indicating that a particalar reference picture is in a long-term reference picture set
of the current picture, and wherein the set of one or more LTRP entrics includes a
second LTRP entry only if the second LTRP entry does not indicate that the particular
reference picture s in the long-term reference picture set of the carrent picture;

generate, based at least in part on the one or more LTRP entries, a reference
picture list for the current picture; and

reconstruct, based at least in part on one or more reference pictures in the

reference picture hist for the current picture, the current picture.

14.  The video decoding device of claim 13, wherein:

the one or more processors are further configared to obtain, from the bitstream, a
sequence parameter set (SPS) that is applicable to the current picture, the SPS including
the first UTRP entry; and

the shice header includes an index to the first LTRP entry.

15, The video decoding device of claim 14, wheren the slice header inchudes the
second LTRP entry only if the second LTRP entry does not indicate that the particular

reference picture s in the long-term reference picture set of the current picture.
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16. The video decoding device of claim 14, wherein:

the SPS includes the first LTRP entry and the second LTRP entry; and

the shice header includes an index to the second LTRP entry only if the second
LTRP entry does not indicate that the particular reference picture is in the long-term

reference picture set of the current picture.

17.  The video decoding device of claim 14, wherein the SPS 1s in complhiance with a
restriction that prohibits the SPS from including two or more copies of the same LTRP

entry.

I8, The video decoding device of claim 14, wherein the slice header is in
compliance with a restriction that prohibits the slice header fror including two indexes

to a single L'TRP entry in the SPS.

19, The video decoding device of claim 14, wherem, for cach respective LTRP entry
in the SPS, the slice header does not include a particular LTRP entry if the particular

LTRP entry matches the respective LTRP entry in the SPS.

20.  The video decoding device of claim 14, wherein the shice header is in
compliance with a restriction that prohibits the slice header from including a particular
LTRP entry if the slice header includes an index to an equivalent LTRP entry in the
SPS, wherein the particular LTRP entry includes a least-significant bits (LSB) syntax
clement and a usage syntax element, and the equivalent LTRP entry inclhudes a LSB
syntax element that matches the LSB syntax element of the particular LTRP entry and
the equivalent LTRP entry includes a usage syntax element that matches the usage
syntax clement of the particular LTRP, wherein the LSB syntax clement of the
particular LTRP entry and the LSB syntax clement of equivalent LTRP entry indicate
L8Bs of picture order count (POC) valaes, wherein the usage syntax element of the
particular LTRP entry and the usage syntax element of the equivalent LTRP entry

mdicate whether reference pictures are used for reference by the current picture.
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21 The video decoding device of claim 13, wherein the slice header inchudes the
first LTRP entry and includes the second LTRP entry only if the second LTRP eniry
does not indicate that the particular reference picture 5 in the long-term reference

picture set of the current picture.

22, The video decoding device of claimn 13, wherein the shice header is in
compliance with a restriction that prohibits the slice header from including two LTRP

eutries that indicate reference pictures having the same POC vahie.

23. The video decoding device of claim 13, wherein the long-term reference picture
set of the current picture includes a first subset and a second subset, the first subset
inclading LTRPs used tor reference by the current pictore, the second subset including

LTRPs used for reference by other pictures.

24, The video decoding device of claim 23, wherein the slice headeris in
compliance with a restriction that prohibits the fivst subset from including two reference
pictures with the same POC value, a restriction that prohibits the second subset from
inchuding two reference pictures with the same POC value, and a restriction that
prohibits the first and second subsets from including reference pictures with the same

POC value.
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25, A video decoding device comprising:

means for obtaining, from a bitstrearn, a slice header of a current slicc of a
current picture, wherein a set of one or more long-term reference picture {L'TRP) entrics
are signaled in the slice header, wherein the set of one or more LTRP entries includes a
first LTRP entry indicating that a particular reference picture 15 1n a long-term refervence
picture set of the current picture, and wherein the set of one or more LTRP cuotries
inchudes a second LTRP entry only if the second LTRP entry does not indicate that the
particular refercuce pictare is in the long-term reference picture set of the current
picture;

means for generating, based at least in part on the one or more LTREP entries, a
reference picture list for the current picture; and

means for reconstructing, based at least in part on one or more reference pictures

in the reference pictare list for the current picture, the current picture.

26. A computer-readable storage medium having instructions stored thereon that,
when executed by a video decoding device, configure the video decoding device to:

obtain, from a bitstream, a slice header of a current slice of a current picture,
wherein a set of one or more long-term reference picture (LTRP) entries are signaled in
the slice header, wherein the set of one or more LTRP entries includes a first LTRP
endry indicating that a particular reference picture s 1o a loug-term reference picture set
of the current picture, and wherein the set of one or more LTRP entries includes a
second LTRP entry only if the second LTRP entry does not indicate that the particular
reference picture is in the long-terra reference picture set of the current picture;

generate, based at least in part on the one or more LTRP entries, a reference
picture list for the current picture; and

reconstruct, based at least in part on one or more reference pictures in the

reference picture hist for the current picture, the current pictare.
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7. A method of encoding video data, the method comprising:
signaling, in a shice header for a current slice of a current picture, a first long-
torm reference picture (LTRYP) entry, the first LTRP entry indicating that a particular
reference picture s in a long-term reference picture set of the current picture; and
signaling, in the slice header, a second LTRP entry only if the second LTRP
entry does not indicate that the particular reference picture 15 in the long-term reference

picture set of the current picture.

28. The method of claim 27, wherein:

the method further comprises gencrating a sequence parameter set (SPS) that is
applicable to the current picture, the SPS including the first LTRP entry; and

signaling the first LTRP entry comprises mncluding, 1o the slice header, an index

to the first LTRP entry.

29 The method of claim 28, wherein signaling the second LTRP entry comprises
mchuding, in the shice header, the second LTRP entry only if the second LTRP entry
does not indicate that the particular reference picture 5 in the long-term reference

picture set of the current picture.

30, The method of claim 28, wherein;

the SPS includes the first LTRP entry and the second LTRE entry; and

signahing the second LTRP entry comprises including, in the slice header, an
fndex to the second LTRP entry only if the second LTRP eniry does not indicate that the
particular reference picture is in the long-term reference picture set of the current

picture.

31, The method of claim 28, wherein generating the SPS coraprises generating the
SPS such that the SPS includes the first LTRP entry only if the 5PS does not already

include a copy of the first LTRP entry.

32 The method of claim 28, wherein generating the SPS comprises generating the
SPS such that the SPS is in compliance with a restriction that prohibits the SPS from

inclading two or more copies of the saroe LTRP entry.
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33 The method of claim 28, wherein, for cach respective LTRP entry in the SPS,
the slice header includes an index to the respective LTRP entry only if the slice header

does not already include a copy of the index to the respective LTRP entry.

34, The method of claim 28, wherein the shice header is in compliance with a
restriction that prohibits the slice header from including two indexes to a single LTRP

eutry in the SPS.

33. The method of claim 28, wherein, for each respective LTRP entry in the 8PS,
the slice header does not include a particalar LTRP entry if the particular LTRP entry

matches the respective LTRP entry in the SPS.

36. The method of claim 2¥, wherein the slice header is in compliance with a
restriction that prohibits the shice header from inchuding a particalar LTRP entry if the
shice header includes an index to an equivalent LTRP entry in the SPS, wherein the
particular ETRP entry includes a least-significant bits (LSB) syntax clement and a usage
syntax element, and the equivalent LTRP entry includes a LSB syntax clement that
matches the LSB syntax clement of the particular LTRP entry and the equivalent LTRP
entry inchudes # usage syntax clement that matches the usage syntax clement of the
particular LTRP, wherein the LSB syntax clement of the particular LTRP entry and the
LSB syntax element of the equivalent LTRP euntry indicate LSBs of picture order count
(POC) values, and wherein the usage syntax element of the particular LTRP entry and
the usage syntax clement of the equivalent LTRP entry indicate whether reference

pictures are used for reference by the current pictare.

37, The method of claim 27, wherein;

signaling the first LTRYP entry comprises inchuding, in the slice header, the first
LTRP eniry; and

signahing the second LTRP entry comprises including, in the slice header, the
second LTRP entry only if the second LTRP entry does not indicate that the particular

reference picture is in the long-term reference picture set of the current picture.
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38, The method of claim 27, wherein generating the slice header comprises
gencrating the shice header such that the slice header is in coropliance with a restriction
that prohibits the slice header from including two LTREP entries that indicate reference

pictures having the same POC value.

39, The method of claim 27, wherein the long-term reference picture set of the
current picture inchudes a first subset and a second subset, the first subset including
LTRPs used for reference by the current picture, the second subset inchuding LTRPs

used for reference by other pictures.

44. The method of claim 39, wherein the slice header s in compliance with a
restriction that prohibits the first subset from including two reference pictures with the
same POC value, a restriction that prohibits the second subset from inchuding two
reference pictures with the same POC value, and a restriction that prohibits the first and

second subsets from including reference pictures with the same POC value.

41. A video encoding device comprising one or more processors contfigured 1o
signal, in a slice header for a current slice of a current picture, a first long-term
reference picture (LTRP) entry, the first LTRP entry indicating that a particalar
reference picture is 1o a long-terra reference picture set of the current picture; and
signal, in the slice header, a second LTRP entry only if the second LTRP entry
does not indicate that the particular reference picture 15 1n the long-term reference

picture set of the current picture.

42, The video encoding device of claim 41, wherein the one or more processors are
configured to:
generate a sequence parameter set (SPS) that 1s applicable to the current picture,

the SPS ncluding the first LTRP entry; and

include, in the slice header, an index to the first LTRP entry.
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3. The video encoding device of claim 42, wherein the one or more processors are
configured to include, in the slice header, the second LTRP entry only if the second
LTRP entry does not indicate that the particular refercnce picture is in the long-term

reference picture set of the current picture.

44, The video encoding device of claim 42, wherein:

the SPS includes the first LTRP entry and the second LTRE entry; and

the one or more processors are contigured to inchide, in the slice header, an
fndex to the second LTRP entry only if the second LTRP eniry does not indicate that the
particular reference picture is in the long-term reference picture set of the current

picture.

45, The video encoding device of claim 42, whercin the one or more processors are
configured to generate the SPS such that the SPS includes the first LTRP entry only if

the SPS does not already inchide a copy of the first LTRP entry.

46.  The video encoding device of claim 42, wherein the one or more processors are
configured {o generate the SPS such that the SPS is in compliance with a restriction that

prohibits the 8PS from including two or more copies of the same LTRP entry.

47.  The video encoding device of claim 42, wherein, for each respective LTRP entry
in the SPS, the slice header inchudes an index to the respective LTRP entry only if the

shice header does vot already include a copy of the index to the respective LTRP entry.

48, The video encoding device of claim 42, wherein the one or more processors are
configured to generate the shice header sach that the slice header 18 in compliance with a
restriction that prohibiis the slice header from including two indexcs to a single LTRP

entry in the SPS.

49, The video encoding device of claim 42, wherein, for each respective LTRP entry
in the 8PS, the slice header does not include a particular LTRP entry if the particular

LTRP entry matches the respective LTRP entry in the SPS.
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56.  The video encoding device of claim 42, wherein the one or more processors are
contigured to generate the slice header such that the slice header is in compliance with a
restriction that prohibits the slice header from including a particular LTRP entry if the
slice header inchudes an index to an equivalent LTRP entry in the SPS, wherein the
particular LTRP entry inchudes a least-significant bits (LSB) syntax element and a usage
syntax element, and the equivalent LTRP entry includes a LSB syntax cleroent that
matches the LSB syntax clement of the particular LTRP entry and the equivalent LTRP
entry includes a usage syntax element that matches the usage syntax clement of the
particular LTRP, wherein the LSB syntax clement of the particular LTRP entry and the
LSB syntax element of equivalent LTRP entry indicate LSBs of picture order count
(POC) values, wherein the usage syntax clement of the particular LTRP entry and the
usage syntax element of the equivalent LTRP entry indicate whether reference pictures

are used for reference by the current picture.

51, The video encoding device of claim 41, wherein the one or more processors are
configured 1o

include, in the slice header, the first LTRP entry; and

inchude, in the slice header, the second LTRP entry only if the second LTRP
entry does not indicate that the particular reference picture is in the long-term reference

picture set of the current picture.

52, The video encoding device of claim 41, wherein the one or more processors are
contigured to generate the slice header such that the slice header is in compliance with a
restriction that prohibits the slice header from including two L'TRP entries that indicate

reference pictures having the same PGC value.

33, The video encoding device of clairn 41, wherein the long-term reference picture
set of the current picture includes a first subset and a second subset, the first subset
inchiding LTRPs used for reference by the current picture, the second subset including

LTRPs vsed for reference by other pictures,
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54.  The video encoding device of claim 53, wherein the one or more processors are
contigured to generate the slice header such that the slice header is in compliance with a
restriction that prohibits the first subset from including two reference pictures with the
same POC value, a restriction that prohibits the second subset from mclading two
reference pictures with the same POC valoe, and a restriction that prohibits the first and

second subsets from including reference pictures with the same POC value.

55, A video encoding device comprising:

means for signaling, in a slice header for a current slice of a current picture, a
first long-term reference picture (LTRP) entry, the first LTRP entry indicating that a
particular reference picture is in a long-term reference pictare set of the current picture;
and

means for signaling, in the slice header, a second LTRP entry only if the second
LTREP entry does not indicate that the particular reference picture is in the long-term

reference picture set of the current picture.

56. A computer-readable storage medium having instructions stored thereon that,
when executed by a video encoding device, configure the video encoding device to:
signal, in a slice header for a current slice of a current picture, a first long-term
reference picture (LTRP) entry, the fivst LTRP entry indicating that a particular
reference picture is in a long-term reference picture set of the current picture; and
signal, in the slice header, a second LTRP entry only if the second LTRP entry
does not indicate that the particular reference picture B in the long-term reference

picture set of the current picture.
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