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SYSTEM AND METHOD FOR A TRANSMISSION RATE
CONTROLLER

FIELD OF THE INVENTION

The present invention relates generally to network based communication,

specifically to improvements in bandwidth use.
BACKGROUND OF THE INVENTION

Data communication networks are built from various communication lines
connected to each other. Every communication line has a specific capacity (or bandwidth),
generally measured in units of data per time, typically kilobits per second (kbps). When
data is transmitted over a communication line by some station in the network, hereinbelow
referred to as the transmitting station, it is transmitted at the specific transmission rate of
that communication line. Between the transmitting station and the communication line
there is usually a queue of limited size, in which data waits to be sent if the line is
occupied. If a station attempts to transmit data faster than the capacity of the line, the
excess data is stored in the queue until it can be sent. If too much data is sent to the queue,
the buffer will overflow and data will be lost (or dropped). Therefore, a transmitting
station has to adjust its transmission rate to the capacity of the line.

Furthermore, this queue may be distributed in several locations along the
communication lines in buffers. Some of these buffers may be “far” from the sender and
may be located in intermediary nodes along the network. These buffers of intermediary
nodes may not be controlled or measured by the sender. Thus, in adjusting its transmission
rate, a transmitting station also must take into account the state of the queue (e.g. whether
the queue is accumulating or emptying).

These networks use standard communication protocols to allow communication
between computers, for example, Transmission Control Protocol/Internet Protocol
(TCP/IP) and User Datagram Protocol/Internet Protocol (UDP/IP). In the transfer of data
or information between computers, standard methods are used, for example HyperText
Transfer Protocol (HTTP) Internet browsers and HTTP servers, file transfer protocol (FIP)

servers, etc. Unfortunately, the rate control mechanism standards known in the art are
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generally loss based. For example, in TCP/IP communications the rate of transmission is
increased until data loss is detected, guaranteeing lost packets that will have to be resent.
Users of data communication networks often experience severe communication
constraints due to non-optimal handling of the data transmission. This may be due to an
inefficient use of the network bandwidth and a rate of data transmittal slower than
necessary. Contributing to these are the inherent inefficiencies of existing communication
protocol standards and the current explosion of network traffic, which is overloading the

capacity of networks.

SUMMARY OF THE INVENTION

There is provided, in accordance with an embodiment of the present invention, a
method for controlling the transmission rate of data between stations. The method may
include calculating a latency value per packet of a plurality of packets and' generating at
least one rate change from the one latency value.

Moreover, in accordance with an embodiment of the present invention, the
calculating uses times from two independent clocks.

Furthermore, in accordance with an embodiment of the present invention, the
latency value may be a two-way latency or a one-way latency.

Still further, in accordance with an embodiment of the present invention, the
method further includes calculating a plurality of discrete derivatives of the latency value.

Moreover, in accordance with an embodiment of the present invention the
calculating further includes using a transmission rate of at least one péclgé'tw’nfrbm the
plurality of packets.

Furthermore, in accordance with an embodiment of the present invention, the
generating further includes using a sign-significance filter.

In addition, in accordance with an embodiment of the present invention, the
generating further includes using a zero derivative increase.

Moreover, in accordance with an embodiment of the present invention, the
generating further includes computing at least one derivative-based proposed change.

Still further, in accordance with an embodiment of the present invention, the

generating further includes using a loss-based decrease.
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Moreover, in accordance with an embodiment of the present invention, the
generating further includes taking a minimum of the loss-based decrease and the
derivative-based proposed change.

Furthermore, in accordance with an embodiment of the present invention, the
generating further includes using a future rate change.

In addition, in accordance with an embodiment of the present invention, the
generating further includes computing a weighted average of the at least one rate change.

Still further, in accordance with an embodiment of the present invention, the
generating further includes using the capacity of at least one communication line.

Moreover, in accordance with an embodiment of the present invention, the
protocol may be a connectionless protocol or connection protocol.

Furthermore, in accordance with an embodiment of the present invention, the
connectionless protocol may be UDP/IP and the connection protocol may be TCP/IP.

Moreover, in accordance with an embodiment of the present invention, the
generating may be able to be done on a transmitting side or on a reporting side.

There is also provided, in accordance with an embodiment of the present
invention, a method for proposing at least one transmission rate change. The method may
include calculating a plurality of latency values, computing at least one derivative-based
proposed change from the plurality of latency values, and proposing a rate change selected
from the at least one derivative-based proposed change.

Moreover, in accordance with an embodiment of the present invention, the
calculating further includes using a sign-significance filter.

Furthermore, in accordance with an embodiment of the present invention, the
calculating further includes choosing at least one discrete derivative of the latency.

In addition, in accordance with an embodiment of the present invention, the
computing further includes checking packet loss.

Still further, in accordance with an embodiment of the present invention, the
computing further includes selecting a minimum between a loss-based decrease and the at

least one derivative-based proposed change.
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Moreover, in accordance with an embodiment of the present invention, the
computing further includes reducing the at least one derivative-based proposed change by a
future rate change.

Furthermore, in accordance with an embodiment of the present invention, the
proposing further includes figuring a weighted average of results of the computing.

In addition, in accordance with an embodiment of the present invention, the
proposing further includes comparing results of the computing to line capacity.

There is also provided, in accordance with an embodiment of the present
invention, a system including a rate controller controlling the transmission rate of data
between two stations over a network and a rate reporter in communication with the rate
controiler.

Moreover, in accordance with an embodiment of the present invention, the rate
controller is located in a transmitting site.

Furthermore, in accordance with an embodiment of the present invention, the rate
controller includes at least one transmitting packets table.

In addition, in accordance with an embodiment of the present invention, the rate
reporter is located in a receiving site or at an intermediary node along the network.

Moreover, in accordance with an embodiment of the present invention, the rate
reporter includes at least one report table.

Furthermore, in accordance with an embodiment of the pre;sent invention, the rate
reporter may include a unit adapted to send the at least one report table to the rate
controller.

In addition, in accordance with an embodiment of the present invention, the rate
controller or the rate reporter may include a unit adapted to compute a proposed rate
change.

Moreover, in accordance with an embodiment of the present invention, the system
may include a unit adapted to compute a proposed rate change from a transmitting packets
table.

Furthermore, in accordance with an embodiment of the present invention, the

system may include a unit adapted to compute a proposed rate change from a report table.
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In addition, in accordance with an embodiment of the present invention, the rate
controller and the rate reporter are able to communicate with independent clocks.

There is also provided, in accordance with an embodiment of the present
invention, a method for calculating a transmission rate change for a plurality of data units
using independent clocks on a transmission station and on a receiving station.

Moreover, in accordance with an embodiment of the present invention, the
method includes comparing latency values of consecutive pairs of the plurality of data

units.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention will be understood and appreciated more fully from the
following detailed description taken in conjunction with the appended drawings, in which:

Fig. 1 is a block diagram illustration of a communication environment comprising
a transmission rate control system operative in accordance with an embodiment of the
present invention;

Fig. 2 is a graphic illustration of exemplary changes in both the transmission rate
the latency time of packets in the transmission rate control system of Fig. 1, operative in
accordance with an embodiment of the present invention;

Fig. 3 is a block diagram illustration of the rate transmission control system of
Fig. 1, operative in accordance with an embodiment of the present invention;

Fig. 4 is a flow chart illustration of a method embodied by the controller interface
of Fig. 3, operative in accordance with an embodiment of the present invention;

Fig. 5 is a flow chart illustration of a rate recalculation method executed by the
controller manager of Fig. 3, operative in accordance with an embodiment of the present
invention;

Fig. 6 is a flow chart illustration of the method of analyzing a single window
section of Fig. 5, operative in accordance with an embodiment of the present invention; and

Fig. 7 is a flow chart illustration of a method embodied by the report manager of

Fig. 3, operative in accordance with an embodiment of the present invention.
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DETAILED DESCRIPTION OF THE PRESENT INVENTION

The present invention is a system and method to control data transmission rates.
The present invention may comprise an improved system and method for maximizing
bandwidth use while minimizing data loss. The present invention may allow the use of
independent clocks on the receiving and transmission stations without the requiring the
synchronization of the clocks. The transmission rate control system and method of the
present invention may be used for connection based and connectionless communication.

Fig. 1, to which reference is now made, is a block diagram illustration of a
communication environment, which may comprise a transmission rate control system that
is operative in accordance with an embodiment of the present invention. The
communication system may comprise at least one transmitting station 110, at least one
communication line 120, optional intermediary nodes 140, and at least one receiving
station 170. The rate controlled transmission system may be comprised of two units, a rate
controller 410 and a rate reporter 430. Rate controller 410 may be located in transmitting
station 110. Rate reporter 430 may be located in receiving station 170. Intermediary nodes
140 may comprise a buffer 150, rate controller 410, and rate reporter 430.

Data may be sent from a given transmitting station 110, to a given receiving
station 170 over at least one communication line 120A, 120B, 120C, or 120D. The data
stream may be divided into chunks 130 of a predetermined size, which may be transmitted
over a series of communication lines, for example, 120A - 120D, using a known protocol.
Along the path between the transmitting station 110 and the receiving station 170, there
may be any number of intermediary nodes 140. These intermediary nodes 140 may receive
the data and transmit it onwards until the data reaches its destination. Communication
lines 120A, 120B, 120C, and 120D may be of the same type or different types.
Hereinbelow all communication lines 120A - 120D are referred to together as
communication lines 120. Such a communication process using transmitting stations 110,
communication lines 120, intermediary nodes 140, and receiving stations 170 and
standards for its implementation are well known in the art.

The data may be transmitted at a certain rate, which may be measured in kilobits
per second (kbps). The transmission rate may be affected by the type of communication

line 120 used, since different line types may have a different capacities or bandwidth. For
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example, data may be divided into packets and may be sent over plain old telephone lines
(POTS), Integrated Services Digital Network lines (ISDN), Terrestrial 1 data line (T1), etc.
and may use UDP/IP, TCP/IP or any other protocol known in the art. For example, data
may be divided into packets when a packet-based protocol such as TCP/IP is used.
Hereinbelow the term packets 130 will be used in place of chunks 130 due to the
familiarity of the term. It is noted however, that any type of data division as defined in a
communication standard may be used.

Intermediary node 140 may be any type of node along communication line 120,
for example, a cell in cellular communication, a satellite station in satellite communication,
a gateway between networks, etc. Any number of intermediary nodes 140 may be passed
by the data during its transmission through the network. Any of the intermediary nodes
140 may function as a transmitting station 110 and/or a receiving station 170. If so, they
may contain their own rate controller 410 and/or rate reporter 430. When acting in either
of these capacities they function as per the descriptions of those stations. For simplicity of
the description, all intermediary nodes 140 are represented by a single element 140 in Fig.
1 and are referred to together.

Since the transmission rate from intermediary node 140 may be different than its
receiving rate, there may be a need for buffer 150 to store a queue of the packets 130 that
may be waiting to be sent. Buffer 150 may be under the sole control of intermediary node
140. Neither transmitting station 110 nor receiving station 170 may have access to buffer
150. Intermediary node 140 may transmit packets 130 to receiving station 170 over
communication lines 120.

As will be explained in detail hereinbelow with respect to Fig. 3, transmitting
station 110 may accumulate information about the transmissions that it sends. This may be
done using its rate controller 410 and rate reporter 430 of the receiving station 170 to
which the data was sent. Rate controller 410 may then modify the transmission rate of
transmitting station 110 as will be explained hereinbelow with respect to Figs. 2 and 3.
Two types of information may be collected by transmitting station 110, the latency of
packets and the packet losses. If the latency values are constantly increasing or constantly
decreasing, it may indicate that the queue is constantly becoming longer or shorter,

respectively.
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Reference is now made to Fig. 2, a graphic illustration of exemplary changes in
both the transmission rate of packets 130 and the latency time in a communication system
comprising a transmission rate control system, operative in accordance with an
embodiment of the present invention. Latency is a measure related to the time it takes for a
transmission to be received.

. There are two types of latency, one-way latency and two-way latency. One-way
latency is the time between the moment the data was transmitted by the transmitting station
and the moment it was received by the receiving station. Two-way latency, also known as
round-trip time (RTT), is the time between the moment the data was transmitted by the
transmitting station and the moment the transmitting station received an acknowledgment
of the receipt of this data. This assumes that the acknowledgment was sent immediately
after the data was received.

The latency may comprise the following time intervals:

1. the waiting time in queues along the way and

2. the time required for the serialization and transmission of the data over the line.

In the case of two-way latency, there may be two further time intervals:

3. the waiting time of the acknowledgment in the queues along the return channel
and

4. the time required for the serialization and transmission of the
acknowledgment over the return line.

It is assumed that the time intervals 2 and 4 may be constant most of the time, and
that interval 3 may not vary greatly for different acknowledgements, since the queue of the
receiving side of transmission station 110 may be empty most of the time. Thus, a change
in latency may be a good indicator of a change in time interval 1, which may reflect the
waiting time in queues along the way. Changes in waiting time in the queue may imply
changes in the state of the queue, e.g. the queue size may be increasing or decreasing.
Thus, monitoring the latency may provide information about the state of the queue.

Transmission rate curve 30 (solid line) may begin transmitting at the maximum
rate possible and may decrease and increase over time. In response to transmission rate
curve 30, latency curve 20 (dashed line) may first rise at a dramatic rate as the system

begins data transmission. As latency curve 20 increases, the transmission bit rate may be
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lowered so that data packets 130 may not be lost. Over time, latency curve 20 may settle
into a generally consistent latency time that may fluctuate slightly due to changing
conditions over the communication lines 120 and the intermediate node 140.

At time T, transmission of packets 130 may begin at a predetermined maximum
rate (e.g. the maximum bit rate of the line). Latency curve 20 may rise until time T, at
which point the latency may be equal to a value predetermined by the method of the
present invention. At this time, the transmission rate may be lowered as seen on
transmission rate curve 30. Latency curve 20 may still rise, but its slope may change,
reflecting the new transmission rate. At time T>, there is a sharp drop in latency curve 20,
which may reflect a packet being lost. This may cause the method of the present invention
to lower the transmission rate to a predetermined percent of line capacity, as reflected in
transmission rate curve 30 at time Ts.

The method of the present invention continues monitoring latency times and
adjusts transmission times. From time T4 - Ts, the latency time is almost constant, which
may indicate that the transmission rate may be increased Ts. Adjustments may be made in
the transmission rate that may cause a change in latency time. The method may find a
possibly optimal transmission rate for the current communication line conditions as
explained hereinbelow, which may be used until a change in conditions is detected.

If the latency values are constantly increasing or constantly decreasing, it may
imply that the queue is constantly becoming longer or shorter, respectively. In such a case,
the difference between each two consecutive latency values may yield a correction to the
current transmission rate. Such a measure may be referred to as the “discrete derivative of
the latency” and its use may be referred to as correcting the transmission rate according to
the discrete change in the latency time.

There may be situations in which a policy is required to govern dynamic changes
to the transmission rate of transmitting station 110. Such a policy may be implemented by
the transmission rate control system of the present invention. Examples of such situations
may include an unknown line capacity, a line capacity that changes with time, a line that is
shared by a varying number of transmitting stations, and a varying number of data flows
that may originate from the same station (“shared medium”) but may transmit at different

rates.
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Packet-switching cellular networks provide an example of the above-mentioned
situations. The capacity dedicated to data users may change in accordance with the current
number of voice users in the cell. The cell capacity is shared among a changing number of
clients, which may each transmit at varying rates. Furthermore, a client may switch from a
cell having certain conditions (capacity, number of other clients) to a cell with different
conditions.

Fig. 3, to which reference is now made, is a detailed block diagram illustration of
the rate transmission control system of the present invention, which may comprise rate
controller 410 and rate reporter 430 (of Fig. 1), operative in accordance with an
embodiment of the present invention. Also shown is network 420, which represents those
communication lines 120 and intermediary nodes 140 that may occur between rate
controller 410 and rate reporter 430. In the embodiment of Fig. 3 the parts of the rate
transmission control system may be located in differerit locations — rate controller 410 in
transmitting station 110 (Fig. 1) and rate reporter 430 in receiving station 170 (Fig. 1). Ina
further embodiment of the present invention, they may be in the same location.

Whereas, rate controller 410 may control the transmission rate to more than one
rate reporter 430, all calculations and rate adjustments may be done for each rate reporter
430 individually. Itis also noted that a given rate reporter 430 may report to more than one
rate controller 410. It is noted that different report tables 460 may be generated for each
connection and may be sent to the appropriate rate controller 410.

Rate controller 410 may comprise a controller manager 414 and a controller
interface 413. Controller manager 414 may create at least one transmitting packets table
450 for each rate reporter 430 it controls. Upon receipt of data packet 130 from
transmission station 110 via data bus 411, controller interface 413 may create an entry in
transmitting packets table 450, which may comprise the unique identification number (ID)
of the packet and the transmission time according to its clock. Optionally, the transmission
rate of the packet may also be included. Transmitting packets table 450 may comprise the
collected information about the timing of packet 130. Data packet 130 may then be
forwarded to network 420 by controller interface 413 for transmission to receiving station

170.

10
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Rate reporter 430 may comprise a reporter manager 432 and a reporter interface
433, Reporter manager 432 may create at least one report table 460 for each rate controller
410 to which it reports. When a packet 130 is received from transmitting station 110, by
reporter interface 433, reporter manager 432 may create an entry in report table 460, which
may be comprised of the ID of the packet and the receipt time according to its local clock.
When a predetermined condition is met, for example a given number of packets have been
received or a certain period of time has elapsed, reporter interface 433 may send report
table 460 to rate controller 410 over network 420. Report table 460 may be sent as a
packet according to any protocol known in the art, for example UDP/IP.

It is noted that if rate reporter 430 is located at receiving station 170, then the
reported time may be the time the packet is received. If rate reporter 430 is located at
intermediary node 140, it may be placed at the output end of the node, after the processing
units and buffers. Thus the reported time from intermediary node 140 may be the time at
which packet 130 is transmitted to its next destination.

When a report table 460 is received by controller interface 413 from rate reporter
430, controller manager 414 may associate it with the transmitting packets table 450
created for that rate reporter 4_;50. Controller manager 414 compares the two tables. It may
process the two relevant tables as described below. Based on the results of this process and
the type of communication line 120, if line type information is available, controller
manager 414 may calculate a new recommended transmission rate and may transfer the
new rate to transmitting station 110 via control bus 412.

Those skilled in the art will appreciate that the present invention may be
implemented as software that may reside in the transmitting computer and/or in the
reporting computer or that it may be comprised of a computer connected to the
communication line. Furthermore those skilled in the art will appreciate that in case of
two-way latency (RTT) the transmitting side and the reporting side may be located in the
same station.

Fig. 4, to which reference is now made, is a flow chart illustration of a method
implemented by controller interface 413 (Fig. 3), operative in accordance with an
embodiment of the present invention. When a packet is transmitted, a new entry may be

created, by the controller interface 413 in the relevant transmitting packets table 450 (step

11
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510). This entry may comprise the packet ID, the transmission time, and the transmission
rate. Packet 130 may then be transmitted to its destination.

Controller interface 413 may check if a report table 460 has been received (step
520). If not it may return to step 510 and may await receipt of the next packet. Report
table 460 may contain the receipt time for the packets handled by a given receiving station
170 (according to its clock time). If report table 460 has been received, the appropriate
transmittipg packets table 450 may be updated with the receipt time reported for each
packet (according to its ID number) in report table 460 (step 530). If a packet is not listed
in report table 460 but a packet that was transmitted after it does appear in the report, the
missing packet may be marked as a lost packet. This may assume that the packets arrive at
receiving station 170 in the same sequence in which they were transmitted.

Controller interface 413 may check if enough data has been received in the
updated transmitting packets table 450 to perform statistical computations (step 540). If
not, controller interface 413 may return to step 510. Otherwise, controller interface 413
may transfer the updated transmitting packet table 450 to the controller manager 414 (step
550), which may begin computations. While computations are performed, interface 413
may return to step 510, which may allow controller interface 413 to continue data
transmission and receipt.

The following definitions and table may be useful with respect to Figs. 5 - 7
hereinbelow.

Examination window: The part of the transmitting packets table that is examined
by the rate recalculation mechanism.

Window Section: A chunk of the examination window in which all the packets
were transmitted at the same rate. In one window a number of sections may exist,
indicating packets were transmitted at several different rates during the period covered by
the window.

Window Section Rate: The rate at which the packets in the section were
transmitted.

Latency Calculation: one way latency = reporting time — transmitting time .

Delta Value: The difference between the latency values of two packets that were

transmitted consecutively.

12
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Table 1: Updated Partial Transmitting Packets Table

Packet Transmission Trans. Receipt Latency Delta (D =
Number Time (T) Rate time (R) (L=R-T) Lm+1 - Ly
5 10.15 7000 22.00 11.85

6 10.16 7000 22.02 11.86 0.01

7 10.17 7000 22.04 11.87 0.01

8 10.18 7000 22.05 11.87 0.00

Table 1 encompasses part of a window section of an updated transmitting packets
table 450. The packet number column may comprise the unique packet IDs. The
transmission time column may comprise the time, T, at which the packet was sent
according to the local clock of the transmitting station. The transmission rate column may
comprise the rate at which the packets were sent. Note in this partial table, since only one
window section is shown, the rate is the same for all the packets. The receipt time column
may comprise the time, R, the local time at the receiving station when the packet was
received, as reported in the report table. In the case of one way latency, the latency column
may comprise the difference between the transmission time and the receipt time, R - T.
The delta column may comprise the delta value, D, comprising the difference between the
latency of two consecutive rows, Lm+1 - L, of two consecutively sent packets.

This list of delta values may reflect a change in the latency. As may be seen in
Table 1, the delta values of different packets may factor out the clock time differences by
the subtraction of latency values. This method may thus afford the flexibility of using two
independent clocks without worrying about clock synchronization.

Reference is now made to Fig. 5, a flow chart illustration of the rate recalculation
method that may be executed by controller manager 414 of rate controller 410 (Fig. 3),
operative in accordance with an embodiment of the present invention. Controller manager
414 may receive the updated transmitting packets table 450 (step 601). It may calculate
the one-way latency for each entry. The delta between the latency of the current entry and
of the previous eniry may also be calculated, and both may be entered into updated
transmitting packets table 450 (step 602).

13
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The examination window may be divided into one or more window sections,
wherein each section may have the same transmission rate (step 603). A proposed rate
change may be calculated for each window section (step 604). This calculation is
described in detail hereinbelow with respect to Fig. 7. The final proposed rate change may
be an average of all the window sections weighted by the number of delta values in each
section.

Based on the proposed rate changes, controller manager 414 may decide to
change the transmission rate of transmitting station 110 (step 605) and may send these
instructions over control bus 412. However, first a comparison may be made to check that
the new rate does not exceed the capacity of communication line 120. If it does, the rate
may be set to the value of the capacity of the communication line. Thus, the capacity of the
communication line may function as an upper bound for the proposed transmission rate.

As may be understood from the descriptions of Figs. 4 and 5, the tasks of rate
controller 410 may be divided between two separate units, controller manager 414 and
controller interface 413. Thus, those functions that take longer may be performed by
controller manager 414, which may leave controller interface 413 to control the data receipt
and transmission functions. It is noted however, that in a further embodiment these two
logical units may be combined in a single unit.

Fig. 6, to which reference is now made, is a flow chart illustration of a method
that may be used in analyzing a single window section, operative in accordance with an
embodiment of the present invention. This figure corresponds to a single iteration of step
604 of Fig. 5 and may be performed once per window section.

Controller manager 414 may apply a "sign-significance filter" to each of the delta
values in the section (step 701). This test may be used to determine whether the value is
either “significantly positive” or “significantly negative”. For example, it may check if the
percentage of positive values in the delta list exceeds a certain threshold. A similar check
may be done for negative values. If there is a significant value, the change (or derivative)
may be calculated as the median of the majority group (whether positive or negative) and
the other delta values may be disregarded (step 702). Otherwise, the derivative of the

window section may be set to "0" (step 703).
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Thus, the "sign-significance filter" may be used to determine whether there is a
clear tendency in the delta values of the window section. This may be necessary as the use
of the median may provide only a rough way to filter out exceptional values. Disregarding
the other delta values may assist in a situation in which the tendency of the section’s
derivative is clear, yet exceptional values exist.

Controller manager 414 may calculate a single proposed rate change value for the
window section from the derivative (step 704). This value may be called the
"derivative-based proposed change". For a non-zero derivative, the derivative-based
proposed change may be derived as follows. Given X milliseconds (msec) as the time
between consecutive packet transmissions, and a derivative value of Y msec, the proposed
rate change may be calculated so that the time between consecutive packet transmissions
may be X + Y msec.

A zero derivative may indicate one of the two following situations:

1. The transmission rate has reached a level in which it is adequate for the current
conditions. The congestion level in the buffers is constant, and hence the derivative may
be zero, or

2. The transmission rate is too low for the current conditions, but the buffers are
totally empty. In such a case, the wait-time of all packets.in the buffers may be "0" and
therefore the derivative may be zero.

Since it may be hard to distinguish between the two situations and since
under-utilization of the line may be considered more critical, a too low for transmission
rate may be assumed (case 2). Thus, in the case of a derivative of zero the rate may be
increased. Such an increase may be called a "zero derivative increase". This increase may
be proportional to the capacity of the communication line (for example, 15% of the
capacity). It is noted that even in the case of the first situation, the rate recalculations
described hereinbelow may identify that the rate is too high, and may decrease it.

Controller manager 414 may next check if the percentage of lost packets, out of
the total number of packets transmitted in the examined section, exceeds a certain
threshold (step 705). If it does, the minimum between the derivative based proposed
change and the "loss based decrease" may be used as the proposed rate change of the

window section (step 706). The loss based decrease value may decrease the value by a
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constant, which may be proportional to the line’s capacity, for example, by 15 percent of
capacity. If the derivative-based proposed change is not "negative enough" the rate may
not be decreased enough and therefore the loss based decrease may be selected instead.

If the loss percentage does not exceed the threshold, the proposed rate change for
the section may use the derivative based proposed change (step 707).

Since the packets in the examination window may have been transmitted prior to
the calculation time, it may be the case that the transmission rate has changed. The current
transmission rate may no longer be the same as at the time the section was transmitted.
This fact may be taken in consideration when calculating the proposed rate change. Thus,
the proposed rate change may be reduced in relation to "future rate changes" (step 708).
For example, if the rate of the window section was 9000 bit/sec, the proposed change —
3000 bit/sec, and the current transmission rate 7000 bit/sec, then the actual change needed
is only —1000 bit/sec. This may be calculated by subtracting the current transmission rate
from the transmission rate at the time the section was transmitted giving a rate difference.
Then this rate difference may be subtracted from the proposed rate change, giving a rate
reflecting the current transmission value.

Reference is now made to Fig. 7, a flow chart illustration of a method executed by
reporter manager 432 and reporter interface 433 of rate reporter 430 (Fig. 3), operative in
accordance with an embodiment of the present invention. Reporter manager 432, per each
connection, may initialize a counter to zero and may create a report table 460 (step 801).
Report table 460 may be used for recording the unique ID numbers of packets that are
received and the time of receipt of the packet. Once a packet has been entered in report
table 460 it may be referred to as a “reported packet”. Reporter interface 433 may now
wait for a packet to arrive (step 802).

Upon receipt of a packet, reporter interface 433 may update report table 460 as
described and may increment the counter (step 803). Reporter interface 433 may then
check whether the counter has reached a pre-defined value, which may be named "receive
window size", for example, that the counter is equal to 100 (step 804). Other possible
conditions may be that a pre-determined period of time has elapsed, or that a given
predetermined time has been passed. If not, reporter interface 433 may return to step 802

and may wait for the next packet.
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Otherwise, reporter interface 433 may format report table 460 into a data packet
and may add a transport protocol header to report table 460. For example, using UDP/IP,
the header may include the address of transmitting station 110. Reporter interface 433 may
then send report table 460 to rate controller manager 410 over network 420 (step 805), and
may return to initialization step 801. Note that report table 460 sent in step 805 may be
used as input in step 520 (Fig. 4).

In a further embodiment of the present invention, the rate recalculations may be
performed by report manager 432, in which case only the result may be reported to the
transmitting side. This embodiment may require the following modifications to the
above-described system. Each packet sent by controller interface 413 may include its
transmission time in its header. There may be a single table managed by reporter 430
instead of the two tables described hereinabove. When a packet arrives, both its
transmission time and its arrival time may be available, and therefore the latency may be
calculated and may be written into a new column in the table.

When there is enough information in the table, the rate recalculation may be
performed by reporter manager 432 in a manner similar to that performed by controller
manager 414 as described hereinabove with respect to Figs. 5 and 6. The new rate may be
transmitted by reporter interface 433 to rate controller manager 410, which may update the
transmission rate. It is noted that in this embodiment, transmission of report table 460 as
described hereinabove in step 805 may be unnecessary.

As may be understood from the descriptions above, the tasks of rate reporter 430
may be divided between two separate units, reporter manager 432 and reporter interface
433. Tt is noted however, that in a further embodiment of the present invention these two
logical units may be combined in a single unit.

It is hereby noted that, within the description hereinabove, the word "packet" is
merely a name for a chunk of data and that other names, such as "segment", "frame", etc.,
are also possible and are included within the scope of the present invention.

Alternative embodiments will become apparent to those skilled in the art to which
the present invention pertains without departing from its spirit and scope. It will thus be

appreciated by persons skilled in the art that the present invention is not limited by what
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has been particularly shown and described herein above. Rather the scope of the invention

is defined by the claims that follow:
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CLAIMS
What is claimed is:

1. A method for controlling the transmission rate of data between stations, the method

comprising:
calculating a latency value per packet of a plurality of packets; and
generating at least one rate change from said latency value.

2. A method according to claim 1, wherein said calculating uses times from two

independent clocks.
3. A method according to claim 1, wherein said latency value is a two-way latency.
4. A method according to claim 1, wherein said latency value is a one-way latency.

5. A method according to claim 1, and further comprising calculating a plurality of

discrete derivatives of said latency value.

6. A method according to claim 1, wherein said calculating further comprises using a

transmission rate of at least one packet from said plurality of packets.

7. A method according to claim 1, wherein said generating further comprises using a

sign-significance filter.

8. A method according to claim 1, wherein said generating further comprises using a

zero derivative increase.

9. A method according to claim 1, wherein said generating further comprises computing

at least one derivative-based proposed change.

10. A method according to claim 9, wherein said generating further comprises using a

loss-based decrease.

11. A method according to claim 10, wherein said generating further comprises taking a
minimum of said loss-based decrease and said at least one derivative-based proposed

change.
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12. A method according to claim 1, wherein said generating further comprises using a

future rate change.

13. A method according to claim 1, wherein said generating further comprises

computing a weighted average of said at least one rate change.

14. A method according to claim 1, wherein said generating further comprises using a

capacity of at least one communication line.
15. A method according to claim 1, wherein said protocol is a connectionless protocol.
16. A method according to claim 15, wherein said connectionless protocol is UDP/IP.
17. A method according to claim 1, wherein said protocol is a connection protocol.
18. A method according to claim 17, wherein said connection protocol is TCP/IP.

19. A method according to claim 1, wherein said generating is able to be done on a

transmitting side.

20. A method according to claim 1, wherein said generating is able to be done on a

reporting side.
21. A method for proposing at least one transmission rate change comprising:
calculating a plurality of latency values;

computing at least one derivative-based proposed change from said

plurality of latency values; and

proposing a rate change selected from said at least one derivative-based

proposed change.

22. A method according to claim 21, wherein said calculating further comprises using a

sign-significance filter.

23. A method according to claim 21, wherein said calculating further comprises

choosing at least one discrete derivative of the latency.

24. A method according to claim 21, wherein said computing further comprises checking

packet loss.
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A method according to claim 21, wherein said computing further comprises selecting
a minimum between a loss-based decrease and said at least one derivative-based

proposed change.

A method according to claim 21, wherein said computing further comprises reducing

said at least one derivative-based proposed change by a future rate change.

A method according to claim 21, wherein said proposing further comprises figuring a

weighted average of results of said computing.

A method according to claim 21, wherein said proposing further comprises

comparing results of said computing to line capacity.

A system comprising;

a rate controller controlling the transmission rate of data between two

stations over a network; and
a rate reporter in communication with said rate controller.

A system according to claim 29, wherein said rate controller is located in a

transmitting site.

A system according to claim 29, wherein said rate controller comprises at least one

transmitting packets table.

. A system according to claim 29, wherein said rate reporter is located in a receiving

site.

A system according to claim 29, wherein said rate reporter is located at an

intermediary node along said network.

A system according to claim 29, wherein said rate reporter comprises at least one

report table.

A system according to claim 29, wherein said rate reporter comprises a unit adapted

to send said at least one report table to said rate controller.

A system according to claim 29, wherein said rate controller comprises a unit

adapted to compute a proposed rate change.
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A system according to claim 29, wherein said rate reporter comprises a unit adapted

to compute a proposed rate change.

A system according to claim 29, comprises a unit adapted to compute a proposed rate

change from a transmitting packets table.

A system according to claim 29, comprises a unit adapted to compute a proposed rate

change from a report table.

A system according to claim 29, wherein said rate controller and said rate reporter

are able to communicate with independent clocks.

A method for calculating a transmission rate change for a plurality of data units using

independent clocks on a transmission station and on a receiving station.

A method according to claim 41 comprising comparing latency values of

consecutive pairs of said plurality of data units.
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