A method is disclosed for performing traffic control in a network, the network comprising at least one link, the method comprising: measuring the data traffic rate, the data traffic comprising at least one data flow, at least one link which carries the data traffic; defining a first and a second threshold value, the second threshold value being larger than the first threshold value; determining whether the measured data rate is larger than the first threshold value; and if so, starting congestion signaling of a first type; determining whether the data rate is larger than the second threshold value; and if so, starting congestion signaling of a second type, wherein at least one of the first and the second threshold values are modified over time, based on data traffic information.
Method and devices for performing traffic control in telecommunication networks

Technical field of the invention

The present invention relates to the field of methods for performing data traffic control for a telecommunication network, the network comprising nodes arranged and connected to each other, comprising at least one link.

Background of the invention

The PCN working group of the Internet Engineering Task Force IETF is investigating pre-congestion notification mechanisms to implement traffic control as for instance admission control and flow termination procedures (see for instance the IETF draft draft-ietf-pcn-architecture-08). The packet marking layer of the architecture includes a mechanism by which PCN interior nodes monitor traffic rates on their links and mark packets depending on the type of pre-congestion. An admissible rate (AR) and a supportable rate (SR) need to be defined for each link (L).

The AR-pre-congestion mechanism results in the admission control function not allowing new flows, while the SR-pre-congestion mechanism can result additionally in the termination function to terminate some previously admitted flows (see for instance Fig.1).

The filling level of the network, which supports a maximum number of flows, without degrading their QOS, obviously depends on the setting of the specific values of AR and SR for the different links.
The values of AR and SR have to be configured for all PCN interior nodes, and are crucial for the overall operation of the network. The exact values of AR and SR have to be defined by the network operator and can possibly be different for different links within the network.

There exist a need for improved traffic management methods and associated devices.

Summary of the invention

When terms as "first", "second", "third" and the like are used, this does not necessarily mean that a sequential or that a chronological order is to be assumed.

The term "comprising", should be interpreted as such that it does not exclude other elements or steps.

For the purpose of the present invention, the following terminology has been used, corresponding to the terminology used in the IETF draft www.ietf.org/internet-drafts/draft-ietf-pcn-architecture-08.txt; unless indicated otherwise:

- PCN-domain: a PCN-capable domain; a contiguous set of PCN-enabled nodes that can perform DiffServ scheduling [RFC2474]; the complete set of PCN-nodes whose PCN-marking can in principle influence decisions about flow admission and termination for the PCN-domain, including the PCN-egress-nodes, which measure these PCN-marks.
- PCN-boundary-node: a PCN-node that connects one PCN-domain to a node either in another PCN-domain or in a non PCN-domain.
- PCN-interior-node: a node in a PCN-domain that is not a PCN-boundary-node.
- PCN-node: a PCN-boundary-node or a PCN-interior-node
- PCN-egress-node: a PCN-boundary-node in its role in handling traffic as it leaves a PCN-domain.
- PCN-ingress-node: a PCN-boundary-node in its role in handling traffic as it enters a PCN-domain.
- PCN-flow: the unit of PCN-traffic that the PCN-boundary-node admits (or terminates); the unit could be a single microflow (as defined in [RFC2474]) or some identifiable collection of microflows.
- Ingress-egress-aggregate: The collection of PCN-packets from all PCN-flows that travel in one direction between a specific pair of PCN-boundary-nodes.
- Threshold-marking: a PCN-marking behavior with the objective that all PCN-traffic is marked if the PCN-traffic exceeds the PCN-threshold-rate.
- Excess-traffic-marking: a PCN-marking behavior with the objective that the amount of PCN-traffic that is PCN-marked is equal to the amount that exceeds the PCN-excess-rate.
- Pre-congestion: a condition of a link within a PCN-domain such that the PCN-node performs PCN-marking, in order to provide an "early warning" of potential congestion before there is any significant build-up of PCN-packets in the real queue.
- PCN-marking: the process of setting the header in a PCN-packet based on defined rules, in reaction to pre-
congestion; either threshold-marking or excess-traffic-marking.

- **PCN-feedback-information**: information signaled by a PCN-egress-node to a PCN-ingress-node (or a central control node), which is needed for the flow admission and flow termination mechanisms.

- **PCN-admissible-rate (AR)**: the rate of PCN-traffic on a link up to which PCN admission control should accept new PCN-flows.

- **PCN-supportable-rate (SR)**: the rate of PCN-traffic on a link down to which PCN flow termination should, if necessary, terminate already admitted PCN-flows.

The state of the art, on which the preamble of claim 1 is based, discloses a method for performing traffic control in a network, the network comprising at least one link, comprising

a. measuring the data traffic rate, said data traffic comprising at least one data flow, at at least one link, which carries the data traffic;

b. defining a first and a second threshold value, said second threshold value being larger than said first threshold value,-

c. determining whether the measured data rate is larger than a first threshold value; and if so, start congestion signaling of a first type;

d. determining whether the data rate is larger than a second threshold value; and if so, start congestion signaling of a second type.

If these values are chosen wrongly, different problems may arise, as for instance:
- if the AR value is set too high, flows may be admitted, which may later on cause the SR value to be crossed (for instance due to the variable bit rate nature of the flows, or change of characteristics of the flow, ..., and this may lead to termination of certain flows, which is to be avoided as much as possible as it reduce the service comfort of the users. Flow termination should normally only be performed in exceptional circumstances such as for instance network link or node failures, and a lack of resources on the back-up path;
- if AR value is set too low, the admission control function will sooner refuse new flows, reducing the number of active flows, and thus the number of served users);
- if SR value is set too high, there is a risk that the link will undergo real congestion, and packets will be dropped. This leads to a degradation of the quality (for instance Quality of Service (QoS)) of impacted flows (which may be many or potentially even all flows, as the PCN interior nodes are not expected to be aware of individual flows);
- setting the SR value too low may cause the termination function to take action too soon, terminating some flows, while there may have been really no need to do so.

It is an object of the present invention to provide a method, which solves at least one of the above problems.

This is achieved by the characterizing features of claim 1.

According to a first aspect of the present invention a method for performing traffic control in a network is
disclosed, the network comprising at least one link, the method comprising
   a) measuring the data traffic rate, the data traffic comprising at least one data flow, at at least one link which carries the data traffic;
   b) defining a first and a second threshold value, the second threshold value being larger than the first threshold value;
   c) determining whether the measured data rate is larger than the first threshold value; and if so, starting congestion signaling of a first type,
   d) determining whether the data rate is larger than the second threshold value; and if so, starting congestion signaling of a second type, wherein at least one of the first and the second threshold values are modified over time, based on data traffic information.

The signaling can be performed according to a PCN scenario, for instance by marking at least some (or all) data packets of the data traffic which pass through the link, possibly at a, for instance interior, node of the network which is directly connected to this link. Signaling of a first and second type can correspond to congestion marking of a first and second type respectively.

The method may further comprise one or more of the following:

   - receiving the marked data packets (of the first type and/or the second type) at the border notes of the network;
   - analyzing the marked packets, in order to analyze the congestion status of the network;
- communicate (information relating to) the result of the analysis to the border notes of the network;
- making data traffic decisions impacting the PCN flows, at the ingress border notes.

The "data traffic rate" can also be called "data rate of data traffic". Data traffic information comprises or consists of information about the data traffic.

It can be noted that the method can be applied in the context of different types of networks, such as for instance networks of the meshed network or tree network type. The network can comprise at least 2 border nodes and at least one interior node. Moreover, the signaling and corresponding architectures do not necessarily have to correspond to PCN specific signaling and architecture. The PCN domain is thus not the only domain in which methods according to embodiments of the present invention can be applied; it may be applied generally to other measurement based control systems. For the purpose of the present description, PCN has been used as an example of a system, the working of which can be improved with the adaptive threshold method according to embodiments of the present invention.

The first and second threshold values can be time dependent. They can for instance be based on data traffic measurement and statistical analyses thereof in order to define predetermined patent for the evolution of the first and/or second threshold value in time (for instance day time/night time, working day/weekend, ...).

In typical embodiments the congestion marking of the second type replaces the congestion marking of the first type as
this latter marking would be implicit in the case of the congestion marking of the second type.

According to preferred embodiments of the present invention both the first threshold value and the second threshold value can be modified/amended (at least re-determined) over time.

According to preferred embodiments the second threshold value is not larger than a predetermined second threshold limit value (or congestion rate (CR)). The congestion rate can be for instance the real limit rate of the link, or for instance 99.99, 99.9, 99, 98, 97, 96, 95, 90, 85, 80, 75, 70, 65, 60, 55, 50, 45, 40, 35, 30, 25% of the real limit rate of the link.

According to preferred embodiments the modification of threshold values is further based on a set of constraint rules. An example of such a constraint rule may be that the allowable rate should always be larger than 25% of the congestion rate. Another example of the constraint rule may be the fixing of the timing of the calculation of the adapted threshold values at predetermined periods of time, for instance at regular time intervals or for instance at the occurrence of predetermined events. Another example of a constraint rule may be the allowance/denial of traffic for a specific IP address, or for specific types of flows (for instance emergency calls, business user flows).

According to preferred embodiments the data traffic information comprises information relating to the evolution of data traffic rate in time (for a link).
According to preferred embodiments the data traffic information comprises information relating to the minimum and/or maximum data traffic rate within a predetermined time interval.

According to preferred embodiments the data traffic information comprises information relating to the variability of the data traffic rate within a predetermined time interval.

According to preferred embodiments the predetermined time interval can start when the congestion marking (of the first type, or of the second type) is initiated.

According to preferred embodiments the predetermined time interval starts when a predetermined threshold value is exceeded, for instance when the first or the second threshold value is exceeded.

The predetermined time interval can end when the congestion marking ends (of the first type, or of the second type). The congestion marking may end as soon as the data traffic rate becomes smaller than the respective first or second threshold value.

According to preferred embodiments a further "hysteresis" may be introduced by only ending the congestion marking when the data traffic rate goes below a value which is lower than the respective first and second threshold value, for instance below a value of 99, 95, 90, 85, 80, 75, 70 % of the respective threshold value.

According to preferred embodiments of the present invention the first threshold can be increased if the maximum data traffic rate remains lower than a predetermined first
threshold limit value, within a predetermined time interval. The predetermined first threshold limit value can be the second threshold value.

According to preferred embodiments of the present invention the first threshold is decreased if the data traffic rate is larger than the predetermined first threshold limit value, within a predetermined time interval. The predetermined first threshold limit value can be the second threshold value.

According to preferred embodiments, a method is disclosed wherein the second threshold value is increased if the maximum data traffic rate is smaller than a predetermined second threshold limit value, within a predetermined time interval. The predetermined second threshold limit value can be the congestion rate, which can be for instance the real limit rate of the link.

According to further embodiments of the present invention the second threshold value is decreased if the maximum data traffic rate is larger than the predetermined second threshold limit value, within a predetermined time interval.

According to embodiments of the present invention the predetermined time interval can also be time dependent (i.e. it can become shorter or longer when time passes), depending on the behavior of the system. For instance when the system tends towards oscillating a lot (decreasing and increasing the levels), the time interval can be made larger or increased, resulting in a longer period before deciding to decrease/increase the respective threshold level.
According to preferred embodiments of the present invention the modification/adaptation/evaluation for the first and/or second threshold values over time follows or occurs according to a predetermined pattern. This predetermined pattern may for instance be based on historic data and for instance statistical analysis thereof. According to such embodiments the predetermined pattern can preferably be predetermined at an analysis centre, which is preferably located outside the network nodes.

According to embodiments of the present invention the modification/adaptation/evaluation of the first and/or second threshold values over time can be controlled in a network node (for instance an interior node) of the network itself, which is directly connected with the respective link. These embodiments are preferably associated with scenarios wherein the network node is capable of analyzing its own measurements.

According to preferred embodiments the modification over time is controlled by a management unit, which is located at a location different from a (interior) node which is directly connected to the link. The management unit can be collocated with the analysis centre.

According to preferred embodiments, the methods according to embodiments of the present invention can be applied to a PCN enabled network, and the first threshold value can correspond to the "Admissible Rate" and the second threshold value can correspond to the "Supportable Rate".

According to a second aspect of the present invention, a network element which is adapted for functioning as a (for
instance an interior) node of a network, the network element comprising

a) Means for communicating with a management system, to hereby receive initial (first and second) data traffic rate threshold values and optionally a set of constraint rules,

b) Means for measuring the data traffic rate at at least one link;

c) Means for analyzing the measured traffic rate in view of the (first and second) threshold values and optionally the set of constraint rules,

d) Means for modifying the first and second threshold values based on the analysis.

Further aspects of the present invention are described by the dependent claims. The features from the dependent claims, features of any of the independent claims and any features of other dependent claims may be combined as considered appropriate to the person of ordinary skill, and not only in the particular combinations as defined by the claims.

Brief description of the drawings

The accompanying drawings are used to illustrate embodiments of the present invention.

Fig. 1 illustrates the functioning of the congestion control according to state of the art technology.

Fig. 2 illustrates the functioning of the traffic control mechanism according to embodiments of the present invention.
Fig. 3 illustrates the functionalities of network elements or nodes which are adapted for functioning according to methods according to embodiments of the present invention. Fig. 4 shows a flow-chart illustrating embodiments of the present invention.

Fig. 5 illustrates a possible scenario for the evolution of the AR and SR threshold values in time as a function of the measured data traffic rate, wherein the AR value varies according to a fixed step.

Fig. 6 depicts a flow-chart illustrating a further embodiment of the present invention.

Reference signs are chosen such that they are the same for similar or equal elements or features in different figures or drawings.

Description of illustrative embodiments

The above and other advantageous features and objects of the invention will become more apparent and the invention will be better understood from the following detailed description when read in conjunction with the respective drawings.

The description of aspects of the present invention is performed by means of particular embodiments and with reference to certain drawings but the invention is not limited thereto. Depicted figures are only schematic and should not be considered as limiting.

In the description of certain embodiments according to the present invention, various features are sometimes grouped together in a single embodiment, figure, or description thereof for the purpose of aiding in the understanding of
one or more of the various inventive aspects. This is not to be interpreted as if all features of the group are necessarily present to solve a particular problem. Inventive aspects may lie in less than all features of such a group of features present in the description of a particular embodiment.

While some embodiments described herein include some but not other features included in other embodiments, combinations of features of different embodiments are meant to be within the scope of the invention, and form different embodiments, as would be understood by the skilled person.

Embodiments of the present invention comprise measuring of bandwidth over a specific time window (or period or time interval), and taking data traffic decisions based on comparing the measured value(s) with some thresholds. The output of this decision can be used to control the traffic (for instance admission and termination). The thresholds can be adapted/learned, possibly based on the variability of the traffic, and/or based on the rate of new requests of service users.

In embodiments of the present invention a mechanism has been defined in which PCN nodes themselves set and tune the precise values of Admissible rate (AR) and Supportable Rate (SR) in order to achieve optimal operation of the PCN network, preferably within certain boundaries or constraints specified by the network operator (see Fig. 3; a PCN element (or network node) (1) can comprise a PCN adaptation function or means (2), which is adapted for receiving initial AR and SR values and constraint rules (3), and which is further adapted to measure and, if necessary, adjust SR and AR
levels (4) for a link (Li) directly connected to the PCN element (or network node). It allows the PCN mechanism to be used in a variety of circumstances and data traffic mix scenarios, and allows the nodes to set their AR and SR values automatically, in an optimized way (see Fig. 2).

For instance, when the traffic has a predominantly constant bit rate, the AR and SR values can both be set to relatively higher values, with low risk of real congestion.

When the traffic is though highly variable in bit rate, more conservative (i.e. relatively lower) AR and SR settings may be recommendable. In time, the constitution (e.g. flows) of the mix of data traffic on the network may vary, and the AR and SR settings may need to be adjusted accordingly.

According to embodiments of the present invention, PCN-capable network elements with adaptable or modifiable PCN levels can comprise a PCN-adaptation function which can (preferable per link, preferable for each link):

- receive information from a management system. This can be for instance initial SR and AR values, and optionally constraints which can drive the adaptation/modification process;
- measure the traffic levels and assess the situation in function of the constraints and initial SR and AR values;
- adapt/modify the SR and/or AR values according to the traffic characteristics and within the constraints imposed by the network operator.

According to a first example, for tuning the SR value, the following algorithm could be used:
- Define the congestion rate (CR) as the level that never should be exceeded. Initially one could start with a (default) SR rate SR-O (specified as absolute value or for instance a percentage of the link capacity);

- Whenever the PCN line rate exceeds the SR, perform normal SR marking (according to the IETF draft draft-ietf-pcn-architecture-08), but in addition monitor if the CR value is being reached;

- If CR is not reached during the SR-pre-congestion period, and for a predetermined amount of time, increase the SR value (for instance with a fixed amount increase step, or with a percentage of the previous value, ...).

- If the CR value was reached, decrease the SR value (e.g. by a fixed amount decrease step, or with a percentage of the previous value, ...).

It can be noted that further mechanisms can be foreseen which are adapted to take care of situations where CR is exceeded due to exceptional circumstances such as network link or node failures. In this case, there would be no real need to adjust the SR, and it would thus be inappropriate to do so, as it relates to a transient phenomenon.

According to a second example, for tuning the AR value:

- Initially start with a (default) AR rate AR-O.

- Whenever the rate exceeds the AR, perform normal AR marking (according to the IETF draft draft-ietf-pcn-architecture-08), but in addition monitor if the AR-limit (which could reasonably be the SR level, but which can be any value below the SR value) is reached.
- If AR-limit was not reached during the AR-pre-congestion period, and for a predetermined amount of time, increase the AR value (e.g. with a fixed amount increase step, or with a percentage of the previous value, ...).

- If the AR-limit was reached, decrease the AR value (e.g. by a fixed amount decrease step, or with a percentage of the previous value, ...).

In Fig. 4 a flowchart is provided which illustrates a possible algorithm or process that can be used according to embodiments of the present invention, in which the AR value can be adapted by adding or subtracting a fixed step value. The predetermined time interval is here represented by "t_inc".

Fig. 5 illustrates the evolution of the first and second threshold values (AR and SR respectively) in time as a function of the measured data traffic rate, wherein the AR and SR values are adapted (if appropriate) according to a fixed step. The predetermined first threshold limit value has been chosen to correspond to the SR value, but this is not necessary.

It can be noted that also the fixed step(s) (these steps can be different or the same for the first and second threshold) can also be replaced by time dependent variable step(s) as a function of for instance the measured data traffic rate and/or the current value of the first and/or second threshold value.

According to a third example, illustrated in Fig. 6, the CR value can be defined by a detection means that guarantees
protection of network buffers, network bandwidth and/or a
delay less than a maximum delay for a packet buffered in a
network. The AR and SR values can be compared with a
measured rate R_l, wherein the rate R_l can for instance be
determined by taking the average of the occupied bandwidth
over a sliding window with a first window time interval Tw_1
(optionally a weighted average with an exponentially
decreasing weight). The minimum and maximum values of the
rate R_l over a second sliding window time interval Tw_2,
wherein Tw_2 is preferably larger than Tw_1, can be defined as
R_{minimum} and R_{maximum}. Action 1 can be triggered when the
token bucket depth goes below the bucket threshold, action 2
can be triggered when R_l goes above AR, action 3 can be
triggered if R_l is not going below AR for a third sliding
window time interval Tw_3, and action 4 is triggered if R_l
goes above SR.

Action 1 can comprise reducing both AR and SR. This can be
for instance reducing SR proportionally to the size of the
bucket under-run and assigning AR = (SR * R_{minimum} / 
R_{maximum}) .
Action 2 comprises blocking new flow arrivals.
Action 3 can be dependent on the condition:
AR/SR > R_{minimum}/R_{maximum}
If the result is true, then SR = (AR * R_{maximum} / R_{minimum}) .
If the result is false, then AR = (SR * R_{minimum} / 
R_{maximum}) .
Action 4 can comprise in termination of existing flows.

While the principles of the invention have been set out
above in connection with specific embodiments, it is to be
clearly understood that this description is merely made by
way of example and not as a limitation of the scope of protection which is determined by the appended claims.
Claims

1. A method for performing traffic control in a network, the network comprising at least one link, the method comprising

   a) measuring the data traffic rate, said data traffic comprising at least one data flow, at at least one link which carries said data traffic;

   b) defining a first and a second threshold value, said second threshold value being larger than said first threshold value;

   c) determining whether the measured data rate is larger than said first threshold value, and if so, starting congestion signaling of a first type;

   d) determining whether the data rate is larger than said second threshold value; and if so, starting congestion signaling of a second type, characterized in that at least one of said first and said second threshold values are modified over time, based on data traffic information.

2. Method according to claim 1, wherein both the first threshold value and the second threshold value are modified over time.

3. Method according to any of claims 1 or 2, wherein the modification of the threshold values is further based on a set of constraint rules.

4. Method according to any of claims 1 to 3, wherein said data traffic information comprises information relating to the evolution of data traffic rate in time.

5. A method according to claim 4, wherein said data traffic information comprises information relating to the minimum
and/or maximum data traffic rate within a predetermined time interval.

6. Method according to claim 5, wherein said predetermined time interval starts when said predetermined first threshold value is exceeded.

7. Method according to any of the previous claims 5 to 6, wherein the first threshold is increased if the maximum data traffic rate remains lower than a predetermined first threshold limit value.

8. Method according to any of the previous claims 5 to 7, wherein the first threshold is decreased if the data traffic rate is larger than said predetermined first threshold limit value.

9. Method according to any of the previous claims 5 to 8, wherein the second threshold is increased if the maximum data traffic rate is smaller than a predetermined second threshold limit value.

10. Method according to any of the previous claims 5 to 9, wherein the second threshold value is decreased if the maximum data traffic rate is larger than said predetermined second threshold limit value.

11. Method according to claim 1, wherein the modification of the first and/or second threshold values over time follows a predetermined pattern.
12. Method according to any of the previous claims, wherein the modification over time is controlled in a node directly connected to said link.

13. Method according to any of the previous claims, wherein the modification over time is controlled by a management unit which is located at a location different from a node directly connected to said link.

14. A method according to any of the previous claims, wherein said first threshold value is the Admissible Rate, and the second threshold value is the Supportable Rate.

15. A network element which is adapted for functioning as a node of a network, said network element comprising
   a) means for communicating with a management system, to hereby receive initial (first and second) data traffic rate threshold values and optionally a set of constraint rules;
   b) means for measuring the data traffic rate at at least one link;
   c) means for analyzing the measured traffic rate in view of said (first and second) threshold values and optionally said set of constraint rules;
   d) means for modifying the first and second threshold values based on said analysis.
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