Eye vergence detection on a display

One embodiment of the present invention sets forth technique for displaying an image based on eye vergence. The technique includes determining a first distance from one or more eyes of a user to a display location, and determining (620), based on eye gaze vectors associated with the eyes of the user, an eye convergence distance. The technique further includes causing (640) the image to be displayed when the eye convergence distance is substantially the same as the first distance, or causing (650) a display of the image to be terminated when the eye convergence distance is not substantially the same as the first distance.
Description

BACKGROUND

Field of the Embodiments of the Invention

[0001] Embodiments of the present invention generally relate to graphical user interfaces and, more specifically, to eye vergence detection on a display.

Description of the Related Art

[0002] Technological advancements within the electronics industry have increased the prevalence of various types of graphical user interfaces (GUIs) in nearly all aspects of daily life. In many countries, the majority of people now carry at least one of a personal computer, smartphone, smart watch, etc. that provide convenient access to different types of information. In addition, many vehicles provide a GUI (e.g., on a center console display, an electronic instrument cluster display, a head-up display, and/or navigation system display) that provides vehicle statistics, route guidance, media information, and the like.

[0003] GUIs displayed by conventional electronic devices, such as the devices described above, typically strive to fit specific use cases in order to enable users to stay "connected" in certain settings with minimal distraction. However, because most electronic devices require the user to avert his or her eyes from the surrounding environment (e.g., in order to look at a display screen), such devices still provide an unacceptable level of distraction for certain use cases. For example, vehicle GUIs that are provided via a center-console navigation screen and/or dashboard display require a user to look away from the road, thereby increasing the risk of distracted driving. Further, although certain display technologies, such as a heads-up display (HUD), enable the user to maintain his or her vision in a desired direction (e.g., towards the road), the images generated by such displays obscure portions of the user’s vision. Accordingly, GUIs displayed by conventional electronic device are poorly suited for use while a person is driving and in other similar situations.

[0004] As the foregoing illustrates, one or more techniques that enable a user to more effectively view and interact with images generated by a display while the user is driving would be useful.

SUMMARY

[0005] One embodiment of the present invention sets forth a method for displaying an image based on eye vergence. The method includes determining a first distance from one or more eyes of a user to a display location, and determining, based on eye gaze vectors associated with the eyes of the user, an eye convergence distance. The method further includes causing the image to be displayed when the eye convergence distance is substantially the same as the first distance, or causing a display of the image to be terminated when the eye convergence distance is not substantially the same as the first distance.

[0006] Further embodiments provide, among other things, a system and a non-transitory computer-readable medium configured to implement the method set forth above.

[0007] At least one advantage of the various embodiments is that a user is able to cause an image to be displayed or hidden based on whether the user is focusing his or her eyes on a display. Additionally, an image may be displayed via a transparent display and/or heads-up display (HUD), enabling the user to hide the image and then view the surrounding environment behind the image without changing his or her viewing direction.

BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWINGS

[0008] So that the manner in which the above recited features of the present invention can be understood in detail, a more particular description of the invention, briefly summarized above, may be had by reference to embodiments, some of which are illustrated in the appended drawings. It is to be noted, however, that the appended drawings illustrate only typical embodiments of this invention and are therefore not to be considered limiting of its scope, for the invention may admit to other equally effective embodiments.

Figure 1A illustrates an eye vergence detection system for determining eye vectors and modifying a display, according to various embodiments;

Figure 1B illustrates a user interacting with the eye vergence detection system of Figure 1A in order to cause an image to be displayed or hidden, according to various embodiments;
Figures 2A and 2B illustrate a technique for operating the eye vergence detection system of Figure 1A in conjunction with a transparent display, according to various embodiments;

Figures 3A and 3B illustrate a technique for operating the eye vergence detection system of Figure 1A in conjunction with a heads-up display (HUD), according to various embodiments;

Figure 4 is a conceptual diagram illustrating a technique for determining an eye convergence distance, according to various embodiments;

Figures 5A-5D illustrate a technique for implementing a graphical user interface (GUI) with the eye vergence detection system of Figure 1A, according to various embodiments;

Figure 6 is a flow diagram of method steps for displaying an image based on eye vergence detection, according to various embodiments, according to various embodiments; and

Figure 7 is a block diagram of a computing device that may be implemented in conjunction with the eye vergence detection system of Figure 1A, according to various embodiments.

DETAILED DESCRIPTION

[0009] In the following description, numerous specific details are set forth to provide a more thorough understanding of the embodiments. However, it will be apparent to one of skill in the art that the embodiments may be practiced without one or more of these specific details.

[0010] Figure 1A illustrates an eye vergence detection system 100 for determining eye vectors and modifying a display 130, according to various embodiments. As shown, the eye vergence detection system 100 may include, without limitation, one or more sensors 110 and a display 130. The sensors 110 are configured to acquire images of a user and/or determine the position of the user. Images acquired by the one or more sensors 110 may be analyzed by a computing device 120 included in the eye vergence detection system 100 and/or a computing device 120 that is separate from the eye vergence detection system 100. The display 130 is configured to display one or more images to a user, such as a graphical user interface (GUI), media content, vehicle statistics, and/or other types of information.

[0011] In various embodiments, the sensors 110 include one or more cameras that are configured to acquire images of a user's eyes, as shown in Figure 1B, which illustrates a user interacting with the eye vergence detection system 100 of Figure 1A in order to cause an image to be displayed or hidden, according to various embodiments. The image(s) are then analyzed to determine eye position(s), eye vergence angle(s), two-dimensional (2D) eye vectors, three-dimensional (3D) eye vectors, interocular distance, and/or the distance at which the eyes converge. In some embodiments, images of the user's eyes are processed using pupil center corneal reflection eye tracking techniques, such as those implemented in the "Eye Trackers" produced by TOBII TECHNOLOGY™ (Karlsrovagen 2D, Danderyd 18253, Sweden, SE556613965401). However, images may be acquired and processed via any useful imaging technique, including, without limitation, visible light techniques and infrared light techniques.

[0012] In some embodiments, the eye vergence detection system 100 includes two (or more) cameras, each of which is configured to track one or both of the eyes of a user. Further, additional sensors 110 (e.g., light sensors, image sensors, depth sensors, etc.) may be included in the eye vergence detection system 100 to measure the distance from the user to the eye vergence detection system 100, the distance of various objects and display locations (e.g., a surface of display 130 and/or a virtual image location) from the eye vergence detection system 100, and the like. Additionally, in some embodiments, at least a portion of the eye vergence detection system 100 (e.g., one or more sensors 110) is worn by the user. For example, and without limitation, the eye vergence detection system 100 could be a headset or pair of glasses worn by the user. In such embodiments, a sensor 110 could be positioned in the eye vergence detection system 100 proximate to the eyes of the user, such as in a headset or pair of glasses near each eye of the user.

[0013] The display 130 may include a transparent display (e.g., an organic light-emitting diode (OLED) display, liquid crystal display (LCD), etc.), a heads-up display (HUD) (e.g., a reflective display, volumetric display, etc.), or any other type of device that enables a user to view display images and also see through at least a portion of the display 130 to view the surrounding environment. In some embodiments, the display 130 is positioned in front of the user, such as in or on top of a car dashboard or windshield, or is a head-mounted display (HMD), such as a display 130 that is coupled to a pair of glasses. In other embodiments, the display 130 includes a projector that projects a display image towards a display location, such as a reflective surface, at which the user perceives the display image. Accordingly, in such embodiments, the display 130 and the display location may be at separate locations.

[0014] As described above, conventional transparent displays and HUDs are unable to detect whether a user is focusing on a display location (e.g., a display surface or virtual image location) or merely looking towards the display.
location. Accordingly, conventional displays commonly display information at times when the information is obtrusive, extraneous, or otherwise unwanted by the user. Further, in many cases, such as when a user is driving, displaying unwanted information to a user may interfere with the user’s ability to view and interact with his or her surroundings. For example, and without limitation, with reference to Figure 2B, although the user’s head and eyes are facing towards the display 130, the eyes of the user may be looking through the display 130 and attempting to focus on the surrounding environment (e.g., a roadway or surrounding vehicles). Consequently, displaying an image on the display 130 may distract the user.

[0015] Under such circumstances, the eye vergence detection system 100 is used to determine that the eyes of the user are not focusing on the display location, but are instead focusing through the display location. Then, upon determining that the eyes of the user are not focusing on the display location, the eye vergence detection system 100 causes at least a portion of the images displayed by the display 130 to be hidden, enabling the user to see through the display 130 and more effectively view his or her surroundings.

[0016] In various embodiments, the sensors 110 include a depth sensor that determines a distance from the eyes of the user to a display location at which an image is being displayed (e.g., a surface of the display 130 or a virtual image location associated with a HUD). The eye vergence detection system 100 then acquires one or more images of the eyes of the user and analyzes the images to determine the distance and/or location at which the eyes converge. The distance from the eyes to the display location is then compared to the eye convergence distance to determine whether the eyes are focusing on the display location. If the eyes of the user are not focusing on the display location, then the eye vergence detection system 100 causes one or more images to be hidden from the display 130. If, on the other hand, the eyes of the user are focusing on the display location, then the eye vergence detection system 100 causes one or more images to be displayed or redisplayed by the display 130.

[0017] The depth sensor(s) may be positioned in a variety of locations relative to the location of the eyes of the user. For example, although Figures 1A and 1B depict the depth sensor as being coupled to the eye vergence detection system 100 and positioned in front of the user, the depth sensor(s) may be located in other positions, such as on the hood of a vehicle, in the interior of a vehicle, or on the exterior of a vehicle. Moreover, when a depth sensor is located in the interior of the vehicle, the depth sensor may be located in front of the driver, behind the driver, or next to the driver. In various embodiments, a depth sensor is positioned at a location that is near, or in line with, the eyes of the user.

[0018] Figures 2A and 2B illustrate a technique for operating the eye vergence detection system 100 of Figure 1A in conjunction with a transparent display, according to various embodiments. As described above, in some embodiments, the display 130 is a transparent display through which a user can view his or her surroundings. In operation, the eye vergence detection system 100 tracks, via one or more sensors 110, a left eye vector 210 and/or right eye vector 210 of the user to determine an eye convergence distance 220. The eye vergence detection system 100 further tracks (e.g., via a depth sensor) the distance from the eyes of the user to the display location 230 (e.g., a surface on which images are displayed, in Figures 2A and 2B). The eye vergence detection system 100 then compares the eye convergence distance 220 to the distance from the eyes of the user to the display location 230.

[0019] If the eye convergence distance 220 is substantially the same as the distance from the eyes of the user to the display location 230, as shown in Figure 2A, then the eye vergence detection system 100 causes one or more images to be displayed or redisplayed by the display 130. If the eye convergence distance 220 is not substantially the same as the distance from the eyes of the user to the display location 230, as shown in Figure 2B, then the eye vergence detection system 100 causes one or more images to be hidden from the display 130. For example, and without limitation, the display of one or more images could be terminated by the eye vergence detection system 100 in response to determining that the eye convergence distance 220 is substantially greater than the distance from the eyes of the user to the display location 230. In such circumstances, the eye vergence detection system 100 could determine that the user is focusing through the display 130 (e.g., an object on the other side of the display 130) and, consequently, that one or more images should not be displayed on the display 130.

[0020] In some embodiments, the eye convergence distance 220 is determined by detecting the location of an intersection point 240 associated with each eye vector 210. As shown in Figures 2A and 2B, once the eye vectors 210 are determined, intersection of the eye vectors 210 with a display location, such as the plane or surface of the display 130, may be determined. Then, the location at which the eyes converge may be detected by determining the location at which the intersection points 240 are proximate to one another. For example, and without limitation, in Figure 2A, the intersection points 240 of the eye vectors 210 with the display location 230 (e.g., a surface of the display 130 on which an image is shown) are nearby one another, indicating that the user is focusing on the display location 230. By contrast, in Figure 2B, the intersection points 240 of the eye vectors 210 with the display location 230 are not proximate to one another, indicating that the user is focusing through the display location 230 towards an object that is located behind the display location 230. Accordingly, in some embodiments, the eye vergence detection system 100 may determine that the eye convergence distance 220 is substantially the same as the distance from the eyes of the user to the display location 230 based on the intersection points 240 of the eye vectors 210 with the display location 230.

[0021] In some embodiments, the eye vergence detection system 100 may determine whether the eyes of the user
are focusing on a display location 230 (e.g., whether the eyes of the user converge on the display location 230) without
determining the eye convergence distance 220 or the distance from the eyes of the user to the display location 230. Instead, the eye vergence detection system 100 may determine a first location at which a left eye gaze vector of a user intersects a plane associated with the display location 230 and a second location at which a right eye gaze vector of the user intersects the plane associated with the display location 230. If the first location and the second location are
substantially the same or proximate to one another, then the eye vergence detection system 100 may determine that the eyes of the user are focusing on the display location 230. If the first location and the second location are not proximate to one another, then the eye vergence detection system 100 may determine that the eyes of the user are not focusing on the display location 230. In general, the left eye gaze vector and the right eye gaze vector may be determined based on any of the techniques described herein, such as by computing one or more corneal reflection images associated with the eyes of the user. Advantageously, in such embodiments, the eye vergence detection system 100 could track eye gaze vectors of the user and would not need to determine the eye convergence distance 220 or the distance from the eyes of the user to the display location 230.

Figures 3A and 3B illustrate a technique for operating the eye vergence detection system 100 of Figure 1A in
conjunction with a heads-up display (HUD), according to various embodiments. As described above, in some embodiments, the display location 230 includes an HUD that projects an image towards the user and/or onto the surrounding environment. In such embodiments, the eye vergence detection system 100 tracks the eye vectors 210 and position of the user to determine the eye convergence distance 220 and the distance from the eyes of the user to the display location 230 (e.g., a virtual image location on which images are displayed by the HUD). The eye vergence detection system 100 then compares the eye convergence distance 220 to the distance from the eyes of the user to the display location 230. If the eye convergence distance 220 is substantially the same as the distance from the eyes of the user to the display location 230, as shown in Figure 3A, then the eye vergence detection system 100 causes one or more images to be displayed or redisplayed by the display 130. If the eye convergence distance 220 is not substantially the same as the distance from the eyes of the user to the display location 230, as shown in Figure 3B, then the eye vergence detection system 100 causes one or more images to be hidden from the display 130. Additionally, the eye convergence distance 220 may be determined by detecting the locations of the intersection points 240 associated with the eye vectors 210, as described above.

In contrast to some types of transparent displays, some types of HUDs generate images that the user perceives to be located at a display location 230 that does not coincide with the physical location of the HUD hardware. For example, and without limitation, as shown in Figure 3A and 3B, the display location 230 at which a user must focus his or her eyes to view an image projected by the HUD could be separated from the HUD hardware by a certain distance. Further, in some embodiments, the display location 230 includes an area or volume within which a user would focus his or her eyes in order to view an image generated by the HUD. That is, in some embodiments, in order to determine whether a user is focusing on an image generated by a HUD, the eye vergence detection system 100 may determine whether the location at which the eyes of the user are converging falls within an area or volume that corresponds to the display location 230. Accordingly, in such embodiments, the eye vergence detection system 100 may determine whether to display or hide an image by determining whether the eye convergence distance 220 falls within a specified range associated with the distance from the eyes of the user to the display location 230.

In general, the degree to which a user must focus his or her eyes in front of or behind a display location 230 in order to cause an image to be hidden depends on the sensitivity of the eye vergence detection system 100. For example, and without limitation, if high-accuracy sensors are implemented with the eye vergence detection system 100, then the eye vectors 210, eye convergence distance 220, and/or distance from the eyes for the display location 230 may be more accurately determined. Consequently, the eye vergence detection system 100 would be able to accurately determine that a user is no longer focusing on the display location 230 when the eye convergence distance 220 is only six inches greater than or less than the distance from the eyes to the display location 230. By contrast, if the sensors implemented with the eye vergence detection system 100 are of poor accuracy or moderate accuracy, then the eye vergence detection system 100 would be unable to accurately determine that a user is no longer focusing on the display location 230 unless the eye convergence distance 220 is much greater than or much less than (e.g., one or two feet greater than or less than) the distance from the eyes to the display location 230. Accordingly, in various embodiments, the degree to which the eye convergence distance 220 must differ from the distance from the eyes of the user to the display location 230 in order to cause an image to be hidden depends upon how accurately the sensor(s) 110 can determine the eye convergence distance 220 and the distance from the eyes of the user to the display location 230. In general, however, the eye vergence detection system 100 may determine that these distances are substantially the same when the distances differ by approximately five percent or less, or, in lower accuracy embodiments, when the distances differ by approximately ten percent or less.

Figure 4 is a conceptual diagram illustrating a technique for determining an eye convergence distance 220, according to various embodiments. As shown, a vergence angle 411, 412 may be determined for each eye vector 210. The vergence angles 411, 412 and the interocular distance 415 associated with the eyes of the user are then used to


\[ D_{\text{eye}} = \frac{(d/2 \times \sin \alpha')}{\sin\left(\frac{(180 - \alpha' - \beta')}{2}\right)} \]  

(Eq. 1)

[0027] Figures 5A-5D illustrate a technique for implementing a graphical user interface (GUI) 510 with the eye vergence detection system 100 of Figure 1A, according to various embodiments. As shown, when the eyes of a user focus on a display location 230, one or more images, such as a GUI 510, may be displayed via display 130. In some embodiments, the GUI 510 includes a primary display region 530 and a secondary display region that may include icons 520. The icons 520 may be selected by the user (e.g., by the user focusing on an icon 520) in order to modify the information displayed in the primary display region 530. For example, and without limitation, when the eye vergence detection system 100 determines that the eyes of the user are focused on a speedometer icon 520 (e.g., by determining that the eyes converge on the icon 520 using any of the eye vergence techniques described herein), the speed of a vehicle could be displayed in the primary display region 530, as shown in Figure 5B. In addition, the user could focus on navigation, music, and/or weather icons in order to cause the eye vergence detection system 100 to display route guidance, media information, and/or a weather forecast, respectively, in the primary display region 530.

[0028] Further, when the eye vergence detection system 100 determines that the user is no longer focusing on the display location 230 (e.g., based on an eye convergence distance 220, a distance from the eyes to the display location 230, and/or intersection points 240), then the icons 520 and/or images generated in the primary display region 530 may be hidden, as shown in Figures 5C and 5D.

[0029] In some embodiments, in order to enable a user to more easily focus on a display location 230 to cause an image to be displayed or redisplayed, one or more images (e.g., icons 520) may remain on the display 130, even when the user is not focusing on the display location 230. That is, it may be difficult for a user to focus his or her eyes on a transparent display panel and/or other display location 230 at which little or no information is being displayed, particularly in the dark (e.g., night time) and high-contrast settings (e.g., sunset). Accordingly, when a transparent display and/or HUD hides one or more images from the display 130, a secondary portion of the display 130 may remain illuminated. For example, and without limitation, when the eye vergence detection system 100 determines that the eyes of the user are focused on a speedometer icon 520 (e.g., by determining that the eyes converge on the icon 520 using any of the eye vergence techniques described herein), the speed of a vehicle could be displayed in the primary display region 530, as shown in Figure 5B. In addition, the user could focus on navigation, music, and/or weather icons in order to cause the eye vergence detection system 100 to display route guidance, media information, and/or a weather forecast, respectively, in the primary display region 530.

[0030] Figure 6 is a flow diagram of method steps for displaying an image based on eye vergence detection, according to various embodiments, according to various embodiments. Although the method steps are described in conjunction with the systems of Figures 1A-5D, persons skilled in the art will understand that any system configured to perform the method steps, in any order, falls within the scope of the present invention.

[0031] As shown, a method 600 begins at step 610, where the eye vergence detection system 100 acquires sensor data (e.g., images, depth data, etc.) associated with eyes of a user via one or more sensors 110. At step 620, the eye vergence detection system 100 analyzes the sensor data to determine one or more eye vectors 210, an eye convergence distance 220, and/or a distance from the eyes of the user to a display location 230.

[0032] Next, at step 630, the eye vergence detection system 100 compares the eye convergence distance 220 to the distance from the eyes of the user to the display location 230 to determine whether the eye convergence distance 220 is substantially the same as the distance from the eyes to the display location 230. If the eye convergence distance 220 is substantially the same as the distance from the eyes to the display location 230, then the method 600 proceeds to step 640, where the eye vergence detection system 100 causes an image to be displayed or redisplayed via the display 130. In some embodiments, at step 640, the eye vergence detection system 100 causes an image that is already being displayed to remain displayed on the display 130. The method 600 then ends.

[0033] If the eye convergence distance 220 is not substantially the same as the distance from the eyes to the display location 230, then the method 600 proceeds to step 650, where the eye vergence detection system 100 causes an image to be hidden from the display 130. The method 600 then ends.

[0034] Figure 7 is a block diagram of a computing device 120 that may be implemented in conjunction with the eye vergence detection system 100 of Figure 1A, according to various embodiments. As shown, computing device 120 includes a processing unit 702, input/output (I/O) devices 704, and a memory unit 710. Memory unit 710 includes an application 712 configured to interact with a database 714.

[0035] Processing unit 702 may include a central processing unit (CPU), digital signal processing unit (DSP), and so forth. I/O devices 704 may include input devices, output devices, and devices capable of both receiving input and
providing output. Memory unit 710 may include a memory module or a collection of memory modules. Software application 712 within memory unit 710 may be executed by processor unit 702 to implement the overall functionality of computing device 120, and, thus, to coordinate the operation of the eye vergence detection system 100, sensors 110, and/or display 130 as a whole. The database 714 may store image data, GUIs, interocular distances, object locations, object distances, lookup tables, and other data for computing and comparing eye convergence distances 220 to other types of distances.

[0036] Computing device 120 may be coupled to one or more sensors 110, such as one or more cameras and/or depth sensors. The sensors 110 are configured to measure various properties of the environment within which user resides, as well as various properties associated with user (e.g., orientation, eye vergence angles, eye gaze direction, eye distance to a display location). The sensors 110 may include any number of cameras, depth sensors, light sensors, electrical field detectors, compasses, gyroscopes, radio transceivers, global positioning system (GPS) receivers, or any other type of sensor. Generally, the sensors 110 capture sensory data associated with the environment and sensory data associated with user, and provides that data to computing device 120.

[0037] Computing device 120 as a whole may be a microprocessor, an application-specific integrated circuit (ASIC), a system-on-a-chip (SoC), a mobile computing device such as a tablet computer or cell phone, a media player, and so forth. Generally, computing device 120 is configured to coordinate the overall operation of the eye vergence detection system 100 and/or sensors 110. Any technically feasible system configured to implement the functionality of the eye vergence detection system 100 and/or sensors 110 falls within the scope of the present invention.

[0038] In sum, the eye vergence detection system determines an eye convergence distance and a distance from the eyes of a user to a display location. The eye vergence detection system then compares the eye convergence distance to the distance from the eyes of the user to the display location to determine whether the user is focusing on the display location. If the user is focusing on the display location, then the eye vergence detection system causes an image to be displayed via a display. If the user is not focusing on the display location, then the eye vergence detection system causes an image to be hidden from the display.

[0039] At least one advantage of the techniques described herein is that a user is able to cause an image to be displayed or hidden based on whether the user is focusing his or her eyes on a display or the displayed image. Additionally, an image may be displayed via a transparent display and/or heads-up display (HUD), enabling the user to hide the image and then view the surrounding environment behind the image without changing his or her viewing direction.

[0040] The descriptions of the various embodiments have been presented for purposes of illustration, but are not intended to be exhaustive or limited to the embodiments disclosed. Many modifications and variations will be apparent to those of ordinary skill in the art without departing from the scope of the described embodiments.

[0041] Aspects of the present embodiments may be embodied as a system, method or computer program product. Accordingly, aspects of the present disclosure may take the form of an entirely hardware embodiment, an entirely software embodiment (including firmware, resident software, micro-code, etc.) or an embodiment combining software and hardware aspects that may all generally be referred to herein as a “circuit,” “module” or “system.” Furthermore, aspects of the present disclosure may take the form of a computer program product embodied in one or more computer readable medium(s) having computer readable program code embodied thereon.

[0042] Any combination of one or more computer readable medium(s) may be utilized. The computer readable medium may be a computer readable signal medium or a computer readable storage medium. A computer readable storage medium may be, for example, but not limited to, an electronic, magnetic, optical, electromagnetic, infrared, or semiconductor system, apparatus, or device, or any suitable combination of the foregoing. More specific examples (a non-exhaustive list) of the computer readable storage medium would include the following: an electrical connection having one or more wires, a portable computer diskette, a hard disk, a random access memory (RAM), a read-only memory (ROM), an erasable programmable read-only memory (EPROM or Flash memory), an optical fiber, a portable compact disc read-only memory (CD-ROM), an optical storage device, a magnetic storage device, or any suitable combination of the foregoing. In the context of this document, a computer readable storage medium may be any tangible medium that can contain, or store a program for use by or in connection with an instruction execution system, apparatus, or device.

[0043] Aspects of the present disclosure are described above with reference to flowchart illustrations and/or block diagrams of methods, apparatus (systems) and computer program products according to embodiments of the disclosure. It will be understood that each block of the flowchart illustrations and/or block diagrams, and combinations of blocks in the flowchart illustrations and/or block diagrams, can be implemented by computer program instructions. These computer program instructions may be provided to a processor of a general purpose computer, special purpose computer, or other programmable data processing apparatus to produce a machine, such that the instructions, which execute via the processor of the computer or other programmable data processing apparatus, enable the implementation of the functions/acts specified in the flowchart and/or block diagram block or blocks. Such processors may be, without limitation, general purpose processors, special-purpose processors, application-specific processors, or field-programmable processors.

[0044] The flowchart and block diagrams in the Figures illustrate the architecture, functionality, and operation of possible implementations of systems, methods and computer program products according to various embodiments of the present
disclosure. In this regard, each block in the flowchart or block diagrams may represent a module, segment, or portion of code, which comprises one or more executable instructions for implementing the specified logical function(s). It should also be noted that, in some alternative implementations, the functions noted in the block may occur out of the order noted in the figures. For example, two blocks shown in succession may, in fact, be executed substantially concurrently, or the blocks may sometimes be executed in the reverse order, depending upon the functionality involved. It will also be noted that each block of the block diagrams and/or flowchart illustration, and combinations of blocks in the block diagrams and/or flowchart illustration, can be implemented by special purpose hardware-based systems that perform the specified functions or acts, or combinations of special purpose hardware and computer instructions.

The invention has been described above with reference to specific embodiments. Persons of ordinary skill in the art, however, will understand that various modifications and changes may be made thereto without departing from the scope of the invention as set forth in the appended claims. For example, and without limitation, although many of the descriptions herein refer to specific types of sensors that may acquire data associated with a display or the eyes of a user, persons skilled in the art will appreciate that the systems and techniques described herein are applicable to other types of sensors. The foregoing description and drawings are, accordingly, to be regarded in an illustrative rather than a restrictive sense.

The invention has been described above with reference to specific embodiments. Persons of ordinary skill in the art, however, will understand that various modifications and changes may be made thereto without departing from the scope of the invention as set forth in the appended claims. For example, and without limitation, although many of the descriptions herein refer to specific types of sensors that may acquire data associated with a display or the eyes of a user, persons skilled in the art will appreciate that the systems and techniques described herein are applicable to other types of sensors. The foregoing description and drawings are, accordingly, to be regarded in an illustrative rather than a restrictive sense.

While the preceding is directed to embodiments of the present disclosure, other and further embodiments of the disclosure may be devised without departing from the basic scope thereof, and the scope thereof is determined by the claims that follow.

**Claims**

1. A method for displaying an image based on eye vergence, the method comprising:

   determining a first distance from one or more eyes of a user to a display location (230);

   determining (620), based on eye gaze vectors (210) associated with the eyes of the user, an eye convergence distance (220); and

   causing (640) the image to be displayed when the eye convergence distance (220) is substantially the same as the first distance; or

   causing (650) a display of the image to be terminated when the eye convergence distance (220) is not substantially the same as the first distance.

2. The method of claim 1, wherein the image is displayed on a transparent display (130), and causing the display of the image to be terminated comprises causing the display of the image to be terminated based on determining that the eyes of the user are focusing through the transparent display (130).

3. The method of claim 1 or claim 2, further comprising computing the eye gaze vectors (210) associated with the eyes of the user by computing a left eye gaze vector (210) and a right eye gaze vector (210) based on at least one corneal reflection image associated with the eyes of the user.

4. The method of claim 3, further comprising:

   determining a first location (240) at which the left eye gaze vector (210) intersects a plane associated with the display location (230); and

   determining a second location (240) at which the right eye gaze vector (210) intersects the plane associated with the display location (230).

5. The method of any one of the preceding claims, wherein the display location (230) corresponds to a virtual image location generated by a heads-up display.

6. A system for displaying an image based on eye vergence, comprising:

   at least one sensor (110) configured to acquire sensor data associated with eyes of a user;

   a processor (702) coupled to the at least one sensor (110) and configured to:

   compute, based on the sensor data, eye gaze vectors (210) associated with the eyes of the user; determine, based on the eye gaze vectors (210), an eye convergence distance (220); determine a first distance from one or more of the eyes of the user to a display location (230); and
cause the image to be displayed by a display (130) when the eye convergence distance (220) is substantially the same as the first distance; or cause the display (130) to terminate displaying the image when the eye convergence distance (220) is not substantially the same as the first distance; and

the display (130) coupled to the processor (702) and configured to display the image at the display location (230).

7. The system of claim 6, wherein the sensor data comprises at least one corneal reflection image associated with the eyes of the user, and the processor (702) is configured to compute the eye gaze vectors (210) associated with the eyes of the user by computing a left eye gaze vector (210) and a right eye gaze vector (210) based on the at least one corneal reflection image.

8. The system of claim 7, wherein the processor is configured to determine the eye convergence distance (220) by:

- determining a first location (240) at which the left eye gaze vector (210) intersects a plane associated with the display location (230);
- determining a second location (240) at which the right eye gaze vector (210) intersects the plane associated with the display location (230);
- determining a second distance between the first location (240) at which the left eye gaze vector (210) intersects the plane and the second location (240) at which the right eye gaze vector (210) intersects the plane; and
- determining the eye convergence distance (220) based on the second distance.

9. The system of any one of claims 6 to 8, wherein the at least one sensor (110) comprise a depth sensor configured to determine the first distance from the one or more of the eyes of the user to the display location (230).

10. The system of any one of claims 6 to 9, wherein the display (130) comprises a transparent display, and the processor (702) is configured to cause the display (130) to terminate displaying the image when the eye convergence distance (220) is substantially greater than the first distance.

11. The system of claim 10, wherein the transparent display comprises a primary display region (530) and a secondary display region, and the display (130) is configured to display the image at the display location (230) by displaying the image in the primary display region (530).

12. The system of claim 11, wherein the processor (702) is further configured to cause a second image (520) to be displayed or remain displayed in the secondary display region when the eye convergence distance (220) is not substantially the same as the first distance.

13. The system of any one of claims 6 to 12, wherein the display comprises a heads-up display, and the display location (230) corresponds to a volume within which the user perceives the image.

14. The system of any one of claims 6 to 12, wherein the display comprises a heads-up display, and the display location (230) corresponds to a surface onto which the image is projected by the heads-up display.

15. A non-transitory computer-readable storage medium including instructions that, when executed by a processor (702), cause the processor (702) to perform the method of any one of claims 1 to 5.
\[ D_{\text{eye}} = \left( \frac{d}{2} \cdot \sin \alpha' \right) / \sin \left( \frac{\varepsilon'}{2} \right) \]
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