METHOD AND APPARATUS FOR CONVERTING RGB DATA SIGNALS TO RGBW DATA SIGNALS IN AN OLED DISPLAY

A method for converting input RGB data signals to output RGBW data signals for use in an OLED display is disclosed. In the OLED display, each pixel has three color sub-pixels in RGB and one W sub-pixel. Input RGB data signals in signal space are normalized and converted into input data in luminance space. A baseline adjustment level is determined from the input data and is used to compute baseline adjusted data in luminance space. After being converted from luminance space into signal space, baseline adjusted data in RGBW are represented by N binary bits presented to the four sub-pixels. To suit the color characteristics of the display, color-temperature correction to the output signals is also carried out. In luminance space, the maximum color-temperature corrected output data fall within the range of 0.4/k and 0.5/k, with k being the ratio of W sub-pixel area to the color sub-pixel area.
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METHOD AND APPARATUS FOR CONVERTING RGB DATA SIGNALS TO RGBW DATA SIGNALS IN AN OLED DISPLAY

Field of the Invention

The present invention relates generally to a color display and, in more specifically, to an OLED display having RGBW sub-pixels.

Background of the Invention

Light-Emitting Diodes (LEDs) and Organic Light-Emitting Diodes (OLEDs) have been used in making color display panels. As with an LCD display, an OLED display produces color images based on three primary colors in R, G and B. A color pixel in an OLED display can be made of an R sub-pixel, a G sub-pixel and a B sub-pixel. In general, the response of the OLED material over current is approximately linear and, therefore, different colors and shades can be achieved by controlling the currents. The advantage of OLEDs over Liquid-Crystal Display (LCD) includes the fact that OLEDs are able to emit light whereas a pixel in an LCD acts as a light-valve mainly to transmit light provided by a backlight unit. Thus, an LED/OLED panel can, in general, be made thinner than an LCD panel. Furthermore, it is known that the liquid crystal molecules in an LCD panel have slower response time and an OLED display also offers higher viewing angles, a higher contrast ratio and higher electrical power efficiency than its LCD counterpart.

A typical LCD panel has a plurality of pixels arranged in a two-dimensional array, driven by a data driver and a gate driver. As shown in Figure 1, the LCD pixels 5 in a LCD panel 1 are arranged in rows and columns in a display area 40. A data driver 20 is used to provide data signals to each of the columns and a gate driver 30 is used to provide a gate line signal to each of the rows. In a color display panel, an image is generally presented in three colors: red (R), green (G) and blue (B). Each of the pixels 5 is typically divided into three color sub-pixels: red sub-pixel, green sub-pixel and blue sub-pixel. In some color display panels, each of the pixels 5 also has a white (W) sub-pixel. Whether a pixel has three sub-pixels in RGB or four sub-pixels in RGBW, the data provided to each pixel has only three data signals in RGB.
Summary of the Invention

The present invention provides a method and apparatus for converting three data signals in RGB to four data signals in RGBW to be used in an OLED wherein each pixel has three color sub-pixels and one W sub-pixel. In the conversion steps, input data are expanded by a mapping ratio between RGB color space and RGBW color space such that the expanded input data are within the RGBW gamut boundaries.

Thus, the first aspect of the present invention is a method for use in a display panel comprising a plurality of pixels, each pixel comprising a first sub-pixel, a second sub-pixel, a third sub-pixel and a fourth sub-pixel, said display panel arranged to receive a plurality of input signals for displaying an image thereon, and wherein said plurality of input signals are represented by N binary bits, with a maximum of the input signals equal to \(2^N-1\) with N being a positive integer greater than 1, and wherein said plurality of input signals comprises a first input signal, a second input signal, and a third input signal, the method comprising:

- converting the input signals into a plurality of input data in luminance space;
- determining an adjustment value from the plurality of input data in luminance space; and
- computing a plurality of adjusted data values from the plurality of input data in luminance space and the adjustment value, the plurality of adjusted data values comprising a first adjusted data value, a second adjusted data value, a third adjusted data value and a fourth adjusted data value in luminance space for use in the pixel, each of the first, second and third adjusted data values corresponding to the first input signal, the second input signal and the third input signal, wherein the display panel has a color temperature characteristic such that when the plurality of adjusted data values are color-temperature corrected according to the color temperature characteristic for providing a plurality of color-temperature corrected data in luminance space, the color-temperature corrected data comprising a first corrected data for use in the first sub-pixel, a second corrected data for use in the second sub-pixel, a third corrected data for use in the third sub-pixel and a fourth corrected data for use in the fourth sub-pixel, the determining and computing are carried out in a manner such that, at least when each of the first input signal, the second input signal and the third input signal has a value of \(2^N-1\), each of the first corrected data, the second corrected data, the third corrected data and fourth corrected data is smaller than or equal to 0.5.
In one embodiment, the fourth corrected data is smaller than or equal to any one of the first corrected data, the second corrected data and the third corrected data.

In one embodiment, each of the first sub-pixel, the second sub-pixel, and the third sub-pixel has an pixel area equal to a first area, and the fourth sub-pixel has a pixel area equal to k times the first area, with k being a positive value greater than 0, and wherein k is selected such that each of the first corrected data, the second corrected data, the third corrected data and fourth corrected data is smaller than or equal to 0.5/k.

In one embodiment, k is selected such that each of the first corrected data, the second corrected data, the third corrected data and fourth corrected data is also greater than or equal to 0.4/k.

In one embodiment, further comprising: re-converting the first adjusted data value, the second adjusted data value, the third adjusted data value and the fourth adjusted data value in luminance space into a first output data signal, a second output data signal, a third output data signal and a fourth output data signal in signal space before the plurality of adjusted data values are color-temperature corrected.

In one embodiment, further comprising: expanding the input data in luminance space by a multiplication factor before said determining; and re-adjusting the first adjusted data value, the second adjusted data value, the third adjusted data value and the fourth adjusted data value in luminance space by a reduction factor before said re-converting.

In one embodiment, the reduction factor is a non-zero value equal to or smaller than the multiplication factor.

In one embodiment, the plurality of input data in luminance space comprise a first input data, a second input data and a third input data, and wherein the adjustment value is determined at least based on a minimum value among the first input data, the second input data and the third input data.

In one embodiment, the plurality of input data in luminance space comprise a first input data, a second input data and a third input data, and wherein the adjustment value is determined at least based on a maximum value among the first input data, the second input data and the third input data.

In one embodiment, the plurality of input data in luminance space comprise a first input data, a second input data and a third input data, and wherein the multiplication factor is
determined based on a maximum value and a minimum value among the first input data, the second input data and the third input data.

In one embodiment, the plurality of input data in luminance space comprise a first input data, a second input data and a third input data, and wherein the multiplication factor is determined based on a maximum value and a minimum value among the first input data, the second input data and the third input data, such that the multiplication factor is equal to the ratio of \( V'_{\text{max}} \) and \( V_{\text{max}} \), and

if \([V_{\text{max}} - V_{\text{min}}]/V_{\text{max}}\) is smaller than 0.5, \( V'_{\text{max}} \) is equal to 2, and

if \([V_{\text{max}} - V_{\text{min}}]/V_{\text{max}}\) is equal to or greater than 0.5, \( V'_{\text{max}} \) is equal to \( V_{\text{max}}/[V_{\text{max}} - V_{\text{min}}] \), wherein \( V_{\text{max}} \) is equal to the maximum value, and \( V_{\text{min}} \) is equal to the minimum value.

The second aspect of the present invention is a processor for use in a display panel comprising a plurality of pixels, each pixel comprising a first sub-pixel, a second sub-pixel, a third sub-pixel and a fourth sub-pixel, said display panel arranged to receive a plurality of input signals for displaying an image thereon, and wherein said plurality of input signals are represented by \( N \) binary bits, with a maximum of the input signals equal to \((2^N-1)\) with \( N \) being a positive integer greater than 1, and wherein said plurality of input signals comprises a first input signal, a second input signal, and a third input signal, the processor comprising:

- a converting block configured for converting the input signals into a plurality of input data in luminance space;
- a level adjusting block configured for determining an adjustment value from the plurality of input data in luminance space; and
- a data adjustment block configured for computing a plurality of adjusted data values from the plurality of input data in luminance space and the adjustment value, the plurality of adjusted data values comprising a first adjusted data value, a second adjusted data value, a third adjusted data value and a fourth adjusted data value in luminance space for use in the pixel, each of the first, second and third adjusted data values corresponding to the first input signal, the second input signal and the third input signal, wherein the display panel has a color temperature characteristic such that when the plurality of adjusted data values are color-temperature corrected according to the color temperature characteristic for providing a plurality of color-temperature corrected data in luminance space, the color-temperature corrected data comprising a first
corrected data for use in the first sub-pixel, a second corrected data for use in the second sub-pixel, a third corrected data for use in the third sub-pixel and a fourth corrected data for use in the fourth sub-pixel, wherein the adjustment value is determined such that at least when each of the first input signal, the second input signal and the third input signal has a value of \((2^N-1)\), each of the first corrected data, the second corrected data, the third corrected data and fourth corrected data is smaller than or equal to 0.5. The adjustment value is determined such that the fourth corrected data is smaller than or equal to any one of the first corrected data, the second corrected data and the third corrected data.

In one embodiment, the adjustment value is determined such that the fourth corrected data is smaller than or equal to any one of the first corrected data, the second corrected data and the third corrected data.

In one embodiment, each of the first sub-pixel, the second sub-pixel, and the third sub-pixel has an pixel area equal to a first area, and the fourth sub-pixel has a pixel area equal to \(k\) times the first area, with \(k\) being a positive value greater than 0, wherein the adjustment value is determined such that each of the first corrected data, the second corrected data, the third corrected data and fourth corrected data is smaller than or equal to \(0.5/k\).

In one embodiment, \(k\) is selected such that each of the first corrected data, the second corrected data, the third corrected data and fourth corrected data is also greater than or equal to \(0.4/k\).

In one embodiment, further comprising: a re-converting block configured for re-converting the first adjusted data value, the second adjusted data value, the third adjusted data value and the fourth adjusted data value in luminance space into a first output data signal, a second output data signal, a third output data signal and a fourth output data signal in signal space before the plurality of adjusted data values are color-temperature corrected.

In one embodiment, further comprising: a data expansion block configured for expanding the input data in luminance space by a multiplication factor before the level adjusting block determines the adjustment value; and a second data adjustment block configured for re-adjusting the first adjusted data value, the second adjusted data value, the third adjusted data value and the fourth adjusted data value in luminance space by a reduction factor before the re-converting block re-converts the first adjusted data value, the second adjusted data value, the third adjusted data value and the fourth adjusted data value in luminance space.
In one embodiment, the plurality of input data in luminance space comprise a first input data, a second input data and a third input data, and wherein the adjustment value is determined at least based on a minimum value or the maximum value among the first input data, the second input data and the third input data.

In one embodiment, the plurality of input data in luminance space comprise a first input data, a second input data and a third input data, and wherein the multiplication factor is determined based on a maximum value and a minimum value among the first input data, the second input data and the third input data, such that the multiplication factor is equal to the ratio of $V'_{\text{max}}$ and $V_{\text{max}}$, and

if $[V_{\text{max}} - V_{\text{min}}]/V_{\text{max}}$ is smaller than 0.5, $V'_{\text{max}}$ is equal to 2, and

if $[V_{\text{max}} - V_{\text{min}}]/V_{\text{max}}$ is equal to or greater than 0.5, $V'_{\text{max}}$ is equal to $V_{\text{max}}/[V_{\text{max}} - V_{\text{min}}]$, wherein $V_{\text{max}}$ is equal to the maximum value, and $V_{\text{min}}$ is equal to the minimum value.

Brief Description of the Drawings

Figure 1 shows a typical display panel having rows and columns of pixels in a display area.

Figure 2 shows a display panel according to various embodiments of the present invention.

Figure 3 shows input data signals in RGB converted into output data signals in RGBW, according to the present invention.

Figure 4a shows a conversion module, according to one embodiment of the present invention.

Figure 4b shows a conversion module, according to another embodiment of the present invention.

Figure 4c shows an additional module, according to a different embodiment of the present invention.
Figure 4d shows a data expansion block, according to one embodiment of the present invention.

Figure 4e illustrates a sorting module for use in determining a mapping ratio, according to one embodiment of the present invention.

Figure 5a shows a pixel having four sub-pixels in an OLED display panel, according to one embodiment of the present invention.

Figure 5b shows a pixel having four sub-pixels in an OLED display panel, according to another embodiment of the present invention.

Figure 6 shows a typical switching circuit in a sub-pixel.

Figure 7 is a flowchart illustrating the input signal conversion method, according to the present invention.

Figure 8a shows the relationship between the RGB gamut boundary and the RGBW gamut boundary.

Figure 8b shows a plot of Value vs. Saturation for determining the mapping ratio of a plurality of input data.

Figure 8c shows a plot for determining a final mapping ratio, according to one embodiment of the present invention.

**Detailed Description of the Invention**

The present invention is mainly concerned with converting three data signals in RGB to four data signals in RGBW for use in a color display. The conversion is carried out such that even when the RGB signals are at maximum values, each of the RGBW signals in the luminance space is equal to or smaller than 0.5 after the signals are corrected to suit the color temperature of the display.

The RGB to RGBW signal conversion scheme, according to various embodiments of the present invention, can be used in a variety of color displays, including an OLED display. Figure 2 is a schematic representation of an OLED display, according to the present invention. As shown in Figure 2, the OLED display 100 has a plurality of pixels 10 arranged in rows and columns in a display area 400. Each of the pixels has three color sub-pixels in RGB and one white (W) sub-pixel (see Figure 3). A data driver 200 is used to provide data signals to the sub-pixels in each of the columns and a gate driver 300 is used to provide gate line signals to each of
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the rows. In order to provide four signal components in the data signals to the pixels, a 
conversion module 250 is used to convert data signals with three signal components to four 
signal components. The four signal components are then conveyed to the data driver 200.

As shown in Figure 3, the input data signals have three signal components in red, green 
and blue, or dRi, dGi, dBi. The conversion module 250 has a set of signal lines to receive the 
input data signals and another set of signal lines to provide the output data signals with four 
signal components to the data driver 200. The data driver 200 has a data-IC and a timing control 
(T-Con) arranged to output four signal components to each of pixels 10. The pixel 10 has four 
sub-pixels 12r, 12g, 12b and 12w. The output data signals, after color-temperature correction, 
have four signal components in red, green, blue and white, or dRo', dGo', dBo' and dWo'. The 
conversion module 250 can be a general electronic processor or a specific integrated circuit 
having hardware circuits to carry out the data signal conversion. Alternately, the conversion 
module 250 has a memory device 252. The memory device 252 can be a non-transitory 
computer readable medium having programming codes arranged to convert three signal 
components in the input data signals into four signal components in the output data signals. The 
algorithm in RGB to RGBW conversion carried out by the conversion module 250, either by the 
hardware circuit or by the software program, is illustrated in Figures 4a and 4b, and represented 
by the flowchart as shown in Figure 7.

Figure 4a is block diagram showing various stages in RGB to RGBW conversion in a 
conversion module 250, according to one embodiment of the present invention. As shown in 
Figure 4a, conversion module 250 has a normalization block 260 arranged to receive input data 
signals dRi, dGi, dBi and turn them into normalized input data [Rn, Gn, Bn] in signal space. The 
normalized input data [Rn, Gn, Bn] in signal space are then converted into input data in 
luminance space, or [Ri, Gi, Bi], by a gamma adjustment block 262. The gamma adjustment 
block 262 applies gamma expansion with a gamma of 2.2 on [Rn, Gn, Bn] for providing RGB 
data in luminance space or [Ri, Gi, Bi]. From [Ri, Gi, Bi], an adjusting level block 272 
calculates a multiplication factor f1 and a baseline adjustment level W1 as follows:

First, a saturation value S is determined:

\[
S = ([Ri, Gi, Bi]_{\text{max}} - [Ri, Gi, Bi]_{\text{min}})/[Ri, Gi, Bi]_{\text{max}}
\]

If S < 0.5, we define V'_{\text{max}}=2. If S > 0.5, V'_{\text{max}}=1/S.
Second, the multiplication factor $f_l$ is determined as:

$$f_l = \frac{V_{\text{max}}}{[R_i, G_i, B_{ij\text{max}}}$$

Third, the baseline adjustment level $W_1$ is determined as:

$$W_1 = f_l \times [R_i, G_i, B_i]\text{min}/2, \text{ or}$$

$$W_1 = f_l \times [R_i, G_i, B_i]\text{max}/2.$$

An example of the adjustment level block 272 is shown in Figure 4d.

A data expansion block 263 is then used to expand RGB data in luminance space or $[R_i, G_i, B_i]$ by multiplying these values by $f_l$, or

$$[R'_i, G'_i, B'_i] = f_l \times [R_i, G_i, B_i]\text{.}$$

A baseline adjustment block 264 computes the baseline adjusted data $[R_l, G_l, B_l]$ based on the baseline adjustment level $W_1$:

$$[R_l, G_l, B_l] = [R'_i, G'_i, B'_i] - W_1$$

The baseline adjustment level $W_1$ is also used to compute the white data in luminance space or

$$W_0 = \frac{W_1}{f_l}$$

The baseline adjusted data $[R_l, G_l, B_l]$ are adjusted by a factor $f_2$ by a data adjustment block 265 to become

$$[R_0, G_0, B_0] = [R_l, G_l, B_l]/f_2$$

The adjustment factor $f_2$ is chosen from a range $0 < f_2 \leq f_l$ such that $W_0$ is equal to or smaller than $[R_l, G_l, B_l]\text{min}/f_2$.

The four components of the adjusted data in luminance space $[R_0, G_0, B_0, W_0]$ are then processed by a gamma correction block 266 into adjusted data in signal space as:

$$[R_c, G_c, B_c, W_c] = [R_0, G_0, B_0, W_0]^{1/2}.$$
After gray-scale conversion by block 266, we obtain four signal components in the output data signals, or

$$[dR_0, dG_0, dB_0, dW_0] = [R_c, G_c, B_c, W_c] \times 255$$

In one embodiment of the present invention, the four signal components $[dR_0, dG_0, dB_0, dW_0]$ are also corrected for their color temperature using a look-up table (LUT) into color-temperature corrected data $[dR_0', dG_0', dB_0', dW_0']$:

$$[dR_0', dG_0', dB_0', dW_0'] = [dR_0, dG_0, dB_0, dW_0] \times (RGBW-LUT)$$

The color temperature is based on the color temperature characteristics of the display panel. In general, color temperatures are color dependent. The color temperature for a green signal component may not be the same as the color temperature for a red signal component even when the green signal component and the red signal component are equal.

The adjustment factor $f_2$ associated with data adjustment block 265 can be chosen from a range $0 < f_2 \leq f_1$. If $f_2$ is chosen to be equal to $f_1$, then the data expansion block 263 and the data adjustment block 265 as shown in Figure 4a can be omitted. As such, the conversion module 250 can be represented by that shown in Figure 4b. Furthermore, in order to show that even when the input RGB signals are of maximum values, each of the output RGBW signals in the luminance space is equal to or smaller than 0.5. An additional conversion module 252 is used to convert the four signal components $dR_0'$, $dG_0'$, $dB_0'$ and $dW_0'$ in signal space into four data components $dR_s'$, $dG_s'$, $dB_s'$ and $dW_s'$ as shown in Figure 4c.

As shown in Figure 4c, the color-temperature corrected data $[dR_0', dG_0', dB_0', dW_0']$ in signal space are normalized by the normalization block 272 into normalized data $[dR_n', dG_n', dB_n', dW_n']$. A gamma adjustment block 274 applies gamma expansion with a gamma of 2.2 on $[dR_n', dG_n', dB_n', dW_n']$ for providing the color-temperature corrected data in luminance space, or $[dR_s', dG_s', dB_s', dW_s']$. It can be shown that, when the input signals $[dR_i, dG_i, dB_i]$ (see Figures 4a and 4b) are of their maximum values, or $[255, 255, 255]$, each of the color-temperature corrected data in luminance space $[dR_s', dG_s', dB_s', dW_s']$ has a value within the
range of (0.4/k) and (0.5/k), where k is the ratio of the area of the W sub-pixel to the area of an RGB sub-pixel, or

\[(0.4/k) \leq d_{Rs}' \leq (0.5/k); \]
\[(0.4/k) \leq d_{Gs}' \leq (0.5/k); \]
\[(0.4/k) \leq d_{Bs}' \leq (0.5/k); \]
\[(0.4/k) \leq d_{Ws}' \leq (0.5/k). \]

In various embodiments of the present invention, the multiplication factor $f_1$ is determined based on a saturation value $S$ and $[R_i, G_i, B_{ijmax}$ (see Examples 1-3 below). The multiplication factor $f_1$ is computed using an adjusting level block 272. An example of the adjusting level block 272 is shown in Figure 4d. The adjusting level block 272 can be a hard-wired processor or a processor having a software program to carry out various processing steps. As shown in Figure 4d, the adjusting level block 272 comprises a sorting module 282 to sort out the maximum value of $[R_i, G_i, B_i]$ and the minimum value of $[R_i, G_i, B_i]$ and convey $[R_i, G_i, B_{ijmax}$ and $[R_i, G_i, B_{ijmin}$ to a saturation computation module 284 which determines $S$ as follows:

$$S = ([R_i, G_i, B_{ijmax} - [R_i, G_i, B_{ijmin}]])/(R_i, G_i, B_{ijmax})$$

The saturation $S$ is provided to a value determination module 286 to compute a value $V'_{max}$ as follows:

If $S < 0.5$, $V'_{max}=2$. If $S \geq 0.5$, $V'_{max}=1/S$.

Based on the value $V'_{max}$, a mapping ratio $a$ is computed by a mapping ratio determination module 288:

$$a = V'_{max}/[R_i, G_i, B_{ijmax}]$$

In some embodiments of the present invention, the multiplication factor is the same as the mapping ratio $a$, or $f_1 = V'_{max}/[R_i, G_i, B_{ijmax}$. Based on the multiplication factor $f_1$ and $[R_i, G_i, B_i]$, the baseline adjustment value $W_1$ is determined.
In a different embodiment of the present invention, the multiplication factor \( f_l \) is determined by a quantity called \( \alpha_{\text{fin}} \), which is the smallest value of the mapping ratio of all pixels in a selected portion of an image. In order to determine the smallest mapping ratio in an image portion, a sorting module 290 as shown in Figure 4e is used, for example. As shown in Figure 4e, \( \alpha_{\text{fin}} \) represents the mapping ratio as determined by \( S, V'^{\text{max}} \) and the maximum value of input data \([R_i, G_i, B_i]\) provided to a pixel. Once a portion of an image is selected for \( \alpha_{\text{fin}} \) determination, the mapping ratio \( a \) for each of the pixels in the image portion is provided to the sorting module 290 for sorting. How the sorting is carried out is described in conjunction with Figures 8a to 8c.

**EXAMPLE 1**

To illustrate the conversion algorithm according to the embodiment as shown in Figure 4a, we select a set of maximum input signals or \([dR_i, dG_i, dB_i] = [255, 255, 255]\). Here it is assumed that the input signals are represented by \( N \) binary bits with \( N=8 \) and \( 255=(2^8 - 1) \).

After normalization by the normalization block 260, we have \([R_n, G_n, B_n] = [255, 255, 255]/255 = [1, 1, 1]\).

The gamma adjustment block 262 applies gamma expansion with a gamma of 2.2 on \([R_n, G_n, B_n]\) for providing RGB data in luminance space or \([R_i, G_i, B_i] = [1, 1, 1]^{2.2} = [1, 1, 1]\).

From \([R_i, G_i, B_i]\), an adjusting level block 272 calculates a multiplication factor \( f_l \) and a baseline adjustment level \( W_l \) as follows:

\[
S = (\max([R_i, G_i, B_i]) - \min([R_i, G_i, B_i])) / \max([R_i, G_i, B_i])
= (1 - 1)/1
= 0.
\]

Since \( S = 0 < 0.5 \), we have \( V'^{\text{max}} = 2 \).

The multiplication factor \( f_l \) is determined as

\[
f_l = V'^{\text{max}}/1 = 2
\]
The baseline adjustment level $W_l$ is determined as

$$W_l = f_l \times [R_i, G_i, B_i]_{\text{min}}/2 \text{ or } f_l \times [R_i, G_i, B_i]_{\text{max}}/2 = 2 \times \frac{1}{2} = 1$$

A data expansion block 263 is then used to expand RGB data in luminance space or $[R_i, G_i, B_i]$ by multiplying these values by $f_l$, or

$$[R'_i, G'_i, B'_i] = f_l \times [1, 1, 1] = 2 \times [1, 1, 1]$$

$$= [2, 2, 2]$$

A baseline adjustment block 264 computes the baseline adjusted data $[R_l, G_l, B_l]$ based on the baseline adjustment level $W_l$:

$$[R_l, G_l, B_l] = [R'_i, G'_i, B'_i] - W_l$$

$$= [2, 2, 2] - 1 = [1, 1, 1]$$

The baseline adjustment level $W_l$ is also used to compute the white data in luminance space or $W_O = W_l/f_l = 1/2 = 0.5$

The baseline adjusted data $[R_l, G_l, B_l]$ are adjusted by a factor $f_2$ by a data adjustment block 265 to become

$$[R_0, G_0, B_0] = [R_l, G_l, B_l]/ f_2 = [1, 1, 1]/ f_2$$

The adjustment factor $f_2$ is chosen from a range $0 < f_2 \leq f_l$. If we choose $f_2 = f_l = 2$, and we have

$$[R_0, G_0, B_0] = [1, 1, 1]/2 = [0.5, 0.5, 0.5].$$

The four components of the adjusted data in luminance space $[R_0, G_0, B_0, W_0]$ are then processed by a gamma correction block 266 into adjusted data in signal space as:

$$[R_c, G_c, B_c, W_c] = [R_0, G_0, B_0, W_0]^{1/2.2}$$

$$= [0.5, 0.5, 0.5, 0.5]^{1/2.2}$$

$$= [0.73, 0.73, 0.73, 0.73]$$
After gray-scale conversion by block 266, we obtain four signal components in the output data signals, or

\[
[d_{Ro}, d_{Go}, d_{Bo}, d_{Wo}] = [Rc, Gc, Be, Wc] \times 255
= [0.73, 0.73, 0.73, 0.73] \times 255
= [186, 186, 186, 186]
\]

Using a look-up table, the color temperatures for \([d_{Ro}, d_{Go}, d_{Bo}, d_{Wo}]\) are:

\[
[d_{Ro}, d_{Go}, d_{Bo}, d_{Wo}] \times (\text{RGBW-LUT})
= [186, 186, 186, 186] \times (\text{RGBW-LUT})
\]

The color temperature adjustment is based on the color temperature characteristics of a display panel. The look-up table (LUT) only represents a way to make a displayed picture appear on the display. For illustration purposes only, let us assume that the color temperatures responding to the data signals \([186, 186, 186, 186]\) are \([2899, 2698, 2981, 2698]\).

After standardizing the color-temperatures in reference to 4095, and adjusting the results within the range of 0-255, we have the output data in signal space from the conversion module

\[
[d_{Ro'}, d_{Go'}, d_{Bo'}, d_{Wo'}] = \left\{ [2899, 2698, 2981, 2698] / 4095 \right\} \times 255
= [0.708, 0.659, 0.728, 0.659] \times 255
= [180, 168, 186, 168]
\]

The same output data in luminance space would be

\[
[d_{Rs'}, d_{Gs'}, d_{Bs'}, d_{Ws'}] = [0.708, 0.659, 0.728, 0.659]^{2.2}
= [0.468, 0.400, 0.498, 0.400]
\]

With \(k=l\), we have
EXAMPLE 2
To illustrate how different input signals in RGB are converted into four signal components [dRo, dGo, dBo, dWo], we select [dRi, dGi, dBi] = [251, 203, 186].

After normalization by the normalization block 260, we have
[Rn, Gn, Bn] = [251, 203, 186]/255 = [0.984, 0.796, 0.729].

The gamma adjustment block 262 applies gamma expansion with a gamma of 2.2 on [Rn, Gn, Bn] for providing RGB data in luminance space or
[Ri, Gi, Bi] = [0.984, 0.796, 0.729]^{2.2} = [0.966, 0.605, 0.500].

From [Ri, Gi, Bi], an adjusting level block 272 calculates a multiplication factor f1 and a baseline adjustment level W1 as follows:
S = ([Ri, Gi, Bi]max - [Ri, Gi, Bi]min)/[Ri, Gi, Bi]max
   = (0.966 – 0.500)/0.966
   = 0.466/0.966 = 0.482.
If S < 0.5, we set V'max=2. If S ≥ 0.5, V'max=l/S.
Since S = 0.482 < 0.5, we have V'max = 2.

The multiplication factor f1 is determined as
f1 = V'max/[Ri, Gi, Bi]max = 2/0.966 = 2.070

The baseline adjustment level W1 is determined as
W1 = f1 x [Ri, Gi, Bi]min/2 = 2.070 x 0.500/2 = 0.517

A data expansion block 263 is then used to expand RGB data in luminance space or [Ri, Gi, Bi] by multiplying these values by f1, or
[Ri', Gi', Bi'] = f1 x [Ri, Gi, Bi] = 2.070 x [0.966, 0.605, 0.500]
A baseline adjustment block 264 computes the baseline adjusted data \([R_l, G_l, B_l]\) based on the baseline adjustment level \(W_l\):

\[
[R_l, G_l, B_l] = [R_i \setminus G_i', B_i'] - W_l
\]

\(= [2.000, 1.252, 1.035] - 0.517 = [1.483, 0.735, 0.517]\)

The baseline adjustment level \(W_l\) is also used to compute the white data in luminance space or \(W_0 = W_l/f_1 = 0.517/2.070 = 0.250\)

The baseline adjusted data \([R_l, G_l, B_l]\) are adjusted by a factor \(f_2\) by a data adjustment block 265 to become

\[
[R_0, G_0, B_0] = [R_l, G_l, B_l]/f_2 = [1.483, 0.735, 0.517]/f_2
\]

The adjustment factor \(f_2\) is chosen from a range \(0 < f_2 \leq f_1\) such that \(W_0\) must be equal to or smaller than \([R_l, G_l, B_l]_{\text{min}}/f_2\). In this example, \(f_2\) can be chosen as being equal to \(f_1\), such that

\[
[R_0, G_0, B_0] = [1.483, 0.735, 0.517]/2.070 = [0.716, 0.355, 0.250].
\]

The four components of the adjusted data in luminance space \([R_0, G_0, B_0, W_0]\) are then processed by a gamma correction block 266 into adjusted data in signal space as:

\[
[R_c, G_c, B_c, W_c] = [R_0, G_0, B_0, W_0]^{1/2.2}
\]

\(= [0.716, 0.355, 0.250, 0.250]^{1/2.2}\)

\(= [0.859, 0.624, 0.532, 0.532]\)

After gray-scale conversion by block 266, we obtain four signal components in the output data signals, or

\[
[d_{R_0}, d_{G_0}, d_{B_0}, d_{W_0}] = [R_c, G_c, B_c, W_c] \times 255
\]

\(= [0.859, 0.624, 0.532, 0.532] \times 255\)
OTHER EMBODIMENTS

As mentioned earlier, the baseline adjustment level $W_l$ can be determined by

$$W_l = f_1 \times [R_i, G_i, B_i]_{\text{min}}/2 \text{ or by }$$

$$W_l = f_1 \times [R_i, G_i, B_i]_{\text{max}}/2.$$  

If the input signals are the maximum values or $[dR_i, dG_i, dB_i] = [255, 255, 255]$ (see Example 1), then $[R_i, G_i, B_i]_{\text{min}}$ and $[R_i, G_i, B_i]_{\text{max}}$ are the same. Thus, whether $W_l$ is determined based on $[R_i, G_i, B_i]_{\text{min}}$ or $[R_i, G_i, B_i]_{\text{max}}$, the result is the same. However, if the input signals are not the maximum values, $[R_i, G_i, B_i]_{\text{min}}$ and $[R_i, G_i, B_i]_{\text{max}}$ are not the same. Thus, the baseline adjustment level is affected by how $W_l$ is determined.

In Example 2 above, $[dR_i, dG_i, dB_i] = [251, 203, 186]$ and the RGB data in luminance space are $[R_i, G_i, B_i] = [0.966, 0.605, 0.500]$. The multiplication factor is determined as

$$f_1 = V'_{\text{max}}/[R_i, G_i, B_i]_{\text{max}} = 2/0.966 = 2.070.$$  

It is followed that $W_l = f_1 \times [R_i, G_i, B_i]_{\text{min}}/2$ or $W_l = 0.517$. The four signal components in the output data signals are

$[dR_o, dG_o, dB_o, dW_o] = [219, 159, 136, 136]$

EXAMPLE 3

In a different embodiment of the present invention, the baseline adjustment level $W_l$ is determined based on $[R_i, G_i, B_i]_{\text{max}}$:

$$W_l = f_1 \times [R_i, G_i, B_i]_{\text{max}}/2$$

$$= 2.070 \times 0.966/2$$

$$= 1.0$$
For simplicity, we select $f_2=f_1$, or the data expansion block 263 and the data adjustment block 265 (see Figure 4a) are omitted and the conversion steps are carried out in the conversion module 250 as shown in Figure 4b.

In that case, we have two situations:

1. If $[R_i, G_i, B_i]_{\text{min}} \geq [R_i, G_i, B_i]_{\text{max}}/2$, then
   \[ W_O = [R_i, G_i, B_i]_{\text{max}}/2; \]
   \[ [R_0, G_0, R_0] = [R_i, G_i, B_i] - W_O \]

2. If $[R_i, G_i, B_i]_{\text{min}} < [R_i, G_i, B_i]_{\text{max}}/2$, then
   \[ W_O = [R_i, G_i, B_i]_{\text{max}}/2 + [R_i, G_i, B_i]_{\text{min}} \]
   \[ [R_0, G_0, R_0] = [R_i, G_i, B_i] - W_O \]

To illustrate how this embodiment is carried out, we select $[dR_i, dG_i, dB_i] = [255, 255, 224]$. After normalization and gamma adjustment, we obtain

\[ [R_i, G_i] = \{[255, 255, 224]/255\}^{2.2} = [1, 1, 0.878]^{2.2} = [1, 1, 0.752]. \]

In this case, $[R_i, G_i, B_i]_{\text{min}} = 0.752$ and $[R_i, G_i, B_i]_{\text{max}}/2 = 0.5$. We have

\[ W_O = 0.5 \]
\[ [R_0, G_0, R_0] = [R_i, G_i, B_i] - W_O = [0.5, 0.5, 0.252] \]
\[ [R_c, G_c, B_c, W_c] = [0.5, 0.5, 0.252, 0.5]^{1/2.2} \]
\[ = [0.730, 0.730, 0.534, 0.730] \]

\[ [dR_0, dG_0, dB_0, dW_0] = [R_c, G_c, B_c, W_c] \times 255 = [186, 186, 136, 186] \]

**EXAMPLE 4**

In the pixel design where the ratio of the area of the W sub-pixel to the area of an RGB sub-pixel is $k$, we have two situations:

1. If $[R_i, G_i, B_i]_{\text{min}} \geq k \times [R_i, G_i, B_i]_{\text{max}}/(1+k)$, then
WO = [Ri, Gi, Bi]max/(l+k)
[RO, GO, BO] = [Ri, Gi, Bi] – k x WO.

2. If [Ri, Gi, Bi]min < k x [Ri, Gi, Bi]max/(l+k), then

WO = [Ri, Gi, Bi]max/(l+k) + [Ri, Gi, Bi]min/k
[RO, GO, RO] = [Ri, Gi, Bi] – k x WO

EXAMPLE 5

In a different embodiment of the present invention, the multiplication factor f1 is determined from a plot of [Ri, Gi, Bi]max/V’max for all pixels in an image portion. As defined earlier, V’max is determined from the saturation value S:

S = ([Ri, Gi, Bi]max - [Ri, Gi, Bi]min)/[Ri, Gi, Bi]max

If S < 0.5, V’max=2. If S ≥ 0.5, V’max=l/S.

Let us define Q=([Ri, Gi, Bi]max/V’max, with 0 < Q ≤ 1, and sort out the maximum value of Q among the pixels, we have f1= 1/Qmax. The sorting can be carried out in a hard-wired circuit such as an ASIC, or carried out using a software program implemented in a generic processor, a memory device or a computing device. The value 1/Qmax is also referred to as α_{ina}. Figures 8a to 8c illustrate how α_{ina} is determined.

With a pixel having maximum data values of [1, 1, 1], we have V’max=2 and Q=0.5; with a pixel having data values of [1, 1, 0], we have V’max=1 and Q=1.

The various embodiments of the present invention can be used in a display panel having a plurality of pixels, wherein each pixel has four sub-pixels. For example, a color pixel in an OLED display may have one red OLED, one blue OLED, one green OLED and one white OLED to form four different color sub-pixels as shown in Figure 5b. Alternatively, a color pixel may have four white OLEDs to form four color sub-pixels through color-filtering as shown in Figure 5a. It is understood that each of the OLEDs is typically driven by a current source as shown in Figure 6.
In summary, the present invention provides a conversion algorithm for converting three data signals in RGB to four data signals in RGBW. After the four data signals in RGBW in luminance space, [R0, Go, R0, Wo], are adjusted based on the color temperature characteristics of the display, the color-temperature corrected data [dRo', dGo', dBo', dWo'] is in the range of 0.8 to 1.0 of [R0, Go, R0, Wo]. In particular, the three data signals in RGB are received as input signals represented by N binary bits, with a maximum of the input signals equal to (2^N-1). The conversion algorithm comprises the steps as shown in Figure 7. As shown in a flowchart 300 in Figure 7, the input signals in RGB (in signal space) are received at step 302. The input signals in signal space are converted into input data in luminance space at step 304. The input data in luminance space are then expanded at step 306. After input data expansion, an adjustment value is determined at step 308 and the adjustment value is used to compute adjusted data values (baseline adjusted data) at step 310. It is followed that the adjusted data values are re-adjusted at step 312. The re-adjusted data values are corrected for color-temperature at step 314. The color-temperature corrected data are then applied to the four color sub-pixels in the display. In some embodiments of the present invention, steps 306 and 312 are optional and can be omitted together. If step 306 is used to expand the input data, a multiplication factor is determined based on a saturation value S and the maximum value of the input data in luminance space. The non-zero adjustment factor that is used to re-adjust the adjusted data values at step 312 can be equal to or smaller than the multiplication factor. The adjustment value can be determined from the minimal value or the maximum value of the input data in luminance space.

According to one embodiment of the present invention, the multiplication factor that is used to expand the input data is determined based on the saturation S and the maximum value of the input data in luminance space for a pixel (see Examples 1 and 2). According to another embodiment of the present invention, the multiplication factor is determined based on the saturation S and the maximum value of the input data in luminance space for a plurality of pixels in a selected portion of an image (see Example 5). In this embodiment, the multiplication factor is determined by a quality called \( \alpha_{\text{fin}} \). The reason for using \( \alpha_{\text{fin}} \) is to make sure that, after the input data in luminance space are expanded by the data expansion block 263 (see Figure 4a), the data [R'i', G'i', B'i'] remain within the RGBW gamut boundaries.

In order to correctly map the input data [R'i, G'i, B'i] in RGB color space to [Rl, Gl, Bl, Wl] in RGBW color space, we establish the RGBW gamut boundaries based on the assumption.
that the sum of RGB luminance is equal to W luminance and, therefore, the total luminance in a pixel resulting from [RI, GI, BI, WI] is equal to two times the total luminance in the pixel resulting from [RI, GI, BI]. The relationship between the RGBW gamut boundaries and the RGB gamut boundaries can be found in a plot of [RI, GI, Bijmax vs. [RI, GI, Bijmin as shown in Figure 8a. In Figure 8a, the triangle OBC defines the RGB gamut boundaries and the trapezoid OBAD defines the RGBW gamut boundaries. The side BA of the trapezoid in Figure 8a can be expressed as

\[ y = \frac{[RI, GI, BI]_{\text{max}}}{([RI, GI, BI]_{\text{max}} - [RI, GI, BI]_{\text{min}}) = 1/S} \]

Thus, the line segments BAD represent the upper RGBW gamut boundaries. In order to determine the multiplication factor \( f_l \), we select the input data [RI, GI, BI] provided to an image portion and plot the maximum value, or [RI, GI, Bijmax, for each of the input data in the selected image portion in the SV plane of HSV color space (H, S, V represent Hue, Saturation and Value) as shown in Figure 8b. In Figure 8b, Vmax is the value [RI, GI, Bijmax of an input data in RGB color space and V'max is the corresponding value [RI', GI', Bijmax in RGBW color space. For each pixel in the selected image portion, we define a mapping ratio \( a = V'e^{\text{max}}/V^{\text{max}} \).

As can be seen in Figure 8b, when S is smaller than 0.5, V'max is always equal to 2. When S is between 0.5 and 1, V'max = 1/S. The reciprocal of the mapping ratio, or \( 1/a \), can be as small as 0 (with Vmax = 0) and as large as 1 (with Vmax = 1 and V'max=1), depending on the input data in a certain image portion. With the input data as shown in Figure 8b, V'max is greater than Vmax and 1/a is smaller than 1. To determine the smallest mapping ratio a among all the input data values, we arrange the values of 1/a in a plot of pixel number vs. S as shown in Figure 8c. As shown in Figure 8c, the largest 1/a is approximately 0.59. We refer this mapping ratio to as \( f_{\text{map}} \) and use it as the multiplication factor \( f_l \) for all of the input data in the selected image portion. As such, the expanded input data [RI', GI', BI'] will be within the RGBW gamut boundaries.

The embodiments disclosed herein are concerned with a method and apparatus for converting three data signals in RGB to four data signals in RGBW for use in an OLED display.

In an RGBW OLED display, the additional W sub-pixels can significantly increase the
transmissivity of an OLED panel and decrease the power consumption of the display so as to increase the lifetime of OLEDs.

Although the present invention has been described with respect to one or more embodiments thereof, it will be understood by those skilled in the art that the foregoing and various other changes, omissions and deviations in the form and detail thereof may be made without departing from the scope of this invention.
CLAIMS

What is claimed is:

1. A method for use in a display panel comprising a plurality of pixels, each pixel comprising a first sub-pixel, a second sub-pixel, a third sub-pixel and a fourth sub-pixel, said display panel arranged to receive a plurality of input signals for displaying an image thereon, and wherein said plurality of input signals are represented by N binary bits, with a maximum of the input signals equal to \(2^N-1\) with N being a positive integer greater than 1, and wherein said plurality of input signals comprises a first input signal, a second input signal, and a third input signal, said method comprising:
   - converting the input signals into a plurality of input data in luminance space;
   - determining an adjustment value from the plurality of input data in luminance space; and
   - computing a plurality of adjusted data values from the plurality of input data in luminance space and the adjustment value, the plurality of adjusted data values comprising a first adjusted data value, a second adjusted data value, a third adjusted data value and a fourth adjusted data value in luminance space for use in the pixel, each of the first, second and third adjusted data values corresponding to the first input signal, the second input signal and the third input signal, wherein the display panel has a color temperature characteristic such that when the plurality of adjusted data values are color-temperature corrected according to the color temperature characteristic for providing a plurality of color-temperature corrected data in luminance space, the color-temperature corrected data comprising a first corrected data for use in the first sub-pixel, a second corrected data for use in the second sub-pixel, a third corrected data for use in the third sub-pixel and a fourth corrected data for use in the fourth sub-pixel, said determining and computing are carried out in a manner such that, at least when each of the first input signal, the second input signal and the third input signal has a value of \(2^N-1\), each of the first corrected data, the second corrected data, the third corrected data and fourth corrected data is smaller than or equal to 0.5.

2. The method according to claim 1, wherein the fourth corrected data is smaller than or equal to any one of the first corrected data, the second corrected data and the third corrected data.
3. The method according to claim 1, wherein each of the first sub-pixel, the second sub-pixel, and the third sub-pixel has an pixel area equal to a first area, and the fourth sub-pixel has a pixel area equal to k times the first area, with k being a positive value greater than 0, and wherein k is selected such that each of the first corrected data, the second corrected data, the third corrected data and fourth corrected data is smaller than or equal to 0.5/k.

4. The method according to claim 3, wherein k is selected such that each of the first corrected data, the second corrected data, the third corrected data and fourth corrected data is also greater than or equal to 0.4/k.

5. The method according to claim 1, further comprising:
   re-converting the first adjusted data value, the second adjusted data value, the third adjusted data value and the fourth adjusted data value in luminance space into a first output data signal, a second output data signal, a third output data signal and a fourth output data signal in signal space before the plurality of adjusted data values are color-temperature corrected.

6. The method according to claim 5, further comprising:
   expanding the input data in luminance space by a multiplication factor before said determining; and
   re-adjusting the first adjusted data value, the second adjusted data value, the third adjusted data value and the fourth adjusted data value in luminance space by a reduction factor before said re-converting.

7. The method according to claim 6, wherein the reduction factor is a non-zero value equal to or smaller than the multiplication factor.

8. The method according to claim 1, wherein the plurality of input data in luminance space comprise a first input data, a second input data and a third input data, and wherein the adjustment value is determined at least based on a minimum value among the first input data, the second input data and the third input data.
9. The method according to claim 1, wherein the plurality of input data in luminance space comprise a first input data, a second input data and a third input data, and wherein the adjustment value is determined at least based on a maximum value among the first input data, the second input data and the third input data.

10. The method according to claim 6, wherein the plurality of input data in luminance space comprise a first input data, a second input data and a third input data, and wherein the multiplication factor is determined based on a maximum value and a minimum value among the first input data, the second input data and the third input data.

11. The method according to claim 6, wherein the plurality of input data in luminance space comprise a first input data, a second input data and a third input data, and wherein the multiplication factor is determined based on a maximum value and a minimum value among the first input data, the second input data and the third input data, such that the multiplication factor is equal to the ratio of \( V'_{\text{max}} \) and \( V_{\text{max}} \), and

\[
\text{if } \frac{V_{\text{max}} - V_{\text{min}}}{V_{\text{max}}} \text{ is smaller than 0.5, } V'_{\text{max}} \text{ is equal to 2, and}
\]

\[
\text{if } \frac{V_{\text{max}} - V_{\text{min}}}{V_{\text{max}}} \text{ is equal to or greater than 0.5, } V'_{\text{max}} \text{ is equal to } \frac{V_{\text{max}}}{V_{\text{max}} - V_{\text{min}}},
\]

wherein \( V_{\text{max}} \) is equal to the maximum value, and \( V_{\text{min}} \) is equal to the minimum value.

12. A processor for use in a display panel comprising a plurality of pixels, each pixel comprising a first sub-pixel, a second sub-pixel, a third sub-pixel and a fourth sub-pixel, said display panel arranged to receive a plurality of input signals for displaying an image thereon, and wherein said plurality of input signals are represented by N binary bits, with a maximum of the input signals equal to \((2^N - 1)\) with N being a positive integer greater than 1, and wherein said plurality of input signals comprises a first input signal, a second input signal, and a third input signal, said processor comprising:

a converting block configured for converting the input signals into a plurality of input data in luminance space;
a level adjusting block configured for determining an adjustment value from the plurality of input data in luminance space; and

a data adjustment block configured for computing a plurality of adjusted data values from the plurality of input data in luminance space and the adjustment value, the plurality of adjusted data values comprising a first adjusted data value, a second adjusted data value, a third adjusted data value and a fourth adjusted data value in luminance space for use in the pixel, each of the first, second and third adjusted data values corresponding to the first input signal, the second input signal and the third input signal, wherein the display panel has a color temperature characteristic such that when the plurality of adjusted data values are color-temperature corrected according to the color temperature characteristic for providing a plurality of color-temperature corrected data in luminance space, the color-temperature corrected data comprising a first corrected data for use in the first sub-pixel, a second corrected data for use in the second sub-pixel, a third corrected data for use in the third sub-pixel and a fourth corrected data for use in the fourth sub-pixel, wherein the adjustment value is determined such that at least when each of the first input signal, the second input signal and the third input signal has a value of \((2^N-1)\), each of the first corrected data, the second corrected data, the third corrected data and fourth corrected data is smaller than or equal to 0.5.

13. The processor according to claim 12, wherein the adjustment value is determined such that the fourth corrected data is smaller than or equal to any one of the first corrected data, the second corrected data and the third corrected data.

14. The processor according to claim 12, wherein each of the first sub-pixel, the second sub-pixel, and the third sub-pixel has an pixel area equal to a first area, and the fourth sub-pixel has a pixel area equal to \(k\) times the first area, with \(k\) being a positive value greater than 0, wherein the adjustment value is determined such that each of the first corrected data, the second corrected data, the third corrected data and fourth corrected data is smaller than or equal to \(0.5/k\).

15. The method according to claim 14, wherein \(k\) is selected such that each of the first corrected data, the second corrected data, the third corrected data and fourth corrected data is also greater than or equal to \(0.4/k\).
16. The processor according to claim 12, further comprising:
   a re-converting block configured for re-converting the first adjusted data value, the
   second adjusted data value, the third adjusted data value and the fourth adjusted data value in
   luminance space into a first output data signal, a second output data signal, a third output data
   signal and a fourth output data signal in signal space before the plurality of adjusted data values
   are color-temperature corrected.

17. The processor according to claim 16, further comprising:
   a data expansion block configured for expanding the input data in luminance space by a
   multiplication factor before the level adjusting block determines the adjustment value; and
   a second data adjustment block configured for re-adjusting the first adjusted data value,
   the second adjusted data value, the third adjusted data value and the fourth adjusted data value in
   luminance space by a reduction factor before the re-converting block re-converts the first
   adjusted data value, the second adjusted data value, the third adjusted data value and the fourth
   adjusted data value in luminance space.

18. The processor according to claim 12, wherein the plurality of input data in luminance
    space comprise a first input data, a second input data and a third input data, and wherein the
    adjustment value is determined at least based on a minimum value or the maximum value among
    the first input data, the second input data and the third input data.

19. The processor according to claim 17, wherein the plurality of input data in luminance
    space comprise a first input data, a second input data and a third input data, and wherein the
    multiplication factor is determined based on a maximum value and a minimum value among the
    first input data, the second input data and the third input data.

20. The processor according to claim 17, wherein the plurality of input data in luminance
    space comprise a first input data, a second input data and a third input data, and wherein the
    multiplication factor is determined based on a maximum value and a minimum value among the

first input data, the second input data and the third input data, such that the multiplication factor is equal to the ratio of V’max and Vmax, and

if \( \frac{V_{\text{max}} - V_{\text{min}}}{V_{\text{max}}} \) is smaller than 0.5, V’max is equal to 2, and

if \( \frac{V_{\text{max}} - V_{\text{min}}}{V_{\text{max}}} \) is equal to or greater than 0.5, V’max is equal to \( \frac{V_{\text{max}}}{\left(\frac{V_{\text{max}} - V_{\text{min}}}{V_{\text{max}}}\right)} \), wherein Vmax is equal to the maximum value, and Vmin is equal to the minimum value.
Receiving input signals in RGB

Converting input signals into input data in luminance space

Expanding input data

Determining adjustment value

Computing adjusted data values

Readjusting adjusted data values

Performing color temperature correction

FIG.7
FIG. 8c
# INTERNATIONAL SEARCH REPORT

**International application No.**
PCT/CN2013/081673

## A. CLASSIFICATION OF SUBJECT MATTER

According to International Patent Classification (IPC) or to both national classification and IPC

- **G09G 5/02 (2006.01)**

## B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)

- IPC: G09G 5/-; G09G 3/-; H05B 41/-

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

- CNPAT3PODOC,CNKI,WPI: RGB, RGBW, CONVERT, ADJUST, CORRECT, TEMPERATURE, LUT, TABLE, MULTIPLICATION, FACTOR, PIXEL, LED, OLED, PANEL, COLOR, LUMINANCE, FOURTH

## C. DOCUMENTS CONSIDERED TO BE RELEVANT

<table>
<thead>
<tr>
<th>Category</th>
<th>Citation of document, with indication, where appropriate, of the relevant passages</th>
<th>Relevant to claim No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>US 2008170004 A1 (JUNG, Jin-Woong) 17 Jul. 2008(17.07.2008) description paragraphs [0043]-[0047] and [0073], figure 1</td>
<td>1-20</td>
</tr>
<tr>
<td>A</td>
<td>CN 101409066 A (SAMSUNG ELECTRONICS CO., LTD.) 15 Apr. 2009(15.04.2009) the whole document</td>
<td>1-20</td>
</tr>
<tr>
<td>A</td>
<td>CN 102063879 A (SAMSUNG MOBILE DISPLAY CO., LTD.) 18 May 2011(18.05.2011) the whole document</td>
<td>1-20</td>
</tr>
<tr>
<td>A</td>
<td>US 2011148910 A1 (SAMSUNG ELECTRONICS CO., LTD.) 23 Jun. 2011(23.06.2011) the whole document</td>
<td>1-20</td>
</tr>
</tbody>
</table>

* Further documents are listed in the continuation of Box C. See patent family annex.

- **A** document defining the general state of the art which is not considered to be of particular relevance
- **E** earlier application or patent but published on or after the international filing date
- **L** document which may throw doubts on priority claim (S) or which is cited to establish the publication date of another citation or other special reason (as specified)
- **O** document referring to an oral disclosure, use, exhibition or other means
- **P** document published prior to the international filing date but later than the priority date claimed

- **"T"** later document published after the international filing date or priority date and not in conflict with the application but cited to understand the principle or theory underlying the invention
- **"X"** document of particular relevance; the claimed invention cannot be considered novel or cannot be considered to involve an inventive step when the document is taken alone
- **"Y"** document of particular relevance; the claimed invention cannot be considered to involve an inventive step when the document is combined with one or more other such documents, such combination being obvious to a person skilled in the art
- **"&"** document member of the same patent family

Date of the actual completion of the international search: 08 Nov. 2013(08.11.2013)

Date of mailing of the international search report: 05 Dec. 2013 (05.12.2013)

Name and mailing address of the ISA/CN
- The State Intellectual Property Office, the P.R.China
- 6-Xitucheng Rd., Jimen Bridge, Haidian District, Beijing, China 100088
- Facsimile No. 86-10-62019451

Authorized officer: SUN, Min
- Telephone No. (86-10)82245175

Form PCT/ISA /210 (second sheet) (July 2009)
<table>
<thead>
<tr>
<th>Patent Documents referred in the Report</th>
<th>Publication Date</th>
<th>Patent Family</th>
<th>Publication Date</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>JP 2004334199 A</td>
<td>25.11.2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CN 1551707 A</td>
<td>01.12.2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KR 20040096273 A</td>
<td>16.11.2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TW 200424952 A</td>
<td>16.11.2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KR 100943273 B1</td>
<td>23.02.2010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 7705810 B2</td>
<td>27.04.2010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CN 1551707 B</td>
<td>29.09.2010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JP 4944366 B2</td>
<td>30.05.2012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 8035584 B2</td>
<td>11.10.2011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JP 2009093182 A</td>
<td>30.04.2009</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 2051229 A3</td>
<td>20.05.2009</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KR 100989351 B1</td>
<td>25.10.2010</td>
</tr>
<tr>
<td>CN 102063879 A</td>
<td>18.05.2011</td>
<td>US 2011109658 A1</td>
<td>12.05.2011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KR 20110052108 A</td>
<td>18.05.2011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 2339570 A2</td>
<td>29.06.2011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 2339570 A3</td>
<td>05.10.2011</td>
</tr>
<tr>
<td>US 2011148910 A1</td>
<td>23.06.2011</td>
<td>KR 20110073376 A</td>
<td>29.06.2011</td>
</tr>
</tbody>
</table>

Form PCT/ISA/210 (patent family annex) (July 2009)