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CRC BITS FOR JOINT DECODING AND VERIFICATION OF CONTROL
INFORMATION USING POLAR CODES

TECHNICAL FIELD
3001} The technology discussed below relates generally to wireless commumication

systems, and more particularty, to a control channel design using polar codes.

INTRODUCTION

6002} Block codes, or error correcting codes are frequently used to provide rehable
transmussion of digital messages over noisy channels. In a typical block code, an
information message or scquence is sphit up mto blocks, and an encoder at the
transmitting device then mathematically adds redundancy to the information message.
Hxplomtation of this redundancy i the encoded information message 18 the key to
reliability of the message, enabling correction for any bit errors that may occur due to
the noisc. That is, a decoder at the receiving device can take advantage of the
redundancy to reliably recover the information message even though bit errors may
oceur, in part, due to the addition of noise to the channel.

[3003] Many cxamples of such error correcting block codes are known to those of
ordinary skill in the art, including Hamming codes, Bose-Chaudhun-Hocquenghem
(BCH) codes, turbo codes, and low-density parity check (LDPC) codes, among others.
Many existing wireless communication networks utilize such block codes, such as
3GPP LTE networks, which utihize turbo codes; and IEEE 802.11n Wi-F1 networks,
which wtidize LDPC codes. However, for future networks, a new category of block
codes, called polar codes, presents a potential opportunity for reliable and efficient
information transfer with wproved performance relative to turbo codes and LDPC
codes.

[0004] While research mnto implementation of polar codes continues to rapidly advance
its capabilitics and potential, additional enhancements arc desired, particularly for

potential deployment of future wireless communication networks bevond LTE.

BRIEF SUMMARY OF SOME EXAMPLES
[G005] The following presends a simplified summary of one or more aspects of the
present disclosure, in order to provide a basic understanding of such aspects. This

summary is not an extensive overview of all conterplated features of the disclosure,
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and 1s intended neither to identify kev or critical elements of all aspects of the disclosure
nor to delineate the scope of any or all aspects of the disclosure. fts sole purpose 15 1o
present some concepts of one or more aspects of the disclosure in a simplified form as a
prelude to the more detatled description that is presented later.

3006} Various aspects of the disclosure provide for polar coding control imformation
together with combined cyclic redundancy check (CRC) information i a wircless
transmission. The combmed CRC mformation may include a number of CRL bits
selected to jointly decode and ventfy the control information to reduce the CRC
overhead.

16607} These and other aspects of the mvention will become more fully vaderstood
upon a review of the detailed description, which follows. Other aspects, features, and
embodiments of the present mmvention will become apparent to those of ordinary skill m
the art, upon reviewing the following description of specific, exemplary embodiments of
the present invention in conpunetion with the accompanying figures. While featureg of
the present nvention may be discussed relative to certain embodiments and figures
below, all embodiments of the present invention can include one or more of the
advantageous features discussed herein. In other words, while one or more embodiments
may be discussed as having certain advantageous features, one or more of such features
may also be used m accordance with the various embodiments of the invention
discussed herein. In similar fashion, while exemplary embodiments may be discussed
below as device, system, or method embodiments 1t should be understood that such

exemplary embodiments can be implemented i various devices, svstems, and methods.

BRIEF DESCRIPTION OF THE DRAWINGS

[GB08] FIG. 1 is a conceptual diagram illustrating an example of a radio access network.
3009} FIG. 2 18 a block diagram conceptually illustrating an example of a scheduling

entity communicating with one or more scheduled entities according to some
cmbodiments.

6614} FIG. 3 1s a schematic illustration of the resource structure for a radio access
network showing time, frequency, and space dimensions

6611} FiG. 4 is a schematic illustration of the generation of a control information
transmission according to the prior art.

0612} FIG. 3 s a schematic llustration of an information block for polar coding.
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6613} FIG. 6 15 a schematic iHlustration of the generation of a control information
transmussion utilizing polar coding.

[GG14} FIG. 7 1s a schematic illustration of the generation of a control information
transmission utilizing polar coding and a reduced cyclic redundancy check (CRC)
according to some aspects of the disclosure.

{3615} FIG. 8 is a block diagram iflustrating an example of a hardware implementation
for a scheduling entity apparatus employing a processing system.

6016} FIG. 9 15 a block diagram illustrating an example of a hardware implementation
for a scheduled entity apparatus employing a processing systent.

16017} FIG. 10 is a flow chart illustrating an exemplary process for polar encoding
control information with a combined CRC according to some aspects of the disclosure.

{6018} FIG. 11 1s a flow chart illustrating an exemplary process for receiving and polar
decoding a transmission that includes control nformation and a combined CRC, m

accordance with some aspects of the disclosure.

DETAILED DESCRIPTION
{6619} The detailed description set forth below in connection with the appended
drawings is mtended as a description of various configurations and is not intended to
represent the only configurations in which the concepts described herein may be
practiced. The detailed description mclades specifie details for the purpose of providing
a thorough understanding of various concepts. However, 1t will be apparent to those
skilled in the art that these concepts may be practiced without these specific details. In
some instances, well-known structures and components are shown in block diagram

form in order to avoid chscuring such concepts.

RADIO ACCESS NETWORK

13620} The various concepts presented throughout this disclosure may be mmplemented
across a broad varety of ieleconumunication systems, network architectures, and
communication standards. Referring now to FIG. 1, as an illustrative example without
hinntation, a schematic iHustration of a radio access network 100 1s provided. The access
network 100 may be a next generation {(e.g., fifth generation (3()) access network or a
legacy {e.g., 3G or 4G} access network. In addition, one or more nodes in the access

network 100 may be next generation nodes or legacy nodes.
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6621} As used herein, the torm legacy access network refers to a network emploving a
third generation (3G} wireless communication technology based on a set of standards
that complies with the International Mobile Telecommunications-2000 (IMT-2000)
specifications or a fourth generation (4G} wireless communication technology based on
a set of standards that comply with the Intermnational Mobile Telecommunications
Advanced (JTU-Advanced) specification. For example, some the standards promulgated
by the 3rd Generation Partnership Project (3GPP) and the 3rd Generation Partnership
Project 2 (3GPP2) may comply with IMT-2000 and/or ITU-Advanced. Examples of
such legacy standards defined by the 3rd Generation Parinership Project (3GPP)
nclude, but are not hmited to, Long-Term Evolation (LTE), LTE-Advanced, Evolved
Packet System (EPS), and Universal Mobie Telecommunication System (UMTS).
Additional examples of various radio access technologies based on one or more of the
above-hsted 3GPP standards include, but are not imited to, Universal Terrestrial Radio
Access (UTRA), Evolved Universal Terrestrial Radio Access (¢UTRA), General Packet
Radio Service (GPRS) and Enhanced Data Rates for GSM Evolution (EDGE).
Examples of such legacy standards defined by the 3rd Generation Partnership Project 2
(3GPP2) include, but are not hmited to, UDMAZ000 and Ultra Mobile Broadband
(UMB}. Other cxamples of standards cmploving 3G/4G wureless communication
technology include the IEEE 802 16 (WiMAX) standard and other suitable standards.

3622} As further used herein, the term next generation access network generally refers
to a network emploving contimied evolved wireless communication technologies. This
may include, for example, a fifth generation (5G) wircless communication technology
based on a set of standards. The standards may comply with the guidelines set forth m
the 5G Whiie Paper published by the Next Generation Mobile Networks (NGMN)
Alliance on February 17, 2015, For example, standards that may be defined by the
3GPP following LTE-Advanced or by the 3GPP2 following CDMAZ000 may comply
with the NGMN Alliance 3G White Paper. Standards may also melude pre-3GPP efforts
specified by Verizon Technical Forum (www.vsigf) and Korea Telecom SIG
(www kt3g.org}.

16023} The geographic region covered by the access network 100 may be divided into a
aumber of cellular regions (cells) that can be uniquely identified by a3 user equipment
(UE) based on an identification broadcasted over a geographical from one access point
or base station. FIG. 1 illustrates macrocells 102, 104, and 106, and a small cell 108,

cach of which may inchide one or more sectors. A sector is a sub-arca of a cell. All
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sectors within onc cell are served by the same base station. A radio link within a sector
can be wdentified by a single logical identification belonging to that sector. In a cell that
i3 divided into sectors, the multiple sectors within a cell can be formed by groups of
antennas with cach antenna responsible for communication with UEs in a portion of the
cell.

3624} In general, a base station {(BS) serves cach cell. Broadly, a base station is a
network clement in a radio access network responsible for radio trapsmission and
reception in ong or more cells to or from a UE. A BS may also be referred to by those
skilled in the art as a base transceiver station (BTS), a radio base station, a radio
transceiver, a transceiver function, a basic service set {(BSS), an extended service set
(ESS), an access point (AP}, a Node B (NB), an ¢Node B {¢NB}, a GNodeB or some
other suitable terminology.

{3625} In FIG. 1, two high-power base stations 110 and 112 are shown in cells 102 and
104; and a third high-power base station 114 is shown controlling a remote radic head
(RRH) 116 in cell 106, That is, a base station can have an integrated antenna or can be
connected to an antenna or RRH by feeder cables. In the llustrated example, the celis
102, 104, and 106 may be referred to as macrocells, as the high-power base stations 110,
112, and 114 support cells having a large size. Further, a low-power basc station 118 1s
shown n the small cell 108 {e.g., a microcell, picocel]l, femtocell, home base station,
home Node B, home eNode B, etc.} which may overlap with one or more macrocells. In
this example, the cell 108 may be referred to as a small cell, as the low-power base
station 118 supports a cell having a relatively small size. Cell sizing can be done
according to svstem design as well as component constraints. It is to be understood that
the access network 1060 may mclude any number of wireless base stations and cells.
Further, a relay node mayv be deploved to extend the size or coverage area of a given
cell. The base stations 110, 112, 114, 118 provide wireless access points 1o a core
network for any number of mobile apparatuses.

6626} FIG. 1 further includes a guadcopter or drone 120, which may be configured to
function as a base station. That 1s, m some examples, a cell mav not necessanly be
stationary, and the geographic area of the cell may move according to the location of a
mobile base station such as the quadcopter 120.

6027} In general, base stations may mclude a backhaul interface for comunwnication
with a backhaul portion of the network. The backhaul may provide a link between a

base station and a core network, and in some examples, the backhaol may provide
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mitcrconnection between the respective base stations. The core network is a part of a
wirgless communication system that 18 generally independent of the radio access
technology used in the radio access network. Various types of backhaul interfaces may
be emploved, such as a direct physical connection, a virtual network, or the like using
any suifable transport network, Some base stations may be configured as integrated
access and backhau! (JAB) nodes, where the wireless spectrum may be used both for
access links (i.e., wircless links with UEs), and for backhau! links This scheme is
sometimes referred to as wircless self-backhauling. By using wircless self-backhauling,
rather than requinng each new base station deplovment to be outfitied with its own
hard-wired backhawl connection, the wircless spectrum utilized for communication
between the base station and UE may be leveraged for backhaul communication,
enabling fast and casy deployment of highly dense small cell networks.

3628} The access network 100 is illustrated supporting wireless commumication for
muitiple mobile apparatuses. A mobile apparatus is commonly referred to as user
cquipment (UE} in standards and specifications promulgated by the 3rd Generation
Partnership Project {3GPP), but may also be referred to by those skilled in the art as a
mobile station (MS), a subscnber station, a mobile unit, a subscriber unit, a wireless
unit, a remote unit, a mobile device, a wircless device, a wircless communications
device, a remote device, a mobile subscnber station, an access termimal (AT}, a mobile
terminal, a wircless terminal, a remote terminal, a handset, a terminal, a user agent, a
mobile client, a client, or some other suitable terminology. A UE may be an apparatus
that provides a user with access to network services.

[6629] Within the present document, a “mobile” apparatus need not necessanily have a
capability tc move, and may be stationary. The term mobile apparatus or mobile device
broadly refers to a diverse array of devices and technologies. For example, some non-
bimiting examples of a mobile apparatus include a mobile, a cellular (cell) phone, a

smart phone, a scssion initiation protocol (SIP} phone, a laptop, a personal computer

(PC), a notebook, a netbook, a smartbook, a tablet, a personal digital assistant (PDA),

and a broad array of embedded systems, ¢.g., corresponding to an “Tnternet of things”

({oT). A mobile apparatus may additionally be an automotive or other transportation

vehicle, a remote sensor or actuator, a robot or robotics device, a satellite radio, a global

positioning system {(GPS) device, an object tracking device, a drone, a multi-copter, a

quad-copter, a remote control device, a consumer and/or wearable device, such as

gyvewear, a wearable camera, a virtual reality device, a smart watch, 3 health or fitness
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tracker, a digital audio plaver {c.g., MP3 player), a camera, a game console, ¢tc. A
mobile apparatus may additionally be a digital home or smart home device such as a
home audio, video, and/or multimedia device, an appliance, a vending machime,
intelligent lighting, a home security system, a smart meter, ¢tc. A mobile apparatus may
additionally be a smart energy device, a secunty device, a solar panel or solar array, a
municipal infrastructure device controlling clectric power (¢.g., a smart grid), lighting,
water, otc.; an industrial auvtomation and euterpnse device; a logistics controller;
agricuitural equipment; wulitary defense cquipment, vehicles, aircraft, ships, and
weaponry, etc. Still further, a mobile apparatus may provide for connected medicine or
telemedicine support, 1.¢., health care at a distance. Telehealth devices may include
telehealth monitoring  devices and  telchealth administration  devices, whose
communication may be given preferential treatment or prioritized access over other
types of mformation, ¢.g., in terms of prioritized access for transport of critical service
user data traffic, and/or relevant 305 for transport of critical service user data traffic,

16034} Within the access network 100, the cclls may include UEs that may be m
communication with one or more sectors of cach cell. For example, UEs 122 and 124
may be in communication with base station 110; UEs 126 and 128 may be in
compunication with base station 112; UEs 130 and 132 may be in commumication with
base station 114 by way of RRH 116; UE 134 may be m communication with low-
power base station 118; and UE 136 may be in communication with mobile base station
120. Here, cach base station 110, 112, 114, 118, and 120 may be configured to provide
an access point to a core network (not shown) for all the UEs m the respective cells.

{6631} In another example, a mobie network node (e.g., guadcopter 120} may be
configured to function as a UE. For example, the quadcopter 120 may operate within
cell 102 by communicating with base station 110. In some aspects of the disclosure, two
or more UE (eg., UEs 126 and 128) may communicate with cach other using peer to
peer {P2P) or sidelink signals 127 without relaving that communication through a base
station {(c.g., base station 112},

[6632] Unicast or broadcast transmissions of control information and/or user data traffic

from a base station (¢.g.,

base station 110} to ong or more UEs {¢.g., UEs 122 and 124)
may be reforred to as downlink (DL) transmission, while transmissions of control
information and/or uscr data traffic onginating at a UE (c.g., UE 122} mav be referred
to as uplink (UL) transmissions. In addition, the uphlnk and/or downlink control

information and/or user data traffic may be transmitted in slots, which may each include
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a certain number of symbols of variable duration. For example, the symbol duration
may vary based on the cvelie prefix {¢.g., normal or extended) and the numerology {e.g.,
subcarrier spacing) of the symbol. In some examples, a slot may include one or more
muni-slots, which may refer to an encapsulated set of information capable of being
independently decoded. One or more slots may be grouped together mto a subframe. In
addition, meltiple subframes may be grouped together to form a single frame or radio
frame. Any suitable number of subframes may occupy a frame. In addition, a subframe
may have any suitable duration {¢.g., 250 us, 500 us, 1 ms, etc.).

[6033] The air mterface in the access network 100 may utilize one or more multiplexing
and muitiple access algorithms to enable simultancous commumcation of the various
devices. For example, multiple access for uplink (UL) or reverse link transmissions
from UEs 122 and 124 to base station 110 may be provided utiizing time division
multiple access (TDMA), code division multiple access {(CDMA), frequency division
multiple access (FDMA), orthogonal frequency division mudtiple access (OFDMAY,
sparse code multiple access (SCMA), single-carrier frequency division multiple access
(S8C-FDMA), resource spread mubtiple access (RSMA), or other suitable multiple access
schemes. Further, multiplexing downlink (DL} or forward link transmissions from the
basc station 110 to UHs 122 and 124 may be provided utibizing timec division
multiplexing  (TDM), code diviston multplexing (CDM), frequency division
multiplexing (FDM), orthogonal frequency division multiplexing (GFDM), sparse code
multiplexing (SCM), single-carnier frequency division multiplexing (SC-FDM) or other
suitable multiplexing schemes.

(6834} Further, the air interface in the access network 100 may wnlize one or more
duplexing algorithms. Buplex refers to a point-to-point communication link where both
endpoints can communicate with one another in both directions. Full duplex means both
endpoints can simuitaneously communicate with one another. Half duplex means only
one endpoint can send mformation to the other at a time. In a wireless link, a full duplex
chamnel generally relics on physical isolation of a transmitter and receiver, and suitable
interference cancellation technologies. Full duplex emulation is frequently implemented
for wircless links by stilizing frequency division duplex (FDD) or time division duplex
(TDD). In FDD, transmissions in different directions operate at different camrer
frequencies. In TDD, transoussions in different directions on a given channel are
separated from one another using time division multiplexing. That is, at some times the

channel is dedicated for transmissions in one direction, while at other times the channel
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is dedicated for transmissions m the other direction, where the direction may change
very rapidly, ¢.g., several times per subframe.

(6833} In the radic access network 100, the ability for a UE to commumicate while
moving, independent of their location, 15 referred to as mobility. The various physical
channels between the UE and the radio access network are generally set up, maintained,
and released under the control of a mobility management entity (MME}. In various
aspects of the disclosure, an access network 100 may utilize DL-based mobility or UL-
hased mobility to enable mobiity and handovers (i.c., the transfer of a UE’s connection
from one radio channel to another). In a network configured for DL-based mobility,
during a call with a scheduling entitv, or at any other time, a UE may monitor various
parameters of the signal from its serving cell as well as various parameters of
neighboring cells. Depending on the quality of these parameters, the UE may mamtam
commumnication with one or more of the neighboring cells. During this time, if the UE
moves from one cell to ansther, or if signal quality from a neighboring cell exceeds that
from the serving cell for a given amount of time, the UE may undertake a handoff or
handover from the serving cell to the neighboring (target) ccll. For example, UE 124
may move from the geographic area corresponding to its serving cell 102 to the
geographic arca corresponding to a neighbor cell 106, When the signal strength or
quality from the neighbor cell 106 exceeds that of its serving cell 102 for a given
amount of time, the UE 124 may transmit a reporting message to its serving base station
110 indicating this condition. In response, the UE 124 may receive a handover
command, and the UE may undergo a handover to the cell 106,

10636} In a network configured for UL-based mobility, UL reference signals from cach
UE may be utilized by the network to select a serving cell for cach UE. In some
cxamples, the base stations 110, 112, and 114/116 may broadcast unified
synchromzation signals {¢.g., unified Primary Synchronization Signals (PSSs), unified
Secondary Synchronization Signals (558s} and umnified Physical Broadeast Channels
(PBCH)). The UEs 122, 124, 126, 128, 130, and 132 may receive the unified
synchronization signals, denve the carmrier frequency and subframe timing from the
synchronization signals, and in response to deriving timing, transmit an uplink pilot or
reference signal. The uplink pilot signal transmitted bv a UE {e.g., UE 124} may be
concurrently received by two or more cells {¢.g., basc stations 110 and 114/116) within
the access network 100, Each of the cells may measure a strength of the pilot signal, and

the access network {e.g.. onc or more of the base stations 110 and 114/116 and/or a
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central node within the core network) may determine a serving cell for the UE 124, As
the UE 124 moves through the access network 100, the network may continue to
monitor the uplink pilot signal transmitted by the UE 124, When the signal strength or
quality of the pilot signal measured by a neighboring cell ex¢eads that of the signal
strength or guality measured by the serving cell, the network 100 may handover the UE
124 from the serving cell to the neighboring cell, with or without informing the UE 124

16037} Although the svnchronization signal transmitted by the base stations 110, 112,
and 114/116 may be unitied, the synchronization signal may vot identify a particular
cell, but rather may identify a zone of multiple cells operating on the same frequency
and/or with the same timing. The use of zones m 5G networks or other next generation
communication networks enables the uplink-based mobility framework and improves
the efficiency of both the UE and the network, since the number of mobility messages
that need to be exchanged between the UE and the network may be reduced.

[6638] In various implementations, the air interface in the access ngtwork 100 may
utilize licensed spectrum, unlicensed spectrum, or shared spectrum. Licensed spectrum
provides for exclusive use of a portion of the spectrum, generally by virtue of a mobile
network operator purchasing a license from a govemment regulatory body. Unlicensed
spectrm provides for shared use of a portion of the spectrum without need for a
government-granted license. While compliance with some technical rules 1s generally
still required to access unlicensed spectrum, generally, any operator or device may gain
access. Shared spectrum may fall between licensed and unlicensed spectrum, wherein
technical rules or limitations may be required to access the spectrum, but the spectrum
may still be shared by maltiple operators and/or multiple RATs. For example, the holder
of a license for a portion of licensed spectrum may provide licensed shared access
(L.5A) to share that spectrum with other parties, ¢.g.. with suitable licensce-determined

conditions 10 gain access.

SIGNALING ENTITIES

[6639] In some examples, access to the air interface may be scheduied, wherein a
scheduling entity (e.g, a base station} allocates resources {(e.g. time-frequency
resources) for comununication among some or all devices and equipment within #s
service arca or cell. Within the present disclosure, as discussed further below, the
scheduling entity may be responsible for scheduling, assigming, reconfiguring, and

releasing resources for one or more scheduled emtitics. That s, for scheduled

10
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commumnication, UEs or scheduled entities utilize resources allocated by the scheduling
entity.

0044} Base stations are not the only entities that may function as a scheduling entity.
That is, in some examples, a UE may fonction as a scheduling entity, scheduling
resources for one or more scheduled entities {¢.g., one or more other UEs). In other
examples, sidelink signals may be used between UEs without necessarily relying on
scheduling or control information from a base station. For cxample, UE 138 is
tHustrated communicating with UEs 140 and 142, In some examples, the UE 138 is
functioning as a scheduling entity or a primary sidelink device, and UEs 140 and 142
may function as a scheduled entity or a non-primary {¢.g., secondary) sidelink device. In
still ancother example, a UE may function as a scheduling entity in a device-to-device
(D2D), peer-to-peer (PZP), or vehicle-to-velicle (V2ZV) network, and/or in a mesh
network. In a mesh network example, UEs 140 and 142 may optionally communicate
directly with one another in addition to communicating with the scheduling entity 138.

6641} Thus, in a wireless communication network with scheduled access to time-
frequency resources and having a cellular configuration, a P2P configuration, or a mesh
configuration, a scheduling entity and one or more scheduled entities may communicate
utilizing the scheduled resources. Referring now to FIG. 2, a block diagram illustrates a
scheduling entity 202 and a plurality of scheduled entities 204 (c.g., 204a and 204b).
Here, the scheduling entity 202 may correspond to a base station 110, 112, 114, and/or
118, In additional examples, the scheduling entity 202 may correspond to a UE 138, the
guadcopter 120, or any other suitable node in the radio access network 100, Similarly,
i various examples, the scheduled entity 204 may correspond to the UE 122, 124, 126,
128, 130, 132, 134, 136, 138, 140, and 142, or any other suitable node 1 the radic
access network 100,

3042} As Hustrated 1w FIG. 2, the scheduling entity 202 may broadcast user data traffic
206 to one or more scheduled entities 204 (the user data traffic may be referred to as
downlink user data traffic). In accordance with certain aspects of the present disclosure,
the term downlink may refer to a pomnt-to-multipoint transmission orngmating at the
schedaling entity 202. Broadly, the scheduling entity 202 is a node or device
responsible for scheduling user data traffic in a wireless communication network,
including the downlink transmissions and, in some examples, uphink user data traffic
210 from one or more scheduled entities to the scheduling entity 202. Another way to

describe the sysiem may be to use the term broadcast channel mubltiplexing. In
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accordance with aspects of the present disclosure, the torm uplink may refer to a point-
to-point transmission originating at a scheduled entity 204. Broadly, the scheduled
entity 204 1s a node or device that receives scheduling control information, mcluding
but not limited to scheduling grants, synchronization or timing information, or other
control information from another entity in the wireless communication network such as
the scheduling entity 202.

106643] The scheduling entity 202 may broadcast control information 208 including one
o1 more control channels, such as a PBCH; a PSS; a 888; a physical control format
indicator channel (PCFICH), a physical hvbrid automatic repeat request (HARQ)
ndicator channel (PHICH): and/or a physical downlink control channel (PDCCH), ctc.,
to one or more scheduled entitics 204, The PHICH carmies HARQ feedback
transmissions such as an acknowledgment (ACK) or negative acknowledgment
(NACK). HARQ is a technigue well known to those of ordinary skill in the art, wherein
packet transmissions may be checked at the receiving side for accuracy, and if
contirmed, an ACK may be transmutted, whereas if not confirmed, a NACK may be
transmitted. In response to a NACK, the transmitting device may send a HARQ
retransmission, which may implement chase combining, mcremental redundancy, ctc.

G044} Uplink user data traffic 210 and/or downlink user data traffic 206 including one
or more traffic channels, such as a physical downlink shared channel (PDSCH) or a
physical uplink shared channel (PUSCH) (and, in some examples, system mformation
blocks (51Bs)), may additionally be transmitted between the scheduling entity 202 and
the scheduled entity 204, Transmissions of the control and user data traffic information
may be organized by subdividing a carrier, in time, into suitable slots.

[GO45] Furthermore, the scheduled entities 204 may transmit uplink control information
212 mcluding one or more uplink control channels to the scheduling entity 202 Uplink
control information may include a varicty of packet tvpes and categories, including
pilots, reference signals, and information configured to enable or assist in decoding
uplink traffic transmissions. In some examples, the control information 212 may mclude
a scheduling request (SR), 1.¢., request for the scheduling entity 202 to schedule uplink
transmussions. Here, in response {o the SR transmitted on the control channel 212, the
scheduling entity 202 may transmit downlink control information 208 that may schedule
the slot for uplink packet transmissions.

3046} Uplink and downlink transmussions may generally utilize a suitable crror

correcting block code. In a typical block code, an information message or sequence is
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split up into information blocks, and an encoder at the transmitting device then
mathematically adds redundancy to the information message. Exploitation of this
redundancy in the encoded infonmation message can improve the reliability of the
message, cnabling cormrection for any bit errors that may occur due to the noise. Some
examples of error correcting codes include Hamming codes, Bose-Chaudhun-
Hocguenghem (BCH) codes, turbo codes, low-density parity check (LDPC} codes,
Walsh codes, and polar codes. Various implementations of scheduling entities 202 and
scheduled entities 204 may include suitable hardware and capabilitics {c.g., an encoder
and/or decoder) to utilize any one or more of these error correcting codes for wireless
communication,

G847} In some examples, scheduled entitics such as a first scheduled entity 204a and a
second scheduled entity 204b may utihze sidelink signals for direct D2D
commumnication. Sidelink signals may inclade sidelink data 214 and sidelink control
216, Sidelink control information 216 may inchude a source transmit signal (8T5), a
direction sclection signal (IISS), a destination receive signal (DRS), and a physical

sidelink HARQ indicator channel (PSHICH). The DSS/STS may provide for a

scheduled entity 204 to request a duration of time to keep a sidelink channel available

for a sidelink signal; and the DRS may provide for the scheduled entity 204 to indicate

availability of the sidelink channel, e.g., for a reguesied duration of time. An exchange

of DSS/STS and DRS signals {e.g., handshake) may cnable different scheduled entities

performing sidehink commumications to negotiate the avalability of the sidelink channel
prior to communication of the sidelink data information (traffic) 214, The PSHICH may
melude HARQ acknowledgment information and/or a HARQ indicator from a
destimation device, so that the destination may acknowledge data received from a source
device,

30438} The channels or camers llustrated in FIG. 2 are not necessanly all of the
channels or carriers that may be utilized between a scheduling entity 202 and scheduled
cutitics 204, and those of ordinary skill 1o the art will recognize that other channels or
carriers may be utilized in addition to those illustraied, such as other traffic, control, and

feedback channels.
RESOURCE STRUCTURE

3049} FIG. 3 18 a schematic illustration of the resource structure for a radio access

network, such as the RAN 100 ilustrated 1 FIG. 1. In some examples, this illustration
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may represent wireless resources as they may be allocated in an OFDM system that
utihizes MIMO.

[0054] In an OFDM system, a two-dimensional grid of resource clements may be
defined by separation of resources m frequeney by defining a set of closely spaced
frequency tones or sub-carniers, and separation 1n time by definmmg a sequence of
symbols having a given duration. By setting the spacing between the tones based on the
symbol rate, mter-symbol mterference can be chinmunated. OFDM channegls provide for
high data rates by allocating a data stream in a parallel manner across multiple
subcarriers.

{0051} The resources in a wireless channel may be characterized according to three
dimensions: freguency, space, and time. The frequency and time dimensions of an
OFDM stream are represented by a gnd, with separate resource clements (REs)
represented by each rectangle and having dimensions of one sub-carrier by one symbol.
Farther, by utilizing spatial multiplexing {¢.g., with MIMO), a plurality of OFDM
streams are represented by scparate OFDM resource grids spanmning i the space
dimension of FIG. 3.

(G52} In a given subframe or slot, transmission of ong or more control channels may
be followed by transmission of one or more traffic channels, in the time dimension. In
general, the first N OFDM symbols in the subframe or slot typicaliv correspond 1o a
control region of the subframe that carries comtrol reference signals and control
information, such as the Physical Control Fommat Indicator Channe! (PCFICH), which
carrier the Control Format Indicator (CF1), the Physical Hybrid Automatic Repeat
Request (HARQ) Indicator Channel (PHICH), and the Physical Downlink Control
Channel (PDCCH), which carnes Downlink Control Information (BCI). The number N
of control OFDM symbols 1 the subframe s signaled by the CF1 in the PCFICH. The
value of the CFl may depend on the channcl bandwidth and/or the number of active
connections in the cell.

3653} In the non-himiting example dlustrated in FiG. 3, the first two symbols include
control reference signals and control information, which may be the same as the control
nformation 208, 212, and/or 216 described above. Accordingly, these symbols mav be
referred to as the control region. Any switable region of resources in the time, frequency,
and space dimensions may be utilized as a control region, not necessariy hinited to the
first two svmbols. Moreover, a control region need not necessarnily be contiguous, and

may be included in one, two, or any suitable number of separate regions,
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3654} The subsequent iHustrated symbols include traffic reference signals and traffic
information, which may be the same as the user data traffic 206, 210, and/or 214
described above. In etther a control region or a traffic region of the dlustrated subframe,
REs that carry reference signals (RS} are interleaved with REs that carry data. These
RSs can provide for channel cstimation by a receiving device. While the above
description only refers to the front resource gnd (e, not considering the space
dimension), it 18 to be understood that control and traffic mformation for a phurality of

users may be multiplexed in space, frequency, and time.

CONTROL INFORMATION GENERATION

[B055] FIG. 4 is a schematic dlustration of the gencration of a prior art control
nformation transmission that may include common control information and/or
dedicated control mformation. Here, common control mformation may be control
information that may be chared among a grovp {e.g. a plurality) of UEs, while
dedicated control information may be control information intended for a single UE. As
tllustrated here, both common control nformation for a plurality of UEs and dedicated
control mformation for a given UE may include various fields for different types of
information relating to control over user data traffic and traffic RS, For example, as
illustrated 1 FIG. 4, the common control intormation or a given UEs dedicated control
information may include a modolation order and coding scheme (MCS), resource
allocation (e.g., time—frequency resources), a transmission scheme, a RS configuration,
cte. Of course, this is only one example and any swable set of dedicated control
mformation may be incloded. In some examples, each of the common control
information and dedicated control mmformation corresponds to respective downlink
control information (DCY) transmitted within a respective physical downlink control
channei (PDCCH).

3656} Each of the common control information and the dedicated control mformation
for cach UE is subjected to a cyclic redundancy check (CRC) calculation, which m
some examples may be scrambled with a group identity (for common control
nformation} or the destination UE’s wdentity {for dedicated control mformation}. For
example, a UE may have a radio network temporary identifier (RNTH) or other suitable
UE-~specific identifier that may be known to the scheduling entity gencrating the CRCs.
The RNTI mav be used by the recciving UE to determine whether the control

information is mtended for that receiving UE or another UE.
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16057} The CRC 1s generated by treating the information bits of the control information
as a polynomial in GF(2) (Galois field with two clements) and computing the remainder
by dividing the information bits by 8 generator polynomial in GF(2). A polynomial in
(GF(2} is a polvnonual in a single vanable x whose coefficients are 0 or 1. For example,
the generator polynomial x'°+ x'2 + x° + 1 is widely used to compute a 16-bit CRC. In
general, to compute a CRC of M bits, M 07 bits are added to an N-bit information
message {e.g., N-bit control information} and the resulting polynomial of degree N+ M
-1 15 divided by a gencrator polynomial of degree M. This produces a remainder
polynomial of degree M-1, which has M coefficients (or M bits). These M bits may then
be scrambled with the UE s RNTE (or group RNTI) and then appended to the N-bit
control information bits. Tvpically, the CRC includes eight, sixteen, or thirtyv-two bits.

{3058} A receiving UE may perform an integnty check or CRC calculation taking its
own RNTI into account, so that the CRC would only be verified for control mformation
that includes a CRC scrambled with that UE’s RNTIL. Similarly, for common control
mformation, a group RNT1 known to the group of UEs and the scheduling entity may be
used to perform an mtegrity check or CRC calculation. For example, the receiving UE
can descramble the M CRC bits using the RNTI, divide all of the N + M {descrambled)
reccived bits by the generator polynomial and check that the M-bit remainder is 0. f the
remainder equals 0, the control information may be verified as received correctly. I the
remainder does not equal 0, the UE may determine that the control information was not
received correctly.

66539} Ag further illustrated, the conirol information {¢.g., common control information
and/or dedicated control information for a plurality of UEs) may be multiplexed into a
given transmission of control information. That is, as described above, a downlink
transnussion from a scheduled entity may nclude common control information and/or
dedicated control information for a plurality of scheduled entities. Thus, after adding the
CRC to the control mformation, it is encoded, and then modulated and mapped to
resources in the wireless air mterface {c.g., sce FiG. 3). In some examples, the control

information block may be encoded by a polar encoder to produce a polar code biock that

may then be modulated, scrambled, and/or mapped to suitable resources over the

wireless air interface.

POLAR CODES
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6064} Polar codes are linear block error correcting codes mvented in 2007 by Erdal
Arnikan, and currently known to those skilled in the art. In general terms, channel
polarization is generated with a recarsive algorithm that defines polar codes. Polar codes
are the first explicit codes that achieve the channel capacity of symmetric binary-input
discrete memoryless channels. That 18, polar codes achieve the channel capacity (the
Shannon hmit) or the theoretical upper bound on the amount of error-free mformation
that can be transmiited on a discrete memorviess channel of a given bandwidih in the
presence of noise.

6661} Polar codes may be considered as block codes. In a typical block code, an
mformation message or sequence 18 split up into information blocks, each block having
a length of K bits. An encoder at the transmitting device (scheduling entity) then
mathematically adds redundancy to the information message, resulting in codewords
having a length of N, where N > K. Here, the code rate R is the ratio between the
message length and the block length: 1.6, R = K/ N, With polar codes, the codeword
length N is typically a power of 2 (e.g., 256, 512, 1024, ctc.) because the onginal

construction of a polarizing matrix is based on the Kronecker product of [i ?] For

cxample, a generator matrix {(e.g., a polanzing matrix) Gy for generating a polar code
with a block length of N can be expressed as:
Gy = By F®"
{00621 Here, By is the bit-reversal permutation matrx for successive cancellation (8C)
decoding (functioning in some ways similar to the interleaver function used by a turbo

cader in LTE networks). and F®” is the 7™ Kronecker power of /. The basic matrix #1s

[i ?] The matrix F2" is gencrated by raising the basic 2x2 matrix F by the n”

Kronecker power. This matrix is a lower triangular matrix, in that all the entries above
the main diagonal are zero. Because the bit-roversal permutation just changes the index
of the rows, the matrix of F®" may be analyzed instead. The matrix of F®" can be

cxpressed as:

100 00 0 &
110 - 000 0
101 00 00

R D
100 1000
110 1100
101 71010
11 111 b
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[0063] The polar encoder mayv then generate a polar code block as:

J ; ; i
xlV = ulGy = ul By Fo",

where x = (x, %5, ..., xy) is the encoded bit sequence (e.3., bit sequence of the polar
code block). and ulf = (w4, Uy, ..., uy) is the encoding bit sequence (e.g.. bit sequence
of the information block).

0064} Thus, the information bit vector u may include a number (V) of onginal bits that
may be polar coded by the generating matrix Gy to produce a corresponding number (V)
of coded bits in the polar codeword x. In some examples, the information bit vector u
may include a number of information bits, denoted X, and a number of frozen bits,
denoted /. Frozen bits are bits that are fixed as 0 or 1. Thus, the value of the frozen bits
may generally be known at both the transmitting device and the receiving device. The
polar encoder may determine the number of information bits and the number of frozen
bits based on the coding rate R, For example, the polar encoder may select a coding rate
R from a set of one or more coding rates and select X = N x K bits in the information
block to transmit mformation. The remaining (¥ - K) bits in the mformation block may
then be fixed as frozen bits /'

{00651 In order to determine which information block bits to sct as frozen bits, the polar
encoder may further analyze the wireless channel over which the polar codeword may
be sent. For example, the wireless channel for transmitting the polar codeword may be
divided into a set of sub-channels, such that cach encoded bit m the polar codeword is
transmitted over one of the sub-channels. Thus, cach sub-channel may correspond to a
particular coded bit location in the polar codeword {(e.g., sub-channel-1 may correspond
to coded bit location contaning coded bit x,}. The polar encoder may identify the X
best sub-channels for transmitting the information bits and determine the original bit
locations in the information block contributing to (or corresponding to) the X best sub-
channels. For example, based on the genecrating matrix, one or more of the oniginal bits
of the information block may contribute to cach of the coded bits of the polar codeword.
Thus, based on the generating matrix, the polar encoder may determine K original bit
locations m the information block cormresponding to the X best sub-channels, designate
the X original bit locations for information bits and designate the remaining original bit

locations mn the information block for frozen biis.
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[06066] In some examples, the polar encoder may determine the X best sub-channels by
performing density evolution or Gaussian approximation. Density evolution is generally
known to those skilled in the art, and therefore the details thercof are not described
herein. For example, construction of polar codes based on density evolution is described
m R Mori and T Tanaka PERFORMANCE OF POLAR CODES WIiTH THE CONSTRUCTION
USING DENSITY EVOLUTION, IEEE Commun. Lett, vol. 13, no. 7, pp. 519-521, July
2009, Gaussian approximation is a lower complexity version of density evoluation, and is
also generally known to those skilled in the art. For cxample, construction of polar
codes based on Gaussian approximation is described in V. Miloslavskaya, SHORTENED
Porar Coprs, IEEE Trans. on Information Theory, June 2015,

[3067] The polar cncoder may perform density evolution or Gaussian approxumation (o
calculate a respective reliability metric, such as a bit error probability (BEP) and/or log
likehhood ratio (LLR), for cach of the for each of the ornginal bit locations. For
gxample, the LLREs of the coded bit locations are known from the sub-channel
conditions {¢.z., based on the respective SNRs of the sub-channels). Thus, since one or
more of the original bits of the information block may contribute to cach of the coded
bits of the codeword, the LLRs of cach of the onginal bit focations may be derived from
the known LLRs of the coded bit locations by performing density cvolution or Gaussian
approximation. Based on the calculated original bit location LLRs, the polar encoder
may sort the sub-channels and select the K best sub-channels {e.g., “good” sub-
channels} to transmit the mformation bits. The polar encoder may then set the original
bit locations of the information block corresponding to the K best sub-channels as
meluding information bits and the remaining original bit locations corresponding to the
N-X sub-channels {¢.g., “bad” sub-channels} as including frozen bits,

[03068] The UE (scheduled entity) may reccive a noisy version of x, and bas to decode x
or, equivalently, u. Polar codes may be decoded with a sunple successive cancellation
(8C) decoder, which has a decoding complexaty of O (¥ log V) and can achieve
Shannon capacity when N 1s very large. However, for short and moderate block lengths,
the error rate performance of polar codes significantly degrades. Theretore, SC-list
(§8CL} decoding may be utilized to improve the polar coding error rate performance.
With SC-list decoding, instead of only keeping one decoding path {as i simple S5C
decoders), I decoding paths are maintained, where 2>1 and /. represents the list size. At
cach decoding stage, the decoder at the UE discards the least probable {(worst) decoding

paths and keeps only the 7 best decoding paths. For example, instead of sclecting a
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value #; at cach decoding stage, two decoding paths corresponding to either possible
value of u; are created and decoding s continued in two parallel decoding threads (2*7).
To avoid the exponential growth of the mumber of decoding paths, at cach decoding
stage. only the £ most likely paths are retained. At the end, the decoder at the UE will
have a list of L candidates for ul', out of which the most likely candidate is selected.
Thus, when the decoder completes the SC-list decoding algorithm, the decoder retirns a
single codeword.

[0069] FIG. 3 1s a schematic illustration of an mformation block to be polar coded that
inclades a plurality of information bits and a plurality of frozen bits. The information
block further includes CRC information {e.g., CRC bits) that may be utilized by the
scheduled entity {e.g.. UE) to perform CRC-aided successive cancellation hist {(CA-
SCL) decoding. In CA-SCL, the CRC 15 wtilized to select the cutput codeword from the
L candidates. For example, at the scheduled entity (fransmitting device}, the polar
encoder may compute the CRC bits, as described above, and append the CRC bits to the
information bits. At the scheduled entity (recetving device), the polar decoder may use
the CRC to test cach of the I candidates for errors. I more than one candidate passes
{c.g.. produces a remainder of 0), the polar decoder may sclect the most probable
candidate among those that pass.

16070 The polar encoder may place the CRC mformation within the best sub-channels
to increase the likelihood that the correct output codeword is selected at the receiver.
For example, as indicated above, the polar encoder may determing K origmnal bit
locations n the mformation block corresponding to the K best sub-channels for both the
CRC and the information bits. The polar encoder may then determine the M best sub-
channels from the K best sub-channels, designate the M onginal bit locations for CRC
bits, designate the K-M original bit locations for information bits and designate the
remaining original bif locations in the information block for frozen bits. In this example,
instead of having K information bits, the mformation block mayv include only K-M
information bits. To maintain the same number of mformation bits, K may be increased,
thus decreasing the namber of frozen bits, which may decrease the crror-correction
capability of the polar code.

{6071} In addition to the CRC utilized for polar decoding {(list decoding CRC), the
nformation bits themselves may further include a CRC to verify the integrity of the
information bits (integrity CRC). In various aspects of the disclosure, the information

bits may correspond to control information, and the integrity CRC may be scrambled
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with an RNTY (group or UE-specitic) to enable the receiving UE to determine whether

the control information is intended for that receiving UE.

POLAR CODING CONTROL INFORMATION AND CRC INFORMATION

(0072 FIG. 6 15 a schematic illustration of the generation of a control information
transmission for CA-SCL decoding of polar codes that may include common control
information and/or dedicated control information. Many of the aspects and feabures of
the example shown i FIG. 6 are the samc as those described above 1 relation to FIG.
4. Those aspects that are the same are not detailed below, for brevity.

{6073} Ag illustrated in FIG. 6, cach of the common control information and the
dedicated control mformation for each UE is subjected to two cvclic redundancy check
{(CRC) calculations. A first CRC calculation (integrity CRC) computes integnity CRC
bits, which in some cxamples may be scrambled with a group identity (for common
control mformation) or the destination UE s identity (for dedicated control information),
as described above. The integuty CRC bits may be used to verify the integrity of the
control information at the recetving UE and to ascertain whether the control information
is intended for that receiving UE. A second CRC calculation (list decoding CRC)
computcs list decoding CRC bits, which may be utilized by the recerving UE in CA-
SCL decoding of polar codes.

[8674] After adding the integrity CRC bits and the list decoding CRC bits to the control
information, cach control information {together with the mtegnty CRC bits and list
decoding CRC bits) is separately polar encoded, and then modulated and mapped 1o
resources in the wireless air interface. In some examples, each CRC may include 16
bits, which may mcrease the overhead of the control information and decrease the error-
correction capability of the polar code (c.g.. if the number of frozen bits is reduced to
accommodate additional information bits in the information block).

[B075] Various aspects of the present disclosure provide for a transmitting device (e.g.,
scheduling entity) to generate a single combined CRC for polar coded control

information to be utiized for both CA-SCL decoding of the polar coded control

information and verification of the control information. In this way, the total number of

CRC bits may be reduced, thus reducing the CRC overbead. In addition, the

performance {¢.g., Block Error Rate} may be improved {(increased) bv increasing the

number of imformation bits and frozen bits i the polar coded control information block.
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Furthermore, the encoding process may be simplified by requiring only a CRC
calculation over the control information.

{0076} FIG. 7 1s a schematic illustration of the generation of a control information
transmission for CA-SCL decoding of polar codes according 0 some aspects of the
disclosure. As illustrated 1n FIG. 7, each of the common control mformation and the
dedicated control information for each UE is subjected 1o only a single combined cyclic
redundancy check {CRC) calculation (Combined CRC). The Combined CRC computes
a number of CRC bits selected 1o jointly decode and vertty the miegrity of the control
information at the receiver {scheduled entity). For example, the scheduled entity may
utilize the entire number of CRC bits to perform CA-SCL decoding and may then utilize
the same entire number of CRC bits to perform an integrity check on the decoded
control mformation.

0077} In various aspects of the disclosure, the number of CRC bits may be selected
based on at least the list size 7 atilized by the receiving UE (scheduled entity) for CA-
SCL decoding of the polar coded control information. In some examples, the number of
CRC bits may be equal to the sum of a mumber of integrity check CRC bits (M) and a
number of CA-SCL CRC bits (I}, where the number of CA-SCL CRC bits (J) s selected
based on the list size. For example, the number of CA-SCL CRC bits may be equal to
the binary logarithm of the Iist size (e.g., J =log,l). Thus, the number of CA-SCL CRC
bits may be reduced from the normal 16 CA-SCL CRC bits to 3 CRC bits for =8 and
to 5 CRL bits for /=32, Thus, if the number of integrity check CRC bits remains 16, the
total number of CRC bits may be reduced from 32 CRC bits to 19 CRC biis for =8 and
to 21 CRC bits for £=32,

16078} By selecting the number of CA-SCL CRC bits as the binary loganthm of the fist
size, the false positive rate may remain the same. Here, the false positive rate refers to
the ratio of the number of mcorrect CRC check passes (e.g., CRC checks that pass in
error) to the total number of CRC checks. For example, the false positive rate (P9 for an
M-bit CRC added to a control information block when list decoding 15 not used at the
recetver may be expressed as: Pr= 2™, For a random list decoder, where L randomly
chosen codewords are checked against the M-bit CRC, the false positive rate may be
expressed as:

Pr(ly=1-{1- Pf:)L m Lx27M
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The eftective number of CRC bits left for pruning (e.g., for performing CA-5CL) then
becomes:

—log, Pr(L) = M — log,L

Thus, to keep the same false positive rate when utibzing the CRC bits for CA-S8CL, an
additional log, L CA-SCL CRC bits should be added to the integrity check CRC bits.
[0079] Based on the number of selected CRC bits {g.g., M+]1) for a particular N-bit
control information message, the Combined CRC may compute a CRC of M+ biis by
adding M+J “07 bits o the N-bit control information message, and the resulting
polvnomial of degree N + (M+1) -1 may be divided by a generator polynomial of degree
M+i. This produces a remainder polynomial of degree (M+J)-1, which has M+
cocfhicients {or M+§ bits). These M+J bits {¢.g., combined CRC bits) may then be
scrambled with the UE s RNTT {or group RNTT) and then appended to the N-bit control
information biis.
[6080] After adding the combined CRC bits to the control information, cach control
information {together with the combmed CRC bits) is separately polar encoded, and
then modulated and mapped to resources i the wircless air mterface. In some examples,
the combined CRC information may be placed within the best sub-channels for the
information block, as described above. For example, as indicated above, the polar
encoder may determine a reliability metric {e.g., LLR) for cach of the original bit
locations and allocate the sub-channels having the highest rehability metrics to the
combined CRC information. For example, the polar encoder may identify the K original
bit locations 1n the mformation block corresponding to the K best sub-channels for both
the CRC bits and the information bits. The polar encoder may then determine the M+
best sub-channels from the K best sub-channels, designate the M+J original bit locations
for CRC bats, designate the K-(M+JI) onginal bit locations for information bits and

designate the remaining original bit locations in the wformation block for frozen bits.

SCHEDULING ENTITY

{0081} FIG. 8 18 a block diagram iHustrating an example of a hardware implementation
for a scheduling entity 860 cmploving a processing system #14. For example, the
scheduling entity 800 may be a user equipment (UE) as tllustrated in any one or more of
FiIGs. T and/or 2. In another example, the scheduling entity 800 may be a base station as

illustrated 1n any one or more of FIGs. 1 and/or 2.
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[6082] The scheduhing entity 800 may be tmplemented with a processing system 814
that includes one or more processors 804, Examples of processors 804 mclude
microprocessors, microcontrollers, digital signal processors (BSPs), ficld programmable
gate arrays (FPGAs}, programmable logic devices (PLDs), state machines, gated logic,
discrete hardware circuits, and other suitable hardware configured to perform the
various functionality described throughout this disclosure. In various exammples, the
scheduling entity 00 may be configured to perform any one or more of the functions
described herein. That is, the processor 804, as utilized in a scheduling entity 800, may
be used to implement any one or more of the processes and procedures described below.

[0083] In this example, the processing system 814 may be mmplemented with a bus
architecture, represented generallv by the bus 802, The bus 802 may nclude any
number of mterconnecting buses and bridges depending on the specific apphication of
the processing system 814 and the overall design constrants. The bus 802
commumnicatively couples together various circuits including one or more processors
(represented generally by the processor 804}, a memory 805, and computer-readable
media {represented generally by the computer-readable medium 806). The bus 802 may
also link various other circuits such as timing sources, peripherals, voltage regulators,
and power management circuits, which are well known in the art, and therefore, will not
be described any further. A bus mnterface 808 provides an interface between the bus 802
and a transceiver 810. The transceiver 810 provides a communication interface or means
for commumicating with various other apparatus over a transmission medium.
Depending upon the nature of the apparatus, a user interface 812 {¢.g., kevpad, display,
speaker, microphone, joystick} may also be provided.

16084} The processor 804 is responsible for managing the bus 802 and general
processing, including the execution of software stored on the computer-readable
medium 806. The software, when executed by the processor 804, causes the processing
system 814 to perform the various functions described below for any particular
apparatus. The computer-readable meduun 806 and the memory 805 may also be used
for storing data that is manipulated by the processor 804 when executing software.

[0085] One or more processors 804 i the processing system may execute software.
Software shall be construed broadly o mean mstructions, instraction sets, code, code
scgments, program code, programs, subprograms, software modules, applications,

software applications, software packages, routines, subroutines, objects, execuiables,
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threads of execution, procedures, functions, etc., whether referred to as software,
firmware, middleware, microcode, hardware description language, or otherwise.

[0086] The software may reside on a computer-readable medium 806, The computer-
readable medium 806 may be a non-transitory computer-readable medium. A son-
transiiory computer-readable medium includes, by way of example, a magnetic storage
device {e.g., hard disk, Hoppy disk, magnetic strip}, an optical disk {e.g., a compact dise
(CD) or a digital versatile disc (BVD)}), a smart card, a flash memory device (&g, &
card, a stick, or a kev drive}, a random access memory {(RAM), a read onlv memory
{(ROMj}, a programmable ROM (PROM), an erasable PROM (EPROM}, an electnically
grasable PROM (EEPROM), a register, a removable disk, and any other suitable
medium for storing sofiware and/or mstructions that mav be accessed and read by a
computer. The computer-readable medium may also include, by way of example, a
carrier wave, a transmission line, and any other suitable medium for transmitting
software and/or instructions that may be accessed and read by a computer. The
computer-readable medium 806 may reside in the processing system 814, extemal to the
processing system &14, or distributed across multiple entitics inclading the processing
systemn 814, The computer-readable medium 8506 may be embodied in a computer
program product. By way of example, a computer program product mayv include a
computer-readable medium in packaging matenals. Those skilled i the art will
recognize how best to implement the described fimetionality presented throughout this
disclosure depending on the particular application and the overall design constraunts
imposed on the overall system.

[0087] In some aspects of the disclosure, the processor 804 may include circutry
configured for various functions. For example, the processor 804 may include control
information generation circuitry 840 configured for various functions, including, for
example, generating an information block containing control nformation {(e.g., common
or dedicated downkink control information (DCD) for a scheduled entity. For example,
the control information gencration circuitry 840 may be configured to implement one or
more of the functions described in relation to FlGs. 4-7 and/or 10. The control
mformation geperation circuitry 840 may operate m coordination with control
information generation software 860.

[3088] The processor 804 may turther mmclude CRC generation circuitry 842 configured
for various tunctions, mcluding, for example, selecting a number of CRC bits {o jontly

decode and verify the infegrity of the control information at the scheduled entity. In
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some cxamples, the number of CRC bits is selected based oun at least a list size £, utilized
in successive-cancellation list {(SCL) decoding at the scheduled entity. The CRC
generation circuitry 842 may finther be configured to gencrate combined CRC
information, mchuding the selected number of CRC bits, for the information biock. For
example, the CRC generation circuitry 842 may be configured to implement one or
more of the functions described in relation to FlGs. 4-7 and/or 10, The CRC gencration
circoitry 842 may operate in coordination with control information generation software
262,

6089} The processor 804 may further mclude polar encoder circuitry 844 configured
for various functions, including, for example, polar encoding an mformation block
containing the control information and combined CRC information for a wireless
transmission. For example, the encoder circnitry 844 may be configured to implement
one or more of the functions described below in relation to FIGs. 4-7 and/or 10. The

encoder circuitry 844 may operate in coordination with encoder softwarg 864,

SCHEDULED ENTITY

6050 FiG. 9 15 a conceptual diagram illustrating an example of a hardware
implementation for an exemplary scheduled entity 900 emploving a processing system
914, In accordance with various aspecis of the disclosure, an element, or any portion of
an element, or any combination of ¢lements may be mmplemented with a processing
system 914 that ncludes one or more processors 904. For example, the scheduled entity
800 may be a user equipment (UE) as illustrated in anv one or more of FIGs. 1 and/or 2.

0091} The processing system 914 may be substantially the same as the processing
system 314 dlustrated in FIG. 8, including a bus interface 908, a bus 902, memory 9035,
a processor 904, and a computer-readable medium 906, Furthermore, the scheduled
entity 900 may include a user interface 912 and a transceiver 910 substantially similar to
those descnibed above i FIG. 8. That 1s, the processor 904, as utilized in a scheduled
cutity 900, may be used to implement any one or more of the processes described
below.

6092} In some aspects of the disclosure, the processor 904 may include decoder
circuitry 940 configured for various functions, incleding, for example, polar decoding a
polar code block containing control information and combined CRC information for the
scheduled entity received over a wircless conununication mterface. In some examples,

the decoder circuitry 940 may utilize the combined CRC information to polar decode
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the polar code block while implementing a CA-SCL decoding algorithm. For example,
the polar decoder circuitry 940 may be configured to implement one or more of the
functions described in relation to FiGs. 5-7 and/or 11. The decoder circuitry 940 may
operate in coordination with decoder software 960,

[3093] The processor 904 may further include control information verification circuitry
842 configured for various functions, inclading, for example, venfying the mntegrity of
the decoded control information wtilizing the same combined CRL information as that
utilized during decodimg. For example, the control information veritication circuitry 942
may be contigured to implement one or more of the functions descrnibed in relation to
FiGs. 4-7 and/or 11. The control information verification circuitry 942 may operate in

coordination with controf information verification sofiware 962,

POLAR ENCODING PROCESS WITH COMBINED CRC

16094] FIG. 10 1s a flow chart dlustrating an exemplary process 1000 for polar encoding
control information with a combined CRC according to some aspects of the disclosure.
As described below, some or all llustrated features may be omitted in a particular
tmplementation within the scope of the present disclosure, and some illustrated features
may not be required for implementation of all embodiments. In some examples, the
process 1000 may be carried out by the scheduling entity 800 illustrated m FIG. 8 In
some examples, the process 1000 may be carried out by any suitable apparatus or means
for carrving out the functions or algorithm described below.

[6095] At block 1002, the scheduling entity may generate an information block
ncluding control mformation for a scheduled entity (e.g., common or dedicated control
information}. For example, the control information may correspond to the control
information described above and ilustrated m FIGs. 4, 6, and/or 7. For example, the
control information generation circuitry 840 shown and described above n connection
with FIG. 8 may gencrate the control mformation.

{6056} At block 1004, the scheduling entity may select a number of cyclic redundancy
check (CRCO) uts for the miormation block based on at least a hist size L utilized in
successive-canceliation list (SCL} decoding at the scheduled entity. For example, the
number of CRC bits may be equal to the sum of a number of integrity check CRC bits
(M) and a number of CRC-aided SCL {CA-SCL) CRC bits (I}, where the number of
CA-SCL CRC bits (J) 15 selected based on the list size. In some examples, the number

of CA-S5CL CRC bits may be equal to the binary logarithm of the list size (pg., I =
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logaly. At block 1006, the scheduling entity may gencrate CRC information containing
the selected number of CRC bits (e.g., combined CRC bits) for the information block
and append the combined CRC bits to the mformation block. Herg, the CRC
information may be based on the control information, and forther, based on a group or
UE-specific identifier (e.g., an RNTI). For example, the CRC generation circuitry 842
shown and described above in connection with FIG. 8 may generate the combined CRC.

16097] At block 1008, the scheduling entity may polar encode the imformation block
mchuding the combined CRC bits. For example, the polar encoder circuitry 844 shown
and described above n connection with FIG. 8 may polar encode the information block
to produce a polar code block containing the control mformation and combined CRC
bits.

[0008] At block 1010, the scheduling entity may modulate, scrambie, and map the polar
code block to suitable resources, so that at block 1012, the scheduling entity may
transmit the polar code block over the air inferface utilizing those resources. For
cxaraple, the scheduling entity may utilize the transceiver 810 shown i FIG. § to

transmit the polar code block over the atr interface.

POLAR DECODING PROCESS WITH COMBINED CRC

THUSH FIG. 11 15 a flow chart illustrating an exemplary process 1100 for receiving and
polar decoding a polar code block that includes control information and a combined
CRC. in accordance with some aspects of the disclosure. As described below, some or
all iflustrated feoatures may be omutted in a particular implementation within the scope of
the present disclosure, and some illustrated features may not be reqoived for
implementation of all embodiments. In some examples, the process 1100 may be carmed
out by the scheduled entity 900 illustrated 1n FIG. 9. In some examples, the process
1300 may be carmed out bv anv suitable apparatus or means for carryving out the
functions or algorithm described below.

16100] At block 1102, the scheduled entity may receive a polar code block containing
control information for the scheduled entity along with combined CRC information. In
some examples, the combined CRC information includes a number of CRC bits selected
based on a hist size wutilized in successive-cancellation hist {SCL) decoding at the
scheduled entity to jointly decode and verify the control information. At block 1104, the
scheduled entity may polar decode the polar code block. In some examples, the

scheduled entity may wutilize SCL decoding and the combined CRC information to
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decode the polar code block. For example, the polar decoder circuitry 940 shown and
described above in conmection with FIG. 9 may polar decode the polar code block.
[0101] At block 1106, the scheduled entity may check or venfy the integrity of the
decoded control information. In some examples, the scheduled entity may verify the
control information utilizing the combined CRC mformation. For example, the control
nformation verification circuitry 942 shown and described above in connection with

FI1G. 9 may verify the integrity of the decoded control information.

6192} Several aspects of a wireless communication network have been presented with
reference to an exemplary implementation. As those skilled m the art will readily
appreciate, various aspects described throughout this disclosure may be extended to
other telecommunication systems, network architectures and communication standards.

(3163} By way of example, various aspects may be implemented within other systems
defined by 3GPP, such as Long-Term Evolution (L'TE), the Evolved Packet System
(EPS), the Universal Mobile Telecommunication System (UMTS), and/or the Global
System for Mobile (GSM). Various aspects may also be extended to systems defined by
the 3rd Generation Partnership Project 2 (3GPP2). such as CDMAZOGO0 and/or
Evolution-Data Optimized (EV-DQO). Other cxamples may be tmplemented within
systems emploving IEEE 802.11 (Wi-Fi), IEEE 802.16 (WiMAX), TEEE 802 .20, Ultra-
Wideband (UWRB), Bluetooth, and/or other suitable systems. The acteal
telecommunication standard, network architecture, and/or communication standard
emploved will depend on the specific application and the overall design constraints
tmposed on the system.

[G104] Within the present disclosure, the word “exemplary” is used to mean “serving as
an cxample, instance, or ilhustration.” Any implementation or aspect descnbed herein as
“exernplary” 1s not necessartly 1o be construed as preferred or advantageous over other
aspects of the disclosure. Likewise, the term “aspects™ does not require that all aspects
of the disclosure include the discussed feature, advantage or mode of operation. The
term “coupled” is used herem to refer to the direct or indirect coupling between two
objects. For example, if object A physically touches object B, and object B touches
object C, then objects A and € may still be considered coupled to ong another—eaven if
thev do not directly physically touch each other. For instance, a first object may be
coupled to a second object even though the first object is never directly physically m

contact with the second object. The terms “circuit” and “circuitry” are used broadly, and
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mtended to include both hardware tmplementations of clectrical devices and conductors
that, when connected and configured, enable the performance of the functions described
in the present disclosure, without Hmitation as to the tvpe of electronic circuits, as well
as software implementations of nformation and instructions that, when executed by a
processor, enable the performance of the functions described in the present disclosure.

[3105] One or more of the components, steps, features and/or functions Hastrated n
FiGs. 1-11 may be rearranged and/or combined into a single component, step, feature
or function or embodied in several components, steps, or functions. Additional
clements, components, steps, and/or functions may also be added without departing
from novel featores disclosed herein. The apparatus, devices, and/or components
thustrated in FIGs. 1-9 may be configured to perform one or more of the methods,
features, or steps described herein. The novel algorithms described herem may also be
efficiently implemented in software and/or embedded in hardware.

6106] It is tc be understood that the specific order or hierarchy of steps m the methods
disclosed is an illustration of exemplary processes. Based upon design preferences, it is
understood that the specific order or hierarchy of steps in the methods may be
rearranged. The accompanying method claims present elements of the various steps in a
sample order, and arc not mcant to be limmited to the specific order or hicrarchy
presented unless specifically recited therein,

(3167} The previous description is provided {o enable any person skilled i the art to
practice the varous aspects descrbed herein. Various modifications to these aspecis
will be readily apparent to those skilled in the art, and the genenc principles defined
herein may be applied to other aspects. Thus, the claims arc not intended to be limited to
the aspects shown herein, but are to be accorded the full scope consistent with the
language of the claims, wherein reference fo an element in the singular is not intended
to mean “one and only one” unless specifically so stated, but rather “one or more.”
Unless specifically stated otherwise, the term “some” refers to one or more. A phrase
referring to “at least one of” a list of items refers to any combination of those items,

22

including single members. As an example, “at least one of a, b, or ¢” is intended to
cover: a; brcoaand by aand ¢ b and ¢; and a. b and ¢. All structural and functional
equivalents to the elements of the various aspects described throughout this disclosure
that are known or later come to be known to those of ordinary skill i the art are
expressly mmcorporated herein by reference and are intended to be encompassed by the

claims. Moreover, nothing disclosed herein 1s intended to be dedicated to the public
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regardicss of whether such disclosure 15 explicitly rectted in the claims. No clam
clement 1s to be construed under the provisions of 35 U.S.C. §112{f) uniess the element
i3 expressly recited using the phrase “means for” or, in the case of a method claim, the

clement is recited using the phrase “step for.”
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CLAIMS
What is claimed is:
1. A method of wirgless communication, comprising;

generating an mformation block comprising countrol information for a scheduled
entity;

selecting a number of cyvclic redundancy check (CRC) bits based on at least a list
size utilized in successive-cancellation Iist (SCL) decoding at the scheduled entity,

generating CRC mformation for the mtormation block, the CR information
comprsing the number of CRC bits;

encoding the information block, including the CRC information, utilizing polar
coding to generate a polar code block; and

transmitting the polar code block to the scheduled entity over a wireless air

interface.

2. The method of claim 1, wherein selecting the nuraber of CRC bits further
COMPrises:

selecting the number of CRC bits cqual to a sum of a number of integrity check
bits and a number of CRC-aided SCL bits, wheremn the number of CRC-mded SCL buts

1s selected based on the kst size,

3. The method of claim 2, wherein selecting the number of CRC bits further

COMPTISES:
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selecting the number of CRC-aided SCL bits equal 1o the binary logarithin of the

fist size.

4. The method of claim 1, wherein the information block comprises a
pluraiity of origmal bit locations and the polar code block comprises a plurality of coded

bit locations, wherein each of the coded bit locations corresponds to a sub-channel.

3. The method of claim 4, wheren generating the mformation block further
COMPIISeS;
determining a rehability metric for each of the onginal bit locations; and

allocating the sub-channcls having the highest reliability metncs to the CRC

information.
6. A method of wirgless communication operable at a scheduled entity,
comprising:

receiving a polar code block comprising control mfommation for the scheduled
entity and cyclic redundancy check (CRC) mformation comprising a number of CRC
bits based on at least a list size utibzed in successive-cancellation list (SCL) decoding at
the scheduled entity;

decoding the polar code block utilizing SCL decoding and the CRC mformation;
and

verifying integrity of the control information utilizing the CRC information.
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7. The method of claim 6, wherein the number of CRC bits isequal to a
sum of a number of integrity check bits and a number of CRC-aided SCL bits, wherein

the number of CRC-atded SCL bits 1s selected based on the list size.

3. The method of claim 7, wherem the number of CRC-aided SCL bits

cqual to the binary logarithm of the list size.
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