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1. 

COMPUTER-READABLE STORAGE 
MEDIUM HAVING STORED THEREN 

DISPLAY CONTROL PROGRAM, DISPLAY 
CONTROL APPARATUS, DISPLAY CONTROL 

SYSTEM, AND DISPLAY CONTROL 
METHOD 

CROSS REFERENCE TO RELATED 
APPLICATION 

The disclosure of Japanese Patent Application No. 2010 
279994, filed on Dec. 16, 2010, is incorporated herein by 
reference. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates to a display control program, 

a display control apparatus, a display control system, and a 
display control method, for displaying an object at a position 
designated by a user. 

2. Description of the Background Art 
Conventionally, there are game apparatuses in which a 

touch panel provided on a screen detects a touch position and 
a designated virtual space position is detected based on the 
detected touch position. For example, an apparatus disclosed 
in Japanese Patent No. 4358181 (Patent Literature 1) calcu 
lates a straight line extending in a viewing direction of a 
virtual camera, from a virtual space position, on a plane, 
which corresponds to the touch position detected by the touch 
panel on the screen. A virtual space character, which inter 
sects or contacts with the calculated straight line, is deter 
mined to be the touched character, and a point of intersection 
with the straight line is determined to be the virtual space 
position designated by the user. 

Methods as described in Patent Literature 1, however, 
require complex calculations to calculate a virtual space posi 
tion corresponding to a position designated by a user, and 
display an object at the virtual space position. That is, in Such 
a geometric method as described above, to calculate the Vir 
tual space position corresponding to the position designated 
by the user, it is required to calculate a straight line in the 
virtual space and a point of intersection between the straight 
line and a virtual space model. Therefore, the calculation 
becomes complex, which may cause an increase in process 
ing burden of an apparatus. 

SUMMARY OF THE INVENTION 

Therefore, an object of the present invention is to provide a 
display control technology, which requires no complex cal 
culation, for easily displaying an object at a virtual space 
position corresponding to a position designated by a user. 

In order to achieve the object, the present invention 
employs the following features. 
An embodiment of the present invention is a computer 

readable storage medium having stored therein a display con 
trol program executed by a computer of a display control 
apparatus. The display control program causes the computer 
to function as: image generating means; acquisition means; 
calculation means; object arranging means; and display con 
trol means. The image generating means generates an image, 
of which depth values are set, by taking an image of a three 
dimensional virtual space by a virtual camera. The acquisi 
tion means acquires the depth value of the image at a desig 
nated position designated on the image by a user by use of 
position designating means. The calculation means calculates 
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2 
based on the depth value of the image, which is acquired by 
the acquisition means, a position in a depth direction in the 
virtual space viewed from the virtual camera. The object 
arranging means arranges an object at the position, in the 
depth direction, which is calculated by the calculation means. 
The display control means displays, on a display area, an 
image taken of the virtual space including the object arranged 
therein by object arranging means. 

According to the above configuration, the image generat 
ing means generates an image obtained by taking an image of 
the virtual space by the virtual camera. The depth values are 
set in the generated image. The acquisition means acquires 
the depth value on the image at the designated position des 
ignated on the image by the user by use of the position 
designating means. The position in the depth direction in the 
virtual space is calculated based on the acquired depth value 
on the image. Then, the object can be arranged at the calcu 
lated position in the depth direction, and displayed on the 
display area. For example, the user designates the position by 
using the position designating means, such as a touch panel, 
or a touchpad. Then, the position in the depth direction in the 
virtual space can be calculated by using the depth value of the 
image, and the object can be arranged at the position in the 
depth direction. Therefore, the position in the depth direction 
of the three-dimensional virtual space, which corresponds to 
the position designated on a two-dimensional plane by using 
the position designating means, can be calculated without the 
necessity of complex calculations, and the object can be 
arranged at the position in the three-dimensional virtual 
Space. 

Further, in another configuration of the present invention, 
the calculation means may calculate the designated three 
dimensional position in the virtual space, based on the des 
ignated position on the image, and the depth value of the 
image at the designated position. The object arranging means 
arranges the object at the designated three-dimensional posi 
tion calculated by the calculation means. 

According to the above configuration, the designated 
three-dimensional position in the virtual space can be calcu 
lated based on the designated position on the image and the 
depth value, and the three-dimensional position in the virtual 
space, which corresponds to the position designated by the 
user by using the position designating means, can be easily 
calculated. 

Further, in another configuration of the present invention, 
the calculation means may calculate, based on the designated 
position on the image, positions in up-down and left-right 
directions in the virtual space viewed from the virtual camera, 
and calculate, based on the depth value of the image, the 
position in the depth direction in the virtual space viewed 
from the virtual camera. Therefore, the calculation means 
calculates the designated three-dimensional position in the 
virtual space. 

According to the above configuration, for example, in the 
case where an coordinate system of the virtual camera is set 
Such that a Z axis is in an imaging direction of the virtual 
camera, an X axis is in the right direction of the imaging 
direction, and a Y axis is in the up direction of the imaging 
direction, X-Y-, and Z-coordinate values can be calculated. 
Specifically, the X-Y coordinate values in the camera coor 
dinate system can be calculated based on the designated posi 
tion, and the Z-coordinate value in the camera coordinate 
system can be calculated based on the depth value. 

Further, in another configuration of the present invention, 
the object may be a designating object, which indicates the 
position designated by the user. 
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According to the above configuration, the user is able to 
easily understand the position in the virtual space, which 
corresponds to the position designated by the user. 

Further, in another configuration of the present invention, a 
second object to be displayed may be arranged in the virtual 
space. In this case, the image generating means generates an 
image by taking, by the virtual camera, an image of the virtual 
space including the second object. In the case where the 
designated position exists in an area in which the second 
object is displayed, the object arranging means determines, 
based on the designated three-dimensional position, an ori 
entation of the designating object, and arranges in the virtual 
space the designating object in the determined orientation. 

According to the above configuration, the second object is 
arranged in the virtual space. In the ease where the designated 
position exists in a display area of the second object, the 
orientation of the designating object can be determined based 
on the designated three-dimensional position. For example, 
the orientation of the designating object in the virtual space 
can be determined depending on the designated three-dimen 
sional position in the display area of the second object. There 
fore, for example, the orientation of the designating object 
can be changed according to a shape and the designated 
position of the second object. 

Further, in another configuration of the present invention, 
the second object may beformed of a plurality of parts. In this 
case, the display control program further causes the computer 
to function as: part determining means for determining, based 
on the designated position, a designated part from among the 
plurality of parts of the second object. The object arranging 
means determines the orientation of the designating object, 
according to the designated part, and arranges in the virtual 
space the designating object in the determined orientation. 

According to the above configuration, the orientation of the 
designating object can be changed based on the designated 
part from among the plurality of parts of the second object. 

Further, in another configuration of the present invention, 
the object arranging means may determine the orientation of 
the designating object, according to a normal line of the 
designated part at the designated three-dimensional position. 

According to the above configuration, the orientation of the 
designating object can be determined according to the normal 
line of the designated part at the designated three-dimen 
sional position. For example, in the case where the designat 
ing object is arranged so as to be normal to the normal line, the 
designating object can be displayed so as to be alonga Surface 
of the designated part of the second object. Therefore, the user 
can obtain a visual sensation of tapping the second object, for 
example. 

Further, in another configuration of the present invention, 
each of the plurality of parts of the second object may be 
formed of a bone formed of either of a point and a line 
segment. In this case, the object arranging means calculates a 
normal vector extending from a point on the bone, at which a 
distance between the designated three-dimensional position 
and the bone is shortest, toward the designated three-dimen 
sional position, and determines the orientation of the desig 
nating object, according to the normal vector. 

According to the above configuration, the normal line of 
the designated part can be calculated by a simple calculation, 
and the orientation of the designating object can be deter 
mined according to the normal line. 

Further, in another configuration of the present invention, 
the display control program may further cause the computer 
to function as: angle setting means for setting an angle of 
rotation of the designating object, according to the designated 
three-dimensional position relative to the designated part. 
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4 
The object arranging means rotates the designating object 
about the normal line by the angle of rotation to arrange the 
designating object in the virtual space. 

According to the above configuration, the designating 
object can be rotated about the normal line. For example, the 
designating object can be turned upside down in the case 
where a point is designated in the upper side area in the area 
of the designated part, and the case where a point is desig 
nated in the lower side area in the area of the designated part, 
thereby giving the user a feel of tapping the second object. 

Further, in another configuration of the present invention, 
the display control means may display the designating object 
in different modes, depending on whether or not the desig 
nated position exists within the area in which the second 
object is displayed. 

According to the above configuration, the designating 
object can be displayed in the different modes, depending on 
whether or not the designated position exists within the area 
in which the second object is displayed. For example, in the 
case where the designated position does not exist within the 
area in which the second object is displayed, a shape of the 
designating object can be changed to an arrow shape, and in 
the case where the designated position exists within the area 
in which the second object is displayed, the shape of the 
designating object can be changed to a hand shape. Therefore, 
the user can easily determine whether or not the second object 
is designated. 

Further, in another configuration of the present invention, 
in the case where the designated position exists within the 
area in which the second object is displayed, the calculation 
means may calculate the designated three-dimensional posi 
tion in the virtual space, based on the designated position and 
the depth value of the image, at the designated position. Also, 
in the case where the designated position exists outside of the 
area in which the second object is displayed, the calculation 
means calculates the designated three-dimensional position 
in the virtual space, based on the designated position and a 
constant depth value. 

According to the above configuration, in the ease where the 
designated position exists within the display area of the sec 
ond object, the designated three-dimensional position is cal 
culated by using the depth value of the image at the desig 
nated position. In the case where the designated position does 
not exist in the display area of the second object, the desig 
nated three-dimensional position is calculated by using the 
constant depth value. Therefore, in the case where the desig 
nated position exists within the display area of the second 
object, the designating object can be arranged according to 
the position (the position in the depth direction) of the second 
object. Also, in the case where the designated position does 
not exist in the display area of the second object, the desig 
nating object can be arranged at a position spaced apart a 
predetermined distance from the screen. 

Further, in another configuration of the present invention, 
the display area may be displayable in a stereoscopically 
visible manner. In this case, the image generating means 
generates an image for a left eye and an image for a right eye 
by taking images of the virtual space by a virtual stereo 
camera. The acquisition means acquires either of a depth 
value at the designated position on the image for the left eye 
or the image for the right eye, and a depth value at the desig 
nated position on a third image acquired by taking an image of 
the virtual space by a third virtual camera having the same 
imaging direction as that of the virtual stereo camera. The 
display control means stereoscopically displays, on the dis 
play area, an image taken of the virtual space including the 
object arranged therein by the object arranging means. 
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According to the above configuration, the virtual space and 
the object can be displayed stereoscopically. In the case 
where the object is displayed stereoscopically, the object 
position in the virtual space needs to be accurately obtained, 
and thereby the object needs to be arranged in the virtual 
space. In the method as described above which uses the depth 
value, the position in the virtual space, which corresponds to 
the position designated by the user, can be accurately and 
easily obtained. 

Further, in another configuration of the present invention, 
the third virtual camera may be set between a virtual camera 
at the left and a virtual camera at the right which are compo 
nents of the virtual stereo camera. The acquisition means 
acquires the depth value of the third image at the designated 
position on the third image. The calculation means calculates 
the designated three-dimensional position, based on the des 
ignated position on the third image and the depth value of the 
third image. 

According to the above configuration, the third virtual 
camera is set between a virtual camera at the left and a virtual 
camera at the right which are the components of the virtual 
Stereo camera. Then, the designated three-dimensional posi 
tion is calculated based on the designated position on the 
image taken by the third virtual camera, and the depth value at 
the designated position, and the object is arranged at the 
designated three-dimensional position. If the designated 
three-dimensional position is calculated by using either of the 
image for the left eye and the image for the right eye, which 
are taken by the virtual Stereo camera, the designated three 
dimensional position corresponding to the position desig 
nated by the user cannot be accurately obtained because there 
is parallax between these two images. However, calculating 
the designated three-dimensional position by using the image 
taken by the third virtual camera set between the virtual 
cameras at the left and at the right, which are the components 
of the virtual Stereo camera, allows an accurate calculation of 
the designated three-dimensional position without the effects 
of the parallax. 

Further, in another configuration of the present invention, 
the third virtual camera may be set at the middle between the 
virtual camera at the left and the virtual camera at the right 
which are the components of the virtual stereo camera. 

According to the above configuration, the designated 
three-dimensional position corresponding to the position des 
ignated by the user can be accurately obtained. 

Further, in another configuration of the present invention, 
the position designating means may be provided on a second 
display area, which is different from the display area, and 
detects a touch position on the second display area. The 
acquisition means acquires a depth value on an image dis 
played on the second display area at a designated position 
corresponding to the touch position detected by the position 
designating means. The display control means displays, on 
the display area, the image taken of the virtual space includ 
ing the object arranged therein by the object arranging means, 
and displays, on the second display area, an image taken of 
the virtual space. 

According to the above configuration, the user touches the 
image displayed on the second display area, thereby arranges 
the object at the position in the three-dimensional virtual 
space, which corresponds to the touch position. Therefore, 
the object can be displayed on the display area. For example, 
in the case where the display area and the second display area 
are provided on the upper side and the lower side, respec 
tively, a touch operation of the display area on the lower side 
can be performed. Then, the object can be arranged at the 
position in the virtual space, which corresponds to the touch 
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6 
position on the lower display area, and the object can be 
displayed on the upper display area. 

Further, in another configuration of the present invention, 
the position designating means may be provided on a second 
display area, which is different from the display area, and 
detectatouch position on the second display area. The display 
control program further causes the computer to function as: 
third image generating means for generating a third image 
which is acquired by taking an image of the virtual space by 
a third virtual camera having the same imaging direction as 
that of the virtual stereo camera. The acquisition means 
acquires a depth value on the third image at a designated 
position corresponding to the touch position detected by the 
position designating means. The display control means dis 
plays, on the display area, the image for the left eye and the 
image for the right eye generated by the image generating 
means, and displays, on the second display area, the third 
image generated by the third image generating means. 

According to the above configuration, for example, the 
display area (upper screen) is provided on the upper side, the 
second display area (lower Screen) is provided on the lower 
side and thereby, the touch operation of the lower screen can 
be performed. Performing the touch operation of the lower 
screen arranges the object at the position in the three-dimen 
sional virtual space, which corresponds to the touch position, 
and therefore, the object can be displayed on the upper screen. 

Further, the present invention, the display control appara 
tus may be the realization of the means described above. 
Alternatively, in the present invention, a plurality of aspects, 
which realize the above means, may interact with one another, 
thereby being configured as one display control system. The 
display control system may be configured of a single appara 
tus, or may be configured of a plurality of apparatuses. 

According to the present invention, an object can be dis 
played at a position in a virtual space, which corresponds to a 
position designated by a user, without the necessity of com 
plex calculations. 

These and other objects, features, aspects and advantages 
of the present invention will become more apparent from the 
following detailed description of the present invention when 
taken in conjunction with the accompanying drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a front view showing an external of a game 
apparatus 10 in an opened State; 

FIG. 2A is a left side view of the game apparatus 10 in a 
closed State; 

FIG. 2B is a front view of the game apparatus 10 in the 
closed State; 

FIG. 2C is a right side view of the game apparatus 10 in the 
closed State; 

FIG. 2D is a rear view of the game apparatus 10 in the 
closed State; 

FIG. 3 is a block diagram illustrating an internal configu 
ration of the game apparatus 10; 

FIG. 4 is a diagram illustrating an example of game images 
displayed on respective screens of an upper LCD 22 and a 
lower LCD 12, while a game according to the present embodi 
ment is being executed; 

FIG. 5 is a diagram illustrating a state in which a user 
touches the back area of a dog object 50: 

FIG. 6 is a diagram illustrating a memory map of a RAM 
(such as a main memory 32) of the game apparatus 10; 

FIG. 7 is a main flow chart showing in detail a game process 
according to the present embodiment; 
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FIG. 8 is a flow chart showing in detail a cursor setting 
process (step S101): 

FIG. 9 is a diagram illustrating how the dog object 50 is 
formed of a plurality of parts; 

FIG. 10 is a diagram illustrating in detail a part 155 of the 
rear half of the dog object 50: 

FIG. 11A is a diagram of the touched part 155 viewed from 
the front thereof, illustrating a normal vector on the part 155 
at a designated three-dimensional position P; 

FIG. 11B is a diagram of the part 155 viewed from a 
direction as indicated by an arrow shown in FIG. 11A, illus 
trating the normal vector on the part 155 at the designated 
three-dimensional position P; 

FIG. 12 is a diagram illustrating a determination of an 
angle of rotation of an icon 60, depending on an area in which 
the designated three-dimensional position P exists in the part 
155, when the part 155 is touched; and 

FIG. 13 is a diagram illustrating an example of the screens 
in which the dog object 50 is not touched when the touch 
panel 13 detects a touch. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

(Structure of Game Apparatus) 
Hereinafter, a game apparatus according to an embodiment 

of the present invention will be described. FIG. 1 is a front 
view showing an external view of a game apparatus 10 in an 
opened State. FIG. 2A is a left side view of the game apparatus 
10 in a closed state, FIG. 2B is a front view of the game 
apparatus 10 in the closed state, FIG. 2C is a right side view 
of the game apparatus 10 in the closed state, and FIG. 2D is a 
rear view of the game apparatus 10 in the closed state. The 
game apparatus 10 is a hand-held game apparatus, and is 
configured to be foldable as shown in FIG. 1 to FIG. 2D. FIG. 
1 shows the game apparatus 10 in the opened state and FIG. 
2A to 2D each show the game apparatus 10 in the closed state. 
The game apparatus 10 is able to take an image by means of 
an imaging section, display the taken image on a screen, and 
store data of the taken image. The game apparatus 10 can 
execute a game program which is stored in an exchangeable 
memory card or a game program which is received from a 
server or another game apparatus, and can display, on the 
Screen, an image generated by computer graphics processing, 
Such as an image taken by a virtual camera set in a virtual 
space, for example. 

Initially, an external structure of the game apparatus 10 will 
be described with reference to FIG. 1 to FIG. 2D. The game 
apparatus 10 includes a lowerhousing 11 and an upper hous 
ing 21 as shown in FIG. 1 to FIG. 2D. The lower housing 11 
and the upper housing 21 are connected to each other so as to 
be openable and closable (foldable). 

(Description of Lower Housing) 
Initially, a structure of the lower housing 11 will be 

described. As shown in FIG. 1 to FIG. 2D, a lower LCD 
(Liquid Crystal Display) 12, a touch panel 13, operation 
buttons 14A to 14L, an analog stick 15, an LED 16A and an 
LED 16B, an insertion opening 17, and a microphone hole 18 
are provided in the lower housing 11. Hereinafter, these com 
ponents will be described in detail. 
As shown in FIG.1, the lower LCD12 is accommodated in 

the lower housing 11. The number of pixels of the lower LCD 
12 may be, for example, 320 dotsx240 dots (the horizontal 
linexthe vertical line). The lower LCD12 is a display device 
for displaying an image in a planar manner (not in a stereo 
scopically visible manner), which is different from the upper 
LCD 22 described below. Although an LCD is used as a 
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8 
display device in the present embodiment, any other display 
device such as a display device using an EL (Electro Lumi 
nescence), or the like may be used. In addition, a display 
device having any resolution may be used as the lower LCD 
12. 
As shown in FIG. 1, the game apparatus 10 includes the 

touch panel 13 as an input device. The touch panel 13 is 
mounted on the screen of the lower LCD 12. In the present 
embodiment, the touch panel 13 is, but is not limited to, a 
resistive film type touch panel. A touchpanel of any type Such 
as electrostatic capacitance type may be used. In the present 
embodiment, the touch panel 13 has the same resolution 
(detection accuracy) as that of the lower LCD 12. However, 
the resolution of the touch panel 13 and the resolution of the 
lower LCD 12 may not necessarily be the same. Further, the 
insertion opening 17 (indicated by dashed line in FIG. 1 and 
FIG. 2D) is provided on the upper side surface of the lower 
housing 11. The insertion opening 17 is used for accommo 
dating a touch pen 28 which is used for performing an opera 
tion of the touch panel 13. Although an input on the touch 
panel 13 is usually made by using the touch pen28, a finger of 
a user may be used for making an input on the touch panel 13, 
in addition to the touch pen 28. 
The operation buttons 14A to 14L are each an input device 

for making a predetermined input. As shown in FIG.1, among 
the operation buttons 14A to 14L, a cross button 14A (a 
direction input button 14A), a button 14B, a button 14C, a 
button 14D, a button 14E, a power button 14F, a selection 
button 14J, a HOME button 14K, and a start button 14L are 
provided on the inner side surface (main surface) of the lower 
housing 11. The cross button 14A is cross-shaped, and 
includes buttons for indicating an upward, a downward, a 
leftward, or a rightward direction. The buttons 14A to 14E, 
the selection button 14J, the HOME button 14K, and the start 
button 14L are assigned functions, respectively, in accor 
dance with a program executed by the game apparatus 10, as 
necessary. For example, the cross button 14A is used for 
selection operation and the like, and the operation buttons 
14B to 14E are used for, for example, determination operation 
and cancellation operation. The power button 14F is used for 
powering the game apparatus 10 on/off. 
The analog stick 15 is a device for indicating a direction. 

The analog stick 15 has a top, corresponding to a key, which 
is configured to slide parallel to the inner side surface of the 
lowerhousing 11. The analog stick 15 acts in accordance with 
a program executed by the game apparatus 10. For example, 
when a game in which a predetermined object emerges in a 
three-dimensional virtual space is executed by the game 
apparatus 10, the analog stick 15 acts as an input device for 
moving the predetermined object in the three-dimensional 
virtual space. In this case, the predetermined object is moved 
in a direction in which the top corresponding to the key of the 
analog stick 15 slides. As the analog stick 15, a component 
which enables an analog input by being tilted by a predeter 
mined amount, in any direction, such as the upward, the 
downward, the rightward, the leftward, or the diagonal direc 
tion, may be used. 

Further, the microphone hole 18 is provided on the inner 
side surface of the lower housing 11. Under the microphone 
hole 18, a microphone 42 (see FIG. 3) is provided as a sound 
input device described below, and the microphone 42 detects 
for a Sound from the outside of the game apparatus 10. 
As shown in FIG.2B and FIG. 2D, an L button 14G and an 

R button 14H are provided on the upper side surface of the 
lower housing 11. The L button 140 and the R button 14H act 
as shutter buttons (imaging instruction buttons) of the imag 
ing section, for example. Further, as shown in FIG. 2A, a 
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sound volume button 14I is provided on the left side surface of 
the lowerhousing 11. The sound volume button 14I is used for 
adjusting a sound Volume of a speaker of the game apparatus 
10. 
As shown in FIG. 2A, a cover section 11C is provided on 

the left side surface of the lower housing 11 so as to be 
openable and closable. Inside the cover section 11C, a con 
nector (not shown) is provided for electrically connecting 
between the game apparatus 10 and an external data storage 
memory 45. The external data storage memory 45 is detach 
ably connected to the connector. The external data storage 
memory 45 is used for, for example, recording (storing) data 
of an image taken by the game apparatus 10. 

Further, as shown in FIG. 2D, an insertion opening 11D, 
through which an external memory 44 having a game pro 
gram stored therein is inserted, is provided on the upper side 
Surface of the lowerhousing 11, and a connector (not shown) 
for electrically connecting between the game apparatus 10 
and the external memory 44 in a detachable manner is pro 
vided inside the insertion opening 11D. A predetermined 
game program is executed, by connecting the external 
memory 44 to the game apparatus 10. 

Further, as shown in FIG. 1 and FIG.2C, the first LED 16A 
for notifying a user of an ON/OFF state of a power supply of 
the game apparatus 10 is provided on the lower side surface of 
the lower housing 11, and the second LED 16B for notifying 
a user of an establishment state of a wireless communication 
of the game apparatus 10 is provided on the right side Surface 
of the lower housing 11. The game apparatus 10 can make 
wireless communication with other devices, and the second 
LED 16B is lit up when the wireless communication is estab 
lished. The game apparatus 10 has a function of connecting to 
a wireless LAN in a method based on, for example, IEEE 
802.11.b/g standard. A wireless switch 19 for enabling/dis 
abling the function of the wireless communication is pro 
vided on the right side surface of the lower housing 11 (see 
FIG. 2C). 
A rechargeable battery (not shown) acting as a power Sup 

ply for the game apparatus 10 is accommodated in the lower 
housing 11, and the battery can be charged through a terminal 
provided on a side Surface (for example, the upper side Sur 
face) of the lower housing 11. 

(Description of Upper Housing) 
Next, a structure of the upper housing 21 will be described. 

As shown in FIG. 1 to FIG. 2D, in the upper housing 21, an 
upper LCD (Liquid Crystal Display) 22, an outer imaging 
section 23 (an outer imaging section (left) 23a and an outer 
imaging section (right) 23b), an inner imaging section 24, a 
3D adjustment switch 25, and a 3D indicator 26 are provided. 
Hereinafter, theses components will be described in detail. 
As shown in FIG. 1, the upper LCD 22 is accommodated in 

the upper housing 21. The number of pixels of the upper LCD 
22 may be, for example, 800 dotsx240 dots (the horizontal 
linexthe vertical line). Although, in the present embodiment, 
the upper LCD 22 is an LCD, a display device using an EL 
(Electro Luminescence), or the like may be used. In addition, 
a display device having any resolution may be used as the 
upper LCD 22. 

The upper LCD22 is a display device capable of displaying 
a stereoscopically visible image. Further, in the present 
embodiment, an image for a left eye and an image for a right 
eye are displayed by using Substantially the same display 
area. Specifically, the upper LCD22 is a display device using 
a method in which the image for a left eye and the image for 
a right eye are alternately displayed in the horizontal direction 
in predetermined units (for example, every other line). Alter 
natively, the upper LCD 22 may be a display device using a 
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10 
method in which the image for a left eye and the image for a 
right eye are alternately displayed for a predetermined time 
period and the image for a left eye and the image for a right 
eye are viewed by the left eye and the right eye, respectively 
by using glasses. In the present embodiment, the upper LCD 
22 is a display device capable of displaying an image which is 
Stereoscopically visible by the naked eye, and a lenticular lens 
type display device or a parallax barrier type display device is 
used which enables the image for a left eye and the image for 
a right eye, which are alternately displayed in the horizontal 
direction, to be separately viewed by the left eye and the right 
eye, respectively. In the present embodiment, the upper LCD 
22 of a parallax barrier type is used. The upper LCD 22 
displays, by using the image for a right eye and the image for 
a left eye, an image (a stereoscopic image) which is stereo 
scopically visible by the naked eye. That is, the upper LCD 22 
allows a user to view the image for a left eye with her/his left 
eye, and the image for a right eye with her/his right eye by 
utilizing a parallax barrier, so that a stereoscopic image (a 
Stereoscopically visible image) exerting a stereoscopic effect 
for a user can be displayed. Further, the upper LCD 22 may 
disable the parallax barrier. When the parallax barrier is dis 
abled, an image can be displayed in a planar manner (it is 
possible to display a planar visible image which is different 
from a stereoscopically visible image as described above. 
That is, a display mode is used in which the same displayed 
image is viewed with the left eye and the right eye.). Thus, the 
upper LCD 22 is a display device capable of switching 
between a stereoscopic display mode for displaying a stereo 
scopically visible image and a planar display mode (for dis 
playing a planar visible image) for displaying an image in a 
planar manner. The Switching of the display mode is per 
formed by the 3D adjustment switch 25 described below. 
Two imaging sections (23a and 23.b) provided on the outer 

side surface (the back surface reverse of the main surface on 
which the upper LCD 22 is provided) 21D of the upper 
housing 21 are generically referred to as the outer imaging 
section 23. The imaging directions of the outer imaging sec 
tion (left) 23a and the outer imaging section (right) 23b are 
each the same as the outward normal direction of the outer 
side surface 21D. The outer imaging section (left) 23a and the 
outer imaging section (right) 23b can be used as a stereo 
camera depending on a program executed by the game appa 
ratus 10. Each of the outer imaging section (left) 23a and the 
outer imaging section (right) 23b includes an imaging device, 
Such as a CCD image sensorora CMOS image sensor, having 
a common predetermined resolution, and a lens. The lens may 
have a Zooming mechanism. 
The inner imaging section 24 is positioned on the inner side 

Surface (main Surface) 21B of the upper housing 21, and acts 
as an imaging section which has an imaging direction which 
is the same direction as the inward normal direction of the 
inner side Surface. The inner imaging section 24 includes an 
imaging device, such as a CCD image sensor and a CMOS 
image sensor, having a predetermined resolution, and a lens. 
The lens may have a Zooming mechanism. 
The 3D adjustment switch 25 is a slide switch, and is used 

for switching a display mode of the upper LCD 22 as 
described above. Further, the 3D adjustment switch 25 is used 
for adjusting the stereoscopic effect of a stereoscopically 
visible image (stereoscopic image) which is displayed on the 
upper LCD 22. A slider 25a of the 3D adjustment switch 25 is 
slidable to any position in a predetermined direction (along 
the longitudinal direction of the right side Surface), and a 
display mode of the upper LCD 22 is determined in accor 
dance with the position of the slider 25a. Further, a manner in 
which the Stereoscopic image is visible is adjusted in accor 
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dance with the position of the slider 25a. Specifically, an 
amount of deviation in the horizontal direction between a 
position of an image for a right eye and a position of an image 
for a left eye is adjusted in accordance with the position of the 
slider 25a. 
The 3D indicator 26 indicates whether or not the upper 

LCD22 is in the stereoscopic display mode. The 3D indicator 
26 is implemented as an LED, and is lit up when the stereo 
scopic display mode of the upper LCD 22 is enabled. The 3D 
indicator 26 may be lit up only when the program processing 
for displaying a stereoscopically visible image is performed 
in a state where the upper LCD 22 is in the stereoscopic 
display mode. 

Further, a speaker hole 21E is provided on the inner side 
Surface of the upper housing 21. A sound is outputted through 
the speaker hole 21E from a speaker 43 described below. 

(Internal Configuration of Game Apparatus 10) 
Next, an internal electrical configuration of the game appa 

ratus 10 will be described with reference to FIG. 3. FIG. 3 is 
a block diagram illustrating an internal configuration of the 
game apparatus 10. As shown in FIG. 3, the game apparatus 
10 includes, in addition to the components described above, 
electronic components such as an information processing 
section 31, a main memory 32, an external memory interface 
(external memory I/F) 33, an external data storage memory 
I/F 34, an internal data storage memory 35, a wireless com 
munication module 36, a local communication module 37, a 
real-time clock (RTC) 38, an acceleration sensor 39, a power 
supply circuit 40, an interface circuit (I/F circuit) 41, and the 
like. These electronic components are mounted on an elec 
tronic circuit substrate, and accommodated in the lowerhous 
ing 11 (or the upper housing 21). 
The information processing section 31 is information pro 

cessing means which includes a CPU (Central Processing 
Unit) 311 for executing a predetermined program, a GPU 
(Graphics Processing Unit) 312 for performing image pro 
cessing, and the like. The CPU 311 of the information pro 
cessing section 31 executes a process according to the pro 
gram by executing a program stored in a memory (for 
example, the external memory 44 connected to the external 
memory I/F33 or the internal data storage memory 35) inside 
the game apparatus 10. The program executed by the CPU 
311 of the information processing section 31 may be acquired 
from another device through communication with the other 
device. The information processing section 31 further 
includes a VRAM (Video RAM) 313. The GPU 312 of the 
information processing section 31 generates an image in 
accordance with an instruction from the CPU 311 of the 
information processing section 31, and renders the image in 
the VRAM313. The GPU 312 of the information processing 
section 31 outputs the image rendered in the VRAM 313, to 
the upper LCD 22 and/or the lower LCD 12, and the image is 
displayed on the upper LCD 22 and/or the lower LCD 12. 

To the information processing section 31, the main 
memory 32, the external memory I/F 33, the external data 
storage memory I/F34, and the internal data storage memory 
35 are connected. The external memory I/F33 is an interface 
for detachably connecting to the external memory 44. The 
external data storage memory I/F34 is an interface for detach 
ably connecting to the external data storage memory 45. 
The main memory 32 is Volatile storage means used as a 

work area and a buffer area for (the CPU 311 of) the infor 
mation processing section 31. That is, the main memory 32 
temporarily stores various types of data used for the process 
based on the program, and temporarily stores a program 
acquired from the outside (the external memory 44, another 
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device, or the like), for example. In the present embodiment, 
for example, a PSRAM (Pseudo-SRAM) is used as the main 
memory 32. 
The external memory 44 is nonvolatile storage means for 

storing a program executed by the information processing 
section 31. The external memory 44 is implemented as, for 
example, a read-only semiconductor memory. When the 
external memory 44 is connected to the external memory I/F 
33, the information processing section 31 can load a program 
stored in the external memory 44. A predetermined process is 
performed by the program loaded by the information process 
ing section 31 being executed. The external data storage 
memory 45 is implemented as a non-volatile readable and 
writable memory (for example, a NAND flash memory), and 
is used for storing predetermined data. For example, images 
taken by the outer imaging section 23 and/or images taken by 
another device are stored in the external data storage memory 
45. When the external data storage memory 45 is connected to 
the external data storage memory I/F 34, the information 
processing section 31 loads an image stored in the external 
data storage memory 45, and the image can be displayed on 
the upper LCD 22 and/or the lower LCD 12. 
The internal data storage memory 35 is implemented as a 

non-volatile readable and writable memory (for example, a 
NAND flash memory), and is used for storing predetermined 
data. For example, data and/or programs downloaded through 
wireless communication via the wireless communication 
module 36 are stored in the internal data storage memory 35. 
The wireless communication module 36 has a function of 

connecting to a wireless LAN by using a method based on, for 
example, IEEE 802.11.b/g standard. The local communica 
tion module 37 has a function of performing wireless com 
munication with the same type of game apparatus in a prede 
termined communication method (for example, 
communication through a unique protocol, or infrared com 
munication). The wireless communication module 36 and the 
local communication module 37 are connected to the infor 
mation processing section 31. The information processing 
section 31 can perform data transmission to and data recep 
tion from another device via the Internet by using the wireless 
communication module 36, and can perform data transmis 
sion to and data reception from the same type of another game 
apparatus by using the local communication module 37. 
The acceleration sensor 39 is connected to the information 

processing section 31. The acceleration sensor 39 detects 
magnitudes of accelerations (linear accelerations) in the 
directions of the straight lines along the three axial (XyZ axial) 
directions, respectively. The acceleration sensor 39 is pro 
vided inside the lower housing 11. In the acceleration sensor 
39, as shown in FIG. 1, the long side direction of the lower 
housing 11 is defined as X axial direction, the short side 
direction of the lower housing 11 is defined as y axial direc 
tion, and the direction orthogonal to the inner side Surface 
(main Surface) of the lower housing 11 is defined as Z axial 
direction, thereby detecting magnitudes of the linear accel 
erations for the respective axes. The acceleration sensor 39 is, 
for example, an electrostatic capacitance type acceleration 
sensor. However, another type of acceleration sensor may be 
used. The acceleration sensor 39 may be an acceleration 
sensor for detecting a magnitude of acceleration for one axial 
direction or two axial directions. The information processing 
section 31 can receive data (acceleration data) representing 
accelerations detected by the acceleration sensor 39, and 
detect an orientation and a motion of the game apparatus 10. 
The RTC 38 and the power supply circuit 40 are connected 

to the information processing section 31. The RTC 38 counts 
time, and outputs the time to the information processing 
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section 31. The information processing section 31 calculates 
a current time (date), based on the time counted by the RTC 
38. The power supply circuit 40 controls power from the 
power Supply (the rechargeable battery accommodated in the 
lower housing 11 as described above) of the game apparatus 
10, and Supplies power to each component of the game appa 
ratus 10. 
The I/F circuit 41 is connected to the information process 

ing section 31. The microphone 42 and the speaker 43 are 
connected to the I/F circuit 41. Specifically, the speaker 43 is 
connected to the I/F circuit 41 through an amplifier (not 
shown). The microphone 42 detects user's voice, and outputs 
a sound signal to the I/F circuit 41. The amplifier amplifies the 
Sound signal outputted from the I/F circuit 41, and a Sound is 
outputted from the speaker 43. The touch panel 13 is con 
nected to the I/F circuit 41. The I/F circuit 41 includes a sound 
control circuit for controlling the microphone 42 and the 
speaker 43 (amplifier), and a touch panel control circuit for 
controlling the touch panel. The Sound control circuit per 
forms A/D conversion and D/A conversion on the sound 
signal, and converts the Sound signal to a predetermined form 
of Sound data, for example. The touch panel control circuit 
generates a predetermined form of touch position data, based 
on a signal outputted from the touch panel 13, and outputs the 
touch position data to the information processing section 31. 
The touch position data represents a coordinate of a position, 
on an input Surface of the touch panel 13, on which an input 
is made. The touch panel control circuit reads a signal out 
putted from the touch panel 13, and generates the touch 
position data every predetermined time. The information pro 
cessing section 31 acquires the touch position data to recog 
nize a position on which an input is made on the touch panel 
13. 
The operation button 14 includes the operation buttons 

14A to 14L described above, and is connected to the infor 
mation processing section 31. Operation data representing an 
input state of each of the operation buttons 14A to 14L is 
outputted from the operation button 14 to the information 
processing section31, and the input state indicates whether or 
not each of the operation buttons 14A to 14L has been 
pressed. The information processing section 31 acquires the 
operation data from the operation button 14 to perform a 
process in accordance with the input on the operation button 
14. 
The lower LCD12 and the upper LCD 22 are connected to 

the information processing section 31. The lower LCD12 and 
the upper LCD 22 each display an image in accordance with 
an instruction from (the GPU 312 of) the information pro 
cessing section 31. In the present embodiment, the informa 
tion processing section 31 displays a stereoscopic image (ste 
reoscopically visible image) on the upper LCD 22. 

Specifically, the information processing section 31 is con 
nected to an LCD controller (not shown) of the upper LCD 22. 
and causes the LCD controller to set the parallax barrier to 
ON or OFF. When the parallax barrier is setto ON in the upper 
LCD 22, an image for a right eye and an image for a left eye, 
which are stored in the VRAM 313 of the information pro 
cessing section 31, are outputted to the upper LCD 22. More 
specifically, the LCD controller alternately repeats reading of 
pixel data of the image for a right eye for one line in the 
Vertical direction, and reading of pixel data of the image for a 
left eye for one line in the vertical direction, thereby reading, 
from the VRAM313, the image for a right eye and the image 
for a left eye. Thus, an image to be displayed is divided into 
the images for a right eye and the images for a left eye each of 
which is a rectangle-shaped image having one line of pixels 
aligned in the vertical direction, and an image, in which the 
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rectangle-shaped image for the left eye which is obtained 
through the division, and the rectangle-shaped image for the 
right eye which is obtained through the division are alter 
nately aligned, is displayed on the screen of the upper LCD 
22. A user views the images through the parallax barrier in the 
upper LCD 22, so that the image for the right eye is viewed 
with the user's right eye, and the image for the left eye is 
viewed with the user's left eye. Thus, the stereoscopically 
visible image is displayed on the screen of the upper LCD 22. 
The outer imaging section 23 and the inner imaging section 

24 are connected to the information processing section 31. 
The outer imaging section 23 and the inner imaging section 
24 each take an image in accordance with an instruction from 
the information processing section 31, and output data of the 
taken image to the information processing section 31. 
The 3D adjustment switch 25 is connected to the informa 

tion processing section 31. The 3D adjustment switch 25 
transmits to the information processing section 31 an electri 
cal signal in accordance with the position of the slider 25a. 
The 3D indicator 26 is connected to the information pro 

cessing section 31. The information processing section 31 
controls whether or not the 3D indicator 26 is to be lit up. For 
example, the information processing section 31 lights up the 
3D indicator 26 when the upper LCD22 is in the stereoscopic 
display mode. 

Further, the angular velocity sensor 46 is connected to the 
information processing section 31. The angular Velocity sen 
Sor 46 detects an angular velocity about each axis (X axis, y 
axis, and Z axis). The game apparatus 10 can calculate an 
orientation of the game apparatus 10 in real space, in accor 
dance with an angular velocity sequentially detected by the 
angular velocity sensor 46. Specifically, the game apparatus 
10 can calculate an angle of rotation of the game apparatus 10 
about each axis by integrating, with time, the angular Velocity 
about each axis, which is detected by the angular Velocity 
sensor 46. This is the end of the description of the internal 
configuration of the game apparatus 10. 

(Outline of Game) 
Next, an outline of a game according to an embodiment 

will be described, with reference to FIG. 4 and FIG.5. FIG.4 
is a diagram illustrating an example of game images dis 
played on the respective screens of the upper LCD 22 and the 
lower LCD 12, while the game according to the present 
embodiment is being executed. In the game according to the 
present embodiment, causing a dog object 50 to move in 
response to a touch operation of the touchpanel 13 (the lower 
LCD 12) gives a user a feel of touching or playing with a dog. 
As shown in FIG. 4, on the upper LCD 22, a stereoscopic 

image 50A is displayed, in which the dog object 50 represent 
ing a dog is displayed stereoscopically (displayed in a stereo 
scopically visible manner). The dog object 50 is a virtual 
object set in a three-dimensional virtual space (a space rep 
resented by XYZ coordinate system (world coordinate sys 
tem)). The Stereoscopic image 50A is an image taken of the 
dog object 50, which exists in the virtual space, by a virtual 
Stereo camera (virtual cameras at the left and at the right; first 
and second virtual cameras) set in the virtual space. The 
image for the left eye and, the image for the right eye are taken 
by the virtual stereo camera to be displayed on the upper LCD 
22, and thereby the dog object 50 is stereoscopically dis 
played. Also, on the upper LCD22, a stereoscopic image 51A 
stereoscopically displaying a ball object 51, which exists in 
the virtual space, is displayed. The stereoscopic image 50A 
and the stereoscopic image 51A are displayed in 32bit color, 
for example. 
On the lower LCD 12, a silhouette image 50B displaying 

the dog object 50 in a silhouetted manner is displayed. The 
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silhouette image 50B is an image taken of the dog object 50 
by a virtual camera (a third virtual camera) set at the middle 
between the virtual cameras at the left and at the right which 
are components of the virtual stereo camera), and the dog 
object 50 is displayed in the image in the silhouetted manner 
(displayed in a single color). The ball object 51 is not dis 
played on the lower LCD 12. That is, on the lower LCD 12, 
merely the dog object 50 to be operated is displayed, and 
other objects are not displayed. 

If the user touches the silhouette image 50B displayed on 
the lower LCD 12 by using the touch pen 28, a cursor 60 
indicating a touched position is displayed on the upper LCD 
22. That is, the cursor 60 is displayed on the upper LCD 22 at 
a position corresponding to the touched position on the lower 
LCD 12. The cursor 60 is an object representing a human 
hand. If the user slides the touch pen 28 on the screen while 
the touch pen 28 is touching the lower LCD 12, the cursor 60 
moves according to the movement of the touch pen 28. In 
addition, the dog object 50 moves according to the movement 
of the touch pen 28 (the movement of the cursor 60). For 
example, as shown in FIG. 4, if the user moves the touch pen 
28 alternately back and forth in the up-down directions while 
the head of the dog object 50 is being touched by the touchpen 
28, the cursor 60 also moves alternately back and forth in the 
up-down direction of the upper LCD 22. This movement of 
the cursor 60 corresponds to the user's action tapping the dog 
object 50 on the head. In response to the user's action, the dog 
object 50 behaves like rejoiced in being tapped on the head, 
for example. 

FIG. 5 is a diagram illustrating a state in which the user 
touches the dog object 50 on the back area. As shown in FIG. 
5, if the user touches the dog object 50 on the back area, the 
orientation of the cursor 60 changes, as compared to the case 
where the user touches on the head as shown in FIG. 4. 
Specifically, the cursor 60 is displayed so as to be along a 
surface of the touched part. 
As described above, the user uses the touch pen 28 (or a 

finger) to touch the silhouette image 50B displayed on the 
lower LCD 12, and thereby operates the cursor 60 displayed 
on the upper LCD 22. The user then uses the cursor 60 to 
touch the dog object 50, and thereby operates the dog object 
SO. 

(Details of Game Process) 
Next, how to determine theorientation of the cursor 60, and 

the process thereof in detail will be described, with reference 
to FIG. 6 to FIG. 8. Initially, a main data which are stored in 
the main memory 32 and the VRAM 313 (hereinafter, these 
components may be collectively called RAM) in the game 
process will be described. FIG. 6 is a diagram illustrating a 
memory map of the RAM (the main memory 32, or the like) 
of the game apparatus 10. As shown in FIG. 6, in the RAM, a 
game program 70, touch position data 71, rendered image 
data 72, depth value data 73, dog object information data 74, 
cursor data 75, and the like are stored. Other data stored in the 
RAM are image data of the dog object 50, data regarding 
button operations performed by the user, and the like. 

The game program 70 is a program for causing the infor 
mation processing section 31 (the CPU 311) to execute a 
game process shown in a flowchart described below. 

In the touch position data 71, a touch position T detected by 
the touch panel 13 is stored. Specifically, the touch position 
data 71 is an array having a given length, and a coordinate 
value (TxTycoordinate system) representingaposition on the 
touch panel 13 (on the screen of the lower LCD 12) is stored 
in each element of the array. The TxTy coordinate system is, 
for example, a coordinate system having as its origin a lower 
left end of the lower LCD 12, in which a Tx coordinate axis 
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16 
and a Ty coordinate axis are set in the horizontal direction and 
the vertical direction of the lower LCD 12, respectively. In the 
touch position data 71, coordinate values, which represents 
touch positions detected by the touch panel 13, are stored in 
chronological order. 
The rendered image data 72 is data which includes images 

displayed on the upper LCD 22 and the lower LCD 12. Spe 
cifically, the rendered image data 72 includes the image for 
the left eye and the image for the right eye, which are dis 
played on the upper LCD 22, and the silhouette image dis 
played on the lower LCD 12. Each image is generated by a 
display process described below, and stored in the RAM as 
the rendered image data 72. 

In the depth value data 73, a depth value (a value which 
represents a position in a depth direction) for each pixel of the 
image displayed on the lower LCD 12 is stored. Specifically, 
the depth value data 73 is a two-dimensional array, in which 
the depth values of the respective pixels of the image dis 
played on the lower LCD 12 are arranged in a matrix. The 
depth value for each pixel of the image displayed on the lower 
LCD 12 is stored in each element of the two-dimensional 
array. 
The dog object information data 74 is data which indicates 

a position in the virtual space, a shape, or the like of the dog 
object 50. Specifically, the dog object information data 74 
includes information regarding the position of the dog object 
50 in the virtual space (the XYZ coordinate system), each part 
(see FIG.9) of the dog object 50, and the like. 
The cursor data 75 is data which indicates the position in 

the virtual space and the orientation of the cursor 60. The 
position of the cursor 60 is the position in the three-dimen 
sional virtual space, which corresponds to the position 
touched by the user on the touch panel 13. The orientation of 
the cursor 60 indicates an orientation of the cursor 60 in the 
virtual space. 
(Game Process) 
Next, the game process will be described in detail, with 

reference to FIG. 7 to FIG. 13. FIG. 7 is a main flowchart 
showing in detail the game process according to the present 
embodiment. When the game apparatus 10 is powered on, the 
information processing section 31 (the CPU 311) of the game 
apparatus 10 executes a boot program stored in the ROM to 
initialize each unit, such as the main memory 32. Next, the 
RAM (specifically, the main memory 32) reads the game 
program 70 stored in a non-volatile memory (the external 
memory 44 or the like; the computer-readable storage 
medium), and the CPU 311 of the information processing 
section 31 starts executing the program. The information 
processing section 31 (the CPU 311 or the GPU 312) per 
forms the process shown in the flowchart in FIG. 7 after the 
completion of the above-mentioned process. 
The description of processes, which does not directly relate 

to the present invention, is omitted in FIG. 7. A processing 
loop of step S101 through step S104 shown in FIG. 7 is 
repeatedly executed for each frame (for example, /30 second 
or '/60 seconds, which is referred to as a frame time). 

Initially, in step S101, the information processing section 
31 executes a cursor setting process. Here, the position in the 
virtual space and the orientation of the cursor 60 are calcu 
lated based on the touch position detected by the touch panel 
13. The cursor setting process performed in step S101 will be 
described in detail, with reference to FIG. 8. FIG. 8 is a 
flowchart showing in detail the cursor setting process (step 
S101). 

In step S111, the information processing section 31 deter 
mines whether or not the touch panel 13 has detected the 
touch position T. If the touch panel 13 has detected the touch 
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position T, the information processing section 31 stores the 
touchposition T (Tx, Ty) in the touch position data 71 as latest 
touch position, and executes a process of step S112. On the 
other hand, if the touch position T is not detected by the touch 
panel 13, the information processing section 31 ends the 
cursor setting process shown in FIG. 8. 

In step S112, the information processing section 31 
acquires a designated position Q on the image, which corre 
sponds to the touch position T detected in step S111 on the 
touch panel 13. Here, the designated position Q indicates a 
position, on the image displayed on the lower LCD 12, which 
corresponds to the touch position T. Specifically, the infor 
mation processing section 31 transforms the coordinates of 
the touch position T detected by the touch panel 13 in step 
S111 to acquire the designated position Q (QX, Qy) on the 
image. 

If the display screen (and the touch panel 13) of the lower 
LCD12 and the image displayed on the lower LCD12 (that is, 
an image generated in step S104 described below) have the 
same size as each other, the touch position T coincides with 
the designated position Q. On the other hand, if the image 
displayed on the lower LCD 12 is greater in size than the 
display screen of the lower LCD12 (and the touch panel 13), 
the touch position T is converted according to a ratio of the 
size, and the designated position Q is obtained. As described 
above, the touch position T and the designated position Q. 
which correspond to each other in a one-to-one fashion, indi 
cate positions represented by two different coordinate sys 
tems, respectively. 

Hereinafter, the position, which is detected by the touch 
panel 13, and which is represented by the coordinate system 
of the touchpanel 13, is denoted as the “touchposition T”, and 
the position, which corresponds to the touch position T. and 
which is represented by the coordinate system of the image 
displayed on the lower LCD 12, is denoted as the “designated 
position Q'. Also, the position, which corresponds to the 
designated position Q, and which is represented by the coor 
dinate system (the XYZ coordinate system) of the three 
dimensional virtual space, is denoted as the “designated 
three-dimensional position P. The information processing 
section 31 next executes a process of step S113. 

In step S113, the information processing section 31 
acquires the depth value (a Z value) in the designated position 
Q. Specifically, the information processing section 31 refers 
to the depth value data 73 to acquire the depth value of the 
pixel at the designated position Q (QX, Qy). In step S104 
described below, the depth value (the position in the depth 
direction) for each pixel of the image is stored in the depth 
value data 73, when the image is displayed on the lower LCD 
12. Here, the information processing section 31 refers to the 
depth value data 73 updated in a previous frame in step S104 
to acquire the depth value stored in the depth value data 73. 
Next, a process of step S114 is executed. 

In step S114, the information processing section 31 deter 
mines whether or not the designated position Q is on the dog 
object 50. That is, the information processing section 31 
determines whether or not the designated position Q acquired 
in step S112 falls within the silhouette image 50B of the dog 
object 50 displayed on the lower LCD 12. For example, the 
information processing section 31 refers to the depth value 
data 73 to determine whether or not the depth value of the 
pixel at the designated position Q falls withina predetermined 
range. As described above, the depth value data 73 is the data 
which indicates the depth values of respective pixels of the 
image displayed on the lower LCD12. In the image displayed 
on the lower LCD 12, merely the dog object 50 to be operated 
is displayed. Therefore, the depth value (0.9 through 1.0, for 
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example) in the predetermined range is stored in the depth 
value data 73 for each pixel in an area (a display area of the 
silhouette image 50B) in which the dog object 50 is displayed, 
and a predetermined depth value (0, for example) is stored in 
the depth value data 73 for an area in which the dog object 50 
is not displayed. Thus, the information processing section 31 
can determine whether or not the dog object 50 has been 
touched by using the depth value data 73. If the determination 
result is affirmative, a process of step S115 is next executed. 
If the determination result is negative, a process of step S120 
is next executed. 

In step S115, the information processing section 31 calcu 
lates the designated three-dimensional position P (X, Y, Z). 
Specifically, the information processing section 31 calculates 
the designated three-dimensional position P in the virtual 
space, based on the designated position Q (QX, Qy) acquired 
in step S112 and the depth value (the Z value) acquired in step 
S113. The designated position Q is the position on the image 
displayed on the lower LCD12. The positions in the up-down 
and left-right directions (the X-axis and Y-axis directions in 
the camera coordinate system), in which the virtual space is 
viewed from the third virtual camera, are calculated, based on 
the designated position Q. The depth value acquired in step 
S113 is the depth value at the designated position Q on the 
image displayed on the lower LCD 12, and represents a posi 
tion in the depth direction (the imaging direction; Z-axis 
direction in the camera coordinate system) in which the Vir 
tual space is viewed from the third virtual camera. Thus, the 
position in the depth direction of the third virtual camera is 
calculated based on the depth value. That is, the three-dimen 
sional position in the virtual space is converted to a two 
dimensional position on the image by a viewing transforma 
tion and a projective transformation. Therefore, the three 
dimensional position in the virtual space can be obtained by a 
reverse transformation which uses the two-dimensional posi 
tion (the positions in the up-down and left-right directions of 
the third virtual camera) on the image and its depth value (the 
position in the imaging direction of the third virtual camera). 
More specifically, the information processing section 31 uses 
an inverse matrix of a perspective projection transformation 
matrix and an inverse matrix of a viewing matrix of the third 
virtual camera to calculate the designated three-dimensional 
position P (X, Y, Z) in the virtual space. The information 
processing section 31 then stores the calculated designated 
three-dimensional position P in the RAM as the cursor data 
75. Next, the information processing section 31 executes a 
process of step S116. 

In step S116, the information processing section 31 deter 
mines the touched part, based on the designated three-dimen 
sional position P. The dog object50 is formed by a plurality of 
parts, and the touched part is determined in step S116. 

FIG. 9 is a diagram illustrating a state in which the dog 
object 50 is formed by the plurality of parts. As shown in FIG. 
9, the dog object 50 is formed by the plurality of parts, and a 
part 151 forms the head, and a part 155 forms a rear half of the 
dog, for example. In the dog object information data 74. 
information regarding each part is included. Each part has a 
spherical shape, a cylindrical shape, a capsule shape (the part 
155 shown in FIG.9, for example), or the like. More specifi 
cally, each part is represented by a line segment (bone), and 
defined by determining a distance from the line segment to a 
point on a surface of the part. FIG. 10 is a diagram illustrating 
in detail the part 155, which is the rear half of the dog. As 
shown in FIG. 10, the part 155 is represented by a line seg 
ment 155a which connects a point 155h and a point 155c. 
Information regarding the part 155, among the dog object 
information data 74 includes the position and length (coordi 
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nate values of the point 155b and the point 155c in the three 
dimensional virtual space) of the line segment 155a, and a 
distance from the line segment 155a to a point on the surface 
of the part 155. 
The information processing section 31 refers to the dog 

object information data 74 to search for a line segment (bone) 
closest to the designated three-dimensional position P. 
thereby determines the touched part. Next, the information 
processing section 31 executes a process of step S117. 

In step S117, the information processing section 31 calcu 
lates a normal line at the designated three-dimensional posi 
tion P and an angle of rotation. Specifically, the information 
processing section 31 calculates a line, which passes through 
the designated three-dimensional position P. and which is 
normal to the surface of the touched part. 

FIG. 11A is a diagram of the touched part 155 viewed from 
the front thereof, and illustrates a normal vector at the desig 
nated three-dimensional position P on the part 155. FIG. 11B 
is a diagram of the part 155 viewed from a direction as 
indicated by an arrow shown in FIG. 11A, and illustrates the 
normal vector at the designated three-dimensional position P 
on the part 155. As shown in FIG. 11A and FIG. 11B, the 
information processing section 31 calculates a foot of the 
normal line extending from the designated three-dimensional 
position P toward the line segment 155a in order to calculate 
a vector extending from the foot of the normal line toward the 
designated three-dimensional position Pas the normal vector. 
The normal vector calculated as Such is a vector normal to the 
surface of the part 155. A method of calculating the normal 
line at the designated three-dimensional position. P on the 
touched part is not limited to as described above and may be 
any method. 

In step S117, the information processing section 31 calcu 
lates the angle of rotation of the cursor 60, based on the 
designated three-dimensional position P. The angle of rota 
tion of the cursor 60 to be calculated here is an angle which 
indicates rotation about the normal vector. The angle of rota 
tion of the cursor 60 is determined based on the designated 
three-dimensional position Prelative to the touched part. FIG. 
12 is a diagram illustrating, in the case where the part 155 has 
been touched, how the angle of rotation is determined 
depending on the location of the designated three-dimen 
sional position P in an area in the part 155. As shown in FIG. 
12, for example, if an upper half of the part 155 has been 
touched, the angle of rotation of the cursor 60 is set to 0 
degree. If a lower half of the part 155 has been touched, the 
angle of rotation of the cursor 60 is set to 180 degrees. 

After the calculation of the normal line and the angle of 
rotation, the information processing section 31 executes a 
process of step S118. 

In step S118, the information processing section 31 deter 
mines the orientation of the cursor 60 in the virtual space, 
based on the normal line and the angle of rotation calculated 
in step S117. Specifically, the information processing section 
31 arranges the cursor 60 in the virtual space such that the 
cursor 60 is normal to the normal line calculated in step S117. 
and rotates the cursor 60 about the normal line by the angle of 
rotation calculated in step S117. The information processing 
section 31 then stores the determined orientation in the RAM 
as the cursor data 75. When the orientation of the cursor 60 is 
thus detected and the cursor 60 is displayed on the upper LCD 
22, the cursor 60 is displayed so as to be along the surface of 
the part touched by the user (such that the palm contacts the 
Surface of the part). The information processing section 31 
next executes a process of step S119. 

In step S119, the information processing section 31 sets the 
cursor 60 to 3D mode. Specifically, the information process 
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ing section 31 sets data which indicates a display mode of the 
cursor 60 to 3D display mode and stores the data in the RAM. 
The cursor 60 is stereoscopically displayed on the upper LCD 
22 by performing a display process (step S103) described 
below for the upper LCD 22. In this case, the cursor 60 is 
displayed so as to be along the Surface of the touched part, and 
for example, when the touched part is displayed in a front 
direction with respect to the screen of the upper LCD 22, the 
cursor 60 is also displayed so as to be arranged in the front 
direction with respect to the screen. After the process of step 
S119, the information processing section 31 ends the process 
of the flowchart shown in FIG. 8. 
On the other hand, in step S120, the information processing 

section 31 sets the cursor 60 to 2D mode. Specifically, the 
information processing section 31 sets the data which indi 
cates the display mode of the cursor 60 to 2D display mode, 
and stores the data in the RAM. The cursor 60 is displayed on 
the upper LCD 22 by the display process (step S103) 
described below for the upper LCD 22 being performed. 

FIG. 13 is a diagram illustrating an example of screens in 
the case where the dog object 50 is not touched when the 
touch panel 13 has detected a touch. As shown in FIG. 13, if 
an area different from the display area of the silhouette image 
50B of the dog object50 is touched, the cursor 60 is displayed 
on the upper LCD 22 at a position corresponding to the touch 
position T (the designated position Q). Here, the billboarding 
process is performed on the cursor 60, and the cursor 60 is 
displayed as a planar arrow-shaped cursor. Moreover, the 
cursor 60 is displayed so as to be arranged on the screen of the 
upper LCD 22 (that is, when the image for the left eye and the 
image for the right eye are displayed on the upper LCD22, the 
display position of the cursor 60 in the image for the left eye 
coincides with the display position of the cursor 60 in the 
image for the right eye). After the process of step S120 is 
performed, the information processing section 31 ends the 
process of the flowchart shown in FIG.8. 

Returning to FIG. 7, the information processing section 31 
executes a process of step S102 after the process of step S101. 

In step S102, the information processing section 31 deter 
mines the movement of the dog object50. Specifically, on the 
basis of the touch position T (the designated position Q) 
acquired in step S101, the information processing section 31 
determines an operation performed on the dog object 50 and 
determines the movement of the dog object 50 according to 
the determination result. Next, the information processing 
section 31 executes a process of step S103. 

In step S103, the information processing section 31 per 
forms the display process for the upper LCD 22. Specifically, 
the information processing section 31 causes the dog object 
50 to move according to the determination made in step S102. 
Furthermore, the information processing section 31 arranges 
the cursor 60 in the virtual space, according to the result of the 
cursor setting process made in step S101. For example, if the 
setting has been made in the cursor setting process to set the 
cursor to 3D mode (that is, if the process of step S119 has been 
performed), the cursor object 60 is arranged in the virtual 
space in the orientation determined in step S118 at the des 
ignated three-dimensional position P calculated in step S115. 
The information processing section 31 then takes images of 
the dog object 50, the ball object 51, and the cursor object 60 
by the virtual stereo camera (the virtual cameras at the left and 
at the right; the first and the second cameras) set in the virtual 
space. Thus, the image for the left eye and the image for the 
right eye taken of the virtual space including the dog object 
50, the ball object 51, and the cursor object 60 are generated. 
The information processing section 31 then outputs the gen 
erated the image for the left eye and the image for the right eye 
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to the upper LCD 22. Next, the information processing sec 
tion 31 executes a process of step S104. 

In step S104, the information processing section 31 per 
forms the display process for the lower LCD 12. Specifically, 
the information processing section 31 takes the image of the 
dog object 50 by using the virtual camera (the third virtual 
camera) arranged at the middle position between the virtual 
cameras at the left and at the right which are the components 
of the virtual stereo camera Here, the dog object 50 is set in 
silhouette display, and other objects, which are the ball object 
51 and the cursor object 60, are set hidden. Therefore, merely 
the silhouette image 50B of the dog object 50 is displayed on 
the lower LCD 12. More specifically, the information pro 
cessing section 31 uses the viewing matrix of the virtual 
camera (the third virtual camera) to perform the viewing 
transform on the coordinates of the dog object 50 represented 
in the XYZ coordinate system and further performs the pro 
jective transformation on the dog object 50 by using a pro 
jection matrix. Therefore, the image (the silhouette image 
50B shown in FIG. 4 and FIG.5) of the dog object50 taken by 
the third virtual camera is generated. In addition, the infor 
mation processing section 31 stores the depth value (the Z 
value), which is obtained by generating the image, in the 
RAM as the depth value data 73. The information processing 
section 31 then outputs the generated image to the lower LCD 
12. The third virtual camera is not necessarily set at the 
middle between the virtual cameras at the left and at the right, 
which are the components of the virtual stereo camera, and 
may be set at any position between the virtual cameras at the 
left and at the right. This is the end of the description of the 
flowchart shown in FIG. 7. 
The order of the process is riot limited to the one shown in 

FIG. 7, and for example, the cursor setting process may be 
performed after the respective display processes for the upper 
LCD and the lower LCD. Although, in the above description, 
the cursor 60 is arranged in the virtual space by using the 
depth value of the image already displayed on the lower LCD 
12, in order to arrange the cursor 60 in the virtual space, the 
third virtual camera may be used to take the image of the 
virtual space, and thereby the image and the depth value may 
be generated. That is, the image of the virtual space may be 
taken by the third virtual camera before the cursor setting 
process is performed, and, by using the taken image and the 
depth value, the cursor 60 may be arranged in the virtual 
space. After the cursor 60 is arranged in the virtual space, the 
image of the virtual space may be again taken by the third 
virtual camera, and the taken image may be displayed on the 
lower LCD 12. 
As described above, in the present embodiment, the touch 

position T is detected by the touch panel 13, and by using the 
designated position Q on the image, which corresponds to the 
touch position T, and the depth value of the designated posi 
tion Q, the designated three-dimensional position P in the 
virtual space is obtained. The cursor 60 is then arranged at the 
designated three-dimensional position P. The orientation of 
the cursor 60 is set based on the normal line on the touched 
part at the designated three-dimensional position P. There 
fore, the cursor 60 can be arranged in the virtual space at the 
position corresponding to the designated position Q. 

In the present embodiment, because the designated three 
dimensional position P in the virtual space is calculated by 
using the depth value calculated in the display process for the 
lower LCD 12, the position, which corresponds to the touch 
position T. in the three-dimensional virtual space can be 
obtained without the necessity of complex calculations. For 
example, to obtain the position in the three-dimensional vir 
tual space, which corresponds to the touch position T detected 
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by the touch panel 13, it is considered to obtain the position in 
the three-dimensional virtual space by geometric calcula 
tions. That is, a three-dimensional straight line extending 
from the touch position T toward the imaging direction of the 
virtual camera is calculated to determine whether or not the 
three-dimensional straight line contacts with any of the parts 
of the dog object 50. If there is a part with which three 
dimensional straight line contacts, a point at which the part 
and three-dimensional straight line intersects with each other 
is obtained as the position, which corresponds to the touch 
position T. in the three-dimensional virtual space. However, 
in Such a geometric method, the calculation becomes com 
plex and thus the processing burden increases. For example, if 
a portion, which connects the parts each other, is touched, 
unless the designated three-dimensional position P is accu 
rately obtained, the cursor 60 may be hidden when displayed 
on the screen, depending on the part on which the cursor 60 
exists. Therefore, the designated three-dimensional position 
P needs to be accurately obtained. However, in geometric 
methods, the more accurately the designated three-dimen 
sional position P must be obtained, the more strictly the shape 
of a virtual model (the dog object) needs to be defined. Thus, 
geometric methods require more complex calculation to more 
accurately obtain the designated three-dimensional position 
P. causing an increase in the processing burden. On the other 
hand, according to the method of the present embodiment, 
because the depth value, which is obtained in the display 
process, is used, no special calculation is required to accu 
rately obtain the designated three-dimensional position P in 
the three-dimensional virtual space, which corresponds to the 
touchposition T detected by the touchpanel 13. Furthermore, 
because the designated three-dimensional position P is cal 
culated by using the designated position Q on the image 
already displayed and the depth value at the designated posi 
tion Q of the image, the calculated designated three-dimen 
sional position P is a portion of the touched part which is 
displayed on the screen. Therefore, calculating the designated 
three-dimensional position P by using the method according 
to the present embodiment to arrange and display the cursor 
60 at the designated three-dimensional position P displays the 
cursor 60 on the surface of the part. 

Also, in the present embodiment, the cursor 60 is displayed 
So as to be along the Surface of the touched part. That is, in the 
present embodiment, the orientation of the cursor 60 is deter 
mined based on the normal line of the part, at the designated 
three-dimensional position P. of the dog object50. The cursor 
60 is displayed by being arranged in the three-dimensional 
virtual space so as to be along the Surface of the part, which is 
designated by the user, of the dog object 50, thereby giving 
the user a feel of touching the dog object 50. 

(Modification) 
In the present embodiment, the silhouette image of the dog 

object 50 is displayed on the lower LCD 12, and the stereo 
scopic image of the dog object 50 is displayed on the upper 
LCD 22. In another embodiment, a planar image may be 
displayed on the upper LCD 22, instead of the stereoscopic 
image. Also, the same image as displayed on the upper LCD 
22 may be displayed on the lower LCD 12, instead of the 
silhouette image. 

Further, in the present embodiment, the designated three 
dimensional position P in the virtual space is calculated by 
using the depth value of the image displayed on the lower 
LCD 12. In another embodiment, the designated three-di 
mensional position P may be calculated by using the depth 
value of either of the image for the left eye and the image for 
the right eye which are displayed on the upper LCD 22. 
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Further, in the present embodiment, the depth value for 
each pixel of the image displayed on the lower LCD 12 is 
stored. In another embodiment, the depth value for each pixel 
needs not to be stored, and the depth value for each partial 
area formed of the plurality of pixels (a small rectangular area 
formed of four pixels, for example) may be stored. 

Further, in another embodiment, the game apparatus 10 
may be configured to include a single screen, instead of two 
screens. For example, the stereoscopic image (or the planar 
image) of the dog object 50 may be displayed on the display 
screen, and a position on the image (screen) may be desig 
nated by using a position designating means (a touch pad, a 
mouse, or the like, for example), which is different from the 
touch panel 13. Alternatively, a touch panel (the position 
designating means) may be provided on the screen of the 
game apparatus 10 configured to include the single screen, 
and a stereoscopic image may be displayed on the screen. In 
this case, the designated three-dimensional position in the 
three-dimensional virtual space is calculated, based on the 
designated position, which is designated by the position des 
ignating means, on the image (either of the image for the left 
eye and the image for the right eye, or the image taken by the 
virtual camera set between the virtual cameras at the left and 
at the right) and the depth value of the designated position. 
The cursor object 60 is then arranged at the calculated desig 
nated three-dimensional position and the image of the cursor 
object 60 is taken by the virtual camera, and thereby the 
cursor object 60 is displayed on the upper LCD 22. 

Further, the game apparatus 10 may be configured to 
include a single Screen, and the single screen may be divided 
in two areas. For example, in one of the two areas of the 
screen, a color image (the color image may or may not be a 
Stereoscopic image) of the dog object 50 may be displayed, 
and in another of the two areas of the screen, the silhouette 
image of the dog object 50 may be displayed. The user may 
designate a position on the silhouette image displayed in the 
another of the two areas. 

Further, in the present embodiment, the normal line of the 
designated part, among the plurality of pats of the dog object 
50, is calculated, and the cursor object 60 formed in a hand 
shape is arranged such that the cursor object 60 is normal to 
the normal line. The cursor object 60 is then rotated about the 
normal line, according to the position on the designated part 
(the designated three-dimensional position relative to the des 
ignated part). In another embodiment, the angle of rotation of 
the cursor object 60 may be determined with consideration, 
for example, of the direction of movement of the cursor 60, or 
the like. For example, if the cursor 60 moves in the left-right 
directions of the screen, the cursor 60 may be rotated 90 
degrees about the normal line. 

Further, in another embodiment, not only the dog object50, 
any game object (which is formed of one or more parts) may 
be displayed on the screen and the game object may be oper 
ated (given an instruction) by using the cursor 60. 

Further, in the present embodiment, the cursor 60, which 
indicates the position designated by the user, is displayed. In 
another embodiment, any object, which is not limited to the 
cursor 60, may be arranged in the virtual space for display. 
That is, the designated three-dimensional position may be 
calculated based on the position designated by the user and 
the depth value of the designated position, and any object may 
be arranged at the calculated designated three-dimensional 
position. 

Further, in another embodiment, the above-described dis 
play control method may be applied, not limited to the game 
apparatus, but also to any electronic apparatus, for example, 
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PDA (Personal Digital Assistant), advanced mobile phones, 
personal computers, and the like. 

Further, in another embodiment, the game apparatus is not 
limited to the hand-held game apparatus, and may be a sta 
tionary game apparatus including an input device for desig 
nating a position on the screen. This game apparatus displays 
a video on a television receiver (hereinafter, referred to as a 
television) or the like, and includes the input device for des 
ignating a position on a screen of the television. For example, 
by receiving the infrared radiation emitted from a marker 
section provided on the periphery of the television, the input 
device detects the position designated by the user on the 
television screen. Alternatively, the input device may emit the 
infrared radiation and a photodetector provided on the periph 
ery of the television receives the infrared radiation emitted 
from the input device, and thereby the game apparatus detects 
the position designated by the user. As described above, the 
three-dimensional position in the virtual space may be calcu 
lated, and thereby the object may be arranged in the three 
dimensional position by using the position designated on the 
screen by the user by the use of the input device, and the depth 
value (the depth value of the image displayed on the screen) of 
the position. 

Further, in the present embodiment, the LCD capable of 
displaying the Stereoscopic images which can be viewed by 
the naked eye is employed. In another embodiment, the 
present invention is applicable to viewing the stereoscopic 
images by means of glasses having the time division scheme 
or the deflecting scheme, the anaglyphic format (the red-blue 
glasses format), or the like. 

Further, in another embodiment, the processes may be 
divided and performed by a plurality of information process 
ing apparatuses communicatively connected by wire or wire 
lessly to each other, and thereby the display control system, 
which realizes the above display control method, may be 
constructed. For example, the position designating means, 
which is used by the user for designation of the position, may 
be configured to be separated from the information process 
ing apparatus, and connected to the information processing 
apparatus wirelessly, or the like. The information processing 
apparatus and the display device may also be connected to 
each other, being configured to be separated from each other. 

Further, the game process described above may be applied 
to online games. For example, the display device and the 
position designating means (such as the touch panel or the 
mouse), which designates a position on a screen of the display 
device, may be connected to a terminal, and the terminal and 
the server are connected to each other via the Internet to 
execute the game. In such online game, while the game 
advances by distributing processes between the terminal and 
the server, the processes may be distributed in any manner. 
For example, a game space may be built in the server, and the 
position of the dog object 50 in the game space is managed on 
the server. The user may use the position designating means to 
designate a position on the screen of the display device, while 
viewing an image displayed on the display device. For 
example, the terminal may acquire the position (the desig 
nated position Q) on the image displayed on the screen and 
the depth value at the position, based on the position (the 
touch positionT) detected by the position designating means, 
and transmit, to the server, information including the position 
on the image and the depth value. On the basis of the infor 
mation, the server may calculate the three-dimensional posi 
tion in the virtual space and arrange the cursor object 60 in the 
virtual space (arrange the position and set the orientation of 
the cursor 60). Next, the server may cause the dog object 50 to 
move to change the position in the virtual space and the 
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orientation of the dog object 50, and additionally, transmit, to 
the terminal, the information regarding the position and the 
orientation of the dog object and the information regarding 
the position and the orientation of the cursor object 60. On the 
basis of these pieces of information, the terminal may arrange 
the dog object and the cursor object in the virtual space, take 
an image of the virtual space by using the virtual camera, and 
display the taken image on the display device. 

Further, in the present embodiment, the processes in the 
flow charts described above are performed by the information 
processing section 31 of the game apparatus 10 executing a 
predetermined program. In another embodiment, a part or the 
entirety of the processes may be performed by a dedicated 
circuit included in the game apparatus 10. 

Further, the game program (information processing pro 
gram) may be provided to the game apparatus 10 by being 
stored in, but not limited to the memory, but also in a com 
puter-readable storage medium Such as optical discs or mag 
netic discs. For example, the program may be stored in a 
RAM (storage medium) in a server on a network, and the 
program is provided to the game apparatus 10 by the game 
apparatus 10 connected to the network. 

While the invention has been described in detail, the fore 
going description is in all aspects illustrative and not restric 
tive. It is understood that numerous other modifications and 
variations can be devised without departing from the scope of 
the invention. 
What is claimed is: 
1. A non-transitory computer-readable storage medium 

having stored therein a display control program having com 
puter-executable code or instructions which, when executed 
by one or more processors of a computerized display control, 
causes the display control to function and perform operations 
comprising: 

generating an image in which depth values are set, by 
taking a two-dimensional image of a three-dimensional 
virtual space by a virtual camera and setting depth values 
that are associated with each pixel position of the image: 

acquiring an associated depth value for a pixel of the image 
corresponding to a designated position on the image, 
wherein the designated position on the image is pro 
vided by a user via an input touch position designation; 

calculating, based on a depth value associated to the des 
ignated position on the image, a spatial position in a 
depth direction in the virtual space as viewed from the 
virtual camera; 

producing a virtual designating object at the calculated 
spatial position in the depth direction in the virtual 
space; and 

displaying, on a first display area, a first image taken of the 
virtual space which includes the virtual designating 
object produced therein and displaying a second image 
on a second display area, the second image being based 
upon the first image, wherein the input touch position 
designation is provided via a second display area, which 
is different from the first display area and which is 
capable of detecting a touch position on the second 
display area, and wherein the depth value is acquired 
based upon the touch position and a corresponding pixel 
position in the second image displayed on the second 
display area. 

2. The non-transitory computer-readable storage medium 
having stored therein the display control program according 
to claim 1, wherein 

the calculated spatial position corresponds to a designated 
three-dimensional position in the virtual space, based on 
both the designated position on the image and the depth 
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value of the image at the designated position, and 
wherein the display control program causes the display 
control to perform operations comprising: 

producing the virtual designating object at the designated 
three-dimensional position in the virtual space. 

3. The non-transitory computer-readable storage medium 
having stored therein the display control program according 
to claim 2, wherein 

the designated three-dimensional position in the virtual 
space is calculated based on a location of the designated 
position on the two-dimensional image in up-down and 
left-right directions in the virtual space as viewed from 
the virtual camera and the depth value associated with 
the designated position. 

4. The non-transitory computer-readable storage medium 
having stored therein the display control program according 
to claim 2, wherein 

the designating object is a cursor object indicating a posi 
tion within the virtual space. 

5. The non-transitory computer-readable storage medium 
having stored therein the display control program according 
to claim 4, wherein the display control program causes the 
display control to perform operations comprising: 

producing a second virtual object to be displayed in the 
virtual space, 

generating an image by taking, via the virtual camera, an 
image of the virtual space including the second object, 
and 

in the case where the designated position exists in an area 
in which the second object is displayed, determining, 
based on the designated three-dimensional position, an 
orientation of the designating object, and arranging in 
the virtual space the designating object in the deter 
mined orientation. 

6. The non-transitory computer-readable storage medium 
having stored therein the display control program according 
to claim 5, wherein 

the second object is formed of a plurality of parts, 
the display control program further causes one or more 

processors of the display control to function and perform 
operations comprising: 
determining, based on the designated position, a desig 

nated part from among the plurality of parts of the 
second object, and 

determining the orientation of the designating object, 
according to the designated part, and arranging the 
designating object in the virtual space in the deter 
mined orientation. 

7. The non-transitory computer-readable storage medium 
having stored therein the display control program according 
to claim 6, wherein 

arranging an object further includes determining an orien 
tation of the designating object, according to a normal 
line of the designated part at the designated three-dimen 
sional position. 

8. The non-transitory computer-readable storage medium 
having stored therein the display control program according 
to claim 7, wherein 

each of the plurality of parts of the second object is formed 
of a bone formed of either of a point and a line segment, 
and 

arranging an object further includes calculating a normal 
vector extending from a point on the bone, at which a 
distance between the designated three-dimensional 
position and the bone is shortest, toward the designated 
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three-dimensional position, and determining the orien 
tation of the designating object, according to the normal 
Vector. 

9. The non-transitory computer-readable storage medium 
having stored therein the display control program according 
to claim 7, wherein 

the display control program further causes said one or more 
processors to function and perform operations compris 
ing: 
setting an angle of rotation of the designating object 

according to the designated three-dimensional posi 
tion relative to the designated part, and 

rotating the designating object about the normal line by the 
angle of rotation to arrange the designating object in the 
virtual space. 

10. The non-transitory computer-readable storage medium 
having stored therein the display control program according 
to claim 5, wherein 

the display control displays the designating object in dif 
ferent modes, depending on whether or not the desig 
nated position exists within the area in which the second 
object is displayed. 

11. The non-transitory computer-readable storage medium 
having stored therein the display control program according 
to claim 5, wherein 

in the case where the designated position exists within the 
area in which the second object is displayed, calculating 
the designated three-dimensional position in the virtual 
space based on the designated position and the depth 
value of the image at the designated position, and 

in the case where the designated position exists outside of 
the area in which the second object is displayed, calcu 
lating the designated three-dimensional position in the 
virtual space based on the designated position and a 
constant depth value. 

12. The non-transitory computer-readable storage medium 
having stored therein the display control program according 
to claim 2, wherein 

the display area is displayable in a stereoscopically visible 
manner, and 

the display control program causes the display control to 
perform operations comprising: 

generating an image for a left eye and an image for a right 
eye by taking images of the virtual space by a virtual 
Stereo camera, 

acquiring either of a depth value at the designated position 
on the image for the left eye or the image for the right 
eye, and a depth value at the designated position on a 
third image acquired by taking an image of the virtual 
space by a third virtual camera having the same imaging 
direction as that of the virtual stereo camera, and 

stereoscopically displaying, on the display area, an image 
taken of the virtual space including the object arranged 
therein by the object arranging means. 

13. The non-transitory computer-readable storage medium 
having stored therein the display control program according 
to claim 12, wherein 

the third virtual camera is set between a virtual camera at 
the left and a virtual camera at the right which are com 
ponents of the virtual stereo camera, and 

the display control program causes the display control to 
perform operations of: 

acquiring the depth value of the third image at the desig 
nated position on the third image, and 

calculating the designated three-dimensional position 
based on the designated position on the third image and 
the depth value of the third image. 
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14. The non-transitory computer-readable storage medium 

having stored therein the display control program according 
to claim 13, wherein 

the third virtual camera is set at a middle location between 
the virtual camera at the left and the virtual camera at the 
right which are the components of the virtual stereo 
CaCa. 

15. The non-transitory computer-readable storage medium 
having stored therein the display control program according 
to claim 12, wherein 

a position designator is provided via a second display area, 
which is different from the first display area, and which 
detects a touch position on the second display area, and 

the display control program further causes said one or more 
processors to function and perform operations compris 
ing: 

generating a third image which is acquired by taking an 
image of the virtual space by a third virtual camera 
having the same imaging direction as that of the virtual 
Stereo camera, 

acquiring a depth value on the third image at a designated 
position corresponding to the touch position, 

and wherein the display control displays, on the display 
area, the image for the left eye and the image for the right 
eye, and displays, on the second display area, the third 
image. 

16. A display control apparatus comprising: 
image generator that generates a two-dimensional image, 

in which depth values are set in association with each 
pixel position of the two-dimensional image, by taking 
an image of a three-dimensional virtual space by a vir 
tual camera: 

depth value acquirer that acquires a depth value associated 
to pixel position a position designated by a user on the 
two-dimensional image via an input touch position des 
ignation; 

one or more processors configured to calculate, based on an 
acquired depth value, a spatial position in a depth direc 
tion in the virtual space as viewed by the virtual camera; 

designating object generator that produces a virtual desig 
nating object in the virtual space at the calculated spatial 
position in the depth direction; and 

display controller that displays on a first display area a first 
image taken of the virtual space which includes the 
virtual designating object produced therein and which 
displays a second image on a second display area, the 
second image being based upon the first image, wherein 
the input touch position designation is provided via a 
second display area, which is different from the first 
display area and which is capable of detecting a touch 
position on the second display area, and wherein the 
depth value is acquired based upon the touch position 
and a corresponding pixel position in the second image 
displayed on the second display area. 

17. A display control system comprising: 
a processing system, including at least one computer pro 

cessor, the processing system being configured to: 
generate a two-dimensional image, in which depth values 

are set, by taking an image of a three-dimensional virtual 
space by a virtual camera and setting depth values that 
are associated with each pixel position of the two-di 
mensional image: 

acquire an associated depth value for a pixel of the image 
corresponding to a designated position on the image, 
wherein the designated position on the image is pro 
vided by a user via an input device touch position des 
ignation; 
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calculate, using said at least one processor, a spatial posi 
tion in a depth direction in the virtual space as viewed by 
the virtual camera based on a depth value associated to 
the designated position on the image: 

produce a virtual designating object at the calculated Spa 
tial position in the depth direction in the virtual space; 
and 

display, on a first display area, a first image taken of the 
virtual space which includes the virtual designating 
object produced therein and display a second image on a 
second display area, the second image being based upon 
the first image, wherein the input touch position desig 
nation is provided via a second display area, which is 
different from the first display area and which is capable 
of detecting a touch position on the second display area, 
and wherein the depth value is acquired based upon the 
touch position and a corresponding pixel position in the 
second image displayed on the second display area. 

18. A display control method implemented using an infor 
mation processing apparatus having one or more processors 
for controlling a displaying of an image on a display device, 
the method comprising: 

generating a two-dimensional image, in which depth Val 
ues are set, by taking a two-dimensional image of a 
three-dimensional virtual space by a virtual camera and 
setting depth values which are associated with each pixel 
position of the image: 

acquiring the associated depth value for a pixel of the 
image at a designated position on the image, wherein the 
designated position on the image is provided by a user 
via an input device touch position designation; 

calculating, using said one or more processors, based on a 
depth value associated to the designated position on the 
image, a spatial position in a depth direction in the 
virtual space as viewed by the virtual camera; 

producing a virtual designating object at the calculated 
spatial position in the depth direction in the virtual 
space; and 

displaying, on a first display area, a first image taken of the 
virtual space which includes the virtual designating 
object produced therein and displaying a second image 
on a second display area, the second image being based 
upon the first image, wherein the input touch position 
designation is provided via a second display area, which 
is different from the first display area and which is 
capable of detecting a touch position on the second 
display area, and wherein the depth value is acquired 
based upon the touch position and a associated pixel 
position in the second image displayed on the second 
display area. 

19. A non-transitory computer-readable storage medium 
having stored therein a display control program having com 
puter-executable code or instructions which, when executed 
by one or more processors of a computerized display control, 
causes the display control to function and perform operations 
comprising: 

generating an image in which depth values are set, by 
taking a two-dimensional image of a three-dimensional 
virtual space by a virtual camera and setting depth values 
to be associated with each pixel position of the image; 

acquiring an associated depth value for a pixel of the image 
corresponding to a designated position on the image, 
wherein the designated position on the image is pro 
vided via an input device; 

calculating, based on the depth value of the designated 
position on the image, a spatial position in a depth direc 
tion in the virtual space as viewed from the virtual cam 
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era, wherein the calculated spatial position corresponds 
to a designated three-dimensional position in the virtual 
space, based on both the designated position on the 
image and the depth value of the image at the designated 
position; 

producing the virtual designating object at the designated 
three-dimensional position in the virtual space; 

producing a second virtual object to be displayed in the 
virtual space, wherein the second object is formed of a 
plurality of parts; 

generating an image by taking, via the virtual camera, an 
image of the virtual space including the second object 
and, if the designated position exists in an area in which 
the second object is displayed, determining, based on the 
designated three-dimensional position, an orientation of 
the designating object; 

determining, based on the designated position, a desig 
nated part from among the plurality of parts of the sec 
ond virtual object; 

determining the orientation of the designating object 
according to the designated part and arranging the des 
ignating object in the virtual space in the determined 
orientation; and 

displaying, on a first display area, an image taken of the 
virtual space which includes the virtual designating 
object arranged therein, wherein the designating object 
is a cursor object indicating a position within the virtual 
Space. 

20. A non-transitory computer-readable storage medium 
having stored therein a display control program having com 
puter-executable code or instructions which, when executed 
by one or more processors of a computerized display control, 
causes the display control to function and perform operations 
comprising: 

generating an image in which depth values are set, by 
taking a two-dimensional image of a three-dimensional 
virtual space by a virtual camera and setting depth values 
to be associated with each pixel position of the image; 

acquiring an associated depth value for a pixel of the image 
corresponding to a designated position on the image, 
wherein the designated position on the image is pro 
vided via an input device; 

calculating, based on the depth value of the designated 
position on the image, a spatial position in a depth direc 
tion in the virtual space as viewed from the virtual cam 
era, wherein the calculated spatial position corresponds 
to a designated three-dimensional position in the virtual 
space, based on both the designated position on the 
image and the depth value of the image at the designated 
position; 

producing the virtual designating object at the designated 
three-dimensional position in the virtual space; 

producing a second virtual object to be displayed in the 
virtual space; 

generating an image by taking, via the virtual camera, an 
image of the virtual space including the second object; 
and 

if the designated position exists in an area in which the 
second object is displayed, determining, based on the 
designated three-dimensional position, an orientation of 
the designating object and arranging in the virtual space 
the designating object in the determined orientation; and 

if the designated position exists within the area in which the 
second object is displayed, calculating the designated 
three-dimensional position in the virtual space based on 
the designated position and the depth value of the image 
at the designated position; and 
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if the designated position exists outside of the area in which 
the second object is displayed, calculating the desig 
nated three-dimensional position in the virtual space 
based on the designated position and a constant depth 
value; and 

displaying, on a first display area, an image taken of the 
virtual space which includes the virtual designating 
object arranged therein, wherein the designating object 
is a cursor object indicating a position within the virtual 
Space. 10 

32 


