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ESTABLISHING A VIDEO CONFERENCE 
DURING A PHONE CALL 

CROSS - REFERENCE TO RELATED 
APPLICATIONS 

[ 0001 ] This application is a continuation of U.S. patent 
application Ser . No. 16 / 666,073 , filed Oct. 28 , 2019 , and 
entitled “ ESTABLISHING A VIDEO CONFERENCE 
DURING A PHONE CALL , " which is a continuation of 
U.S. patent application Ser . No. 15 / 725,868 , filed Oct. 5 , 
2017 , and entitled “ ESTABLISHING A VIDEO CONFER 
ENCE DURING A PHONE CALL , " which is a continuation 
of U.S. patent application Ser . No. 14 / 263,889 , filed Apr. 28 , 
2014 , and entitled “ ESTABLISHING A VIDEO CONFER 
ENCE DURING A PHONE CALL , ” which is a continuation 
of U.S. patent application Ser . No. 12 / 794,766 , filed Jun . 6 , 
2010 , and entitled “ ESTABLISHING A VIDEO CONFER 
ENCE DURING A PHONE CALL , " which claims priority 
to U.S. Provisional Application No. 61 / 321,871 , filed Apr. 7 , 
2010 , and entitled “ ESTABLISHING A VIDEO CONFER 
ENCE DURING A PHONE CALL , " the entire disclosures 
of which are hereby incorporated by reference for all pur 
poses . 

BACKGROUND 

[ 0002 ] Many of today's portable devices , such as smart 
phones , provide video capture functionality . A user of the 
portable device can capture both still images and video 
through a camera on the phone . Hoy to transmit 
captured video to another party , the user must generally 
either send the video directly to the other party or upload the 
video to another location ( e.g. , an Internet video hosting site ) 
after the video is done being captured . Unfortunately , this 
does not allow the other party to view the live video stream 
as it is captured by the portable device . 
[ 0003 ] In addition , standard portable devices are only 
equipped with one camera , and processing information from 
this one camera is difficult enough . An ideal device would 
have multiple cameras and could send out live video that is 
a composition of video from at least two cameras . This is an 
especially difficult problem in light of the limited resources 
available for portable devices , both in terms of the device 
processing multiple captured video streams and a network to 
which the device is connected handling the transmission of 
the live video streams . 

[ 0005 ] One example of a real - time communication session 
that involves the transmission of the captured video images 
is a video conference . In some embodiments , the mobile 
device can only transmit one camera's captured video 
images at any given time during a video conference . In other 
embodiments , however , the mobile device can transmit 
captured video images from both of its cameras simultane 
ously during a video conference or other real - time commu 
nication session . 
[ 0006 ] During a video conference with another device , the 
mobile device of some embodiments can transmit other 
types of content along with the video captured by one or 
both of its cameras . One example of such other content 
includes low or high resolution picture images that are 
captured by one of the device's cameras , while the device's 
other camera is capturing a video that is used in the video 
conference . Other examples of such other content include 
( 1 ) files and other content stored on the device , ( 2 ) the screen 
display of the device ( i.e. , the content that is displayed on the 
device's screen ) , ( 3 ) content received from another device 
during a video conference or other real - time communication 
session , etc. 
[ 0007 ] The mobile devices of some embodiments employ 
novel in - conference adjustment techniques for making 
adjustments during a video conference . For instance , while 
transmitting only one camera's captured video during a 
video conference , the mobile device of some embodiments 
can dynamically switch to transmitting a video captured by 
its other camera . In such situations , the mobile device of 
some embodiments notifies any other device participating in 
the video conference of this switch so that this other device 
can provide a smooth transition on its end between the 
videos captured by the two cameras . 
[ 0008 ] In some embodiments , the request to switch cam 
eras not only can originate on the “ local ” device that 
switches between its cameras during the video conference , 
but also can originate from the other “ emote ” device that is 
receiving the video captured by the local device . Moreover , 
allowing one device to direct another device to switch 
cameras is just one example of a remote control capability 
of the devices of some embodiments . Examples of other 
operations that can be directed to a device remotely in some 
embodiments include exposure adjustment operations ( e.g. , 
auto - exposure ) , focus adjustment operations ( e.g. , auto 
focus ) , etc. Another example of a novel in - conference 
adjustment that can be specified locally or remotely is the 
identification of a region of interest ( ROI ) in a captured 
video , and the use of this ROI identification to modify the 
behavior of the capturing camera , to modify the image 
processing operation of the device with the capturing cam 
era , or to modify the encoding operation of the device with 
the capturing camera . 
[ 0009 ] Yet another example of a novel in - conference 
adjustment of some embodiments involves real - time modi 
fications of composite video displays that are generated by 
the devices . Specifically , in some embodiments , the mobile devices generate composite displays that simultaneously 
display multiple videos captured by multiple cameras of one 
or more devices . In some cases , the composite displays place 
the videos in adjacent display areas ( e.g. , in adjacent win 
dows ) . In other cases , the composite display is a picture - in 
picture ( PIP ) display that includes at least two display areas 
that show two different videos where one of the display areas 
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BRIEF SUMMARY 

[ 0004 ] Some embodiments of the invention provide a 
mobile device with two cameras that can take pictures and 
videos . The mobile device of some embodiments has a 
display screen for displaying the captured picture images 
and video images . It also includes a storage for storing the 
captured images for later transmission to another device . 
The device further has a network interface that allows the 
device to transmit the captured images to one or more 
devices during a real - time communication session between 
the users of the devices . The device also includes an encoder 
that it can use to encode the captured images for local 
storage or for transmission to another device . The mobile 
device further includes a decoder that allows the device to 
decode images captured by another device during a real - time 
communication session or to decode images stored locally . 

a 



US 2021/0360192 A1 Nov. 18 , 2021 
2 

a 

a 

is a background main display area and the other is a 
foreground inset display area that overlaps the background 
main display area . 
[ 0010 ] The real - time modifications of the composite video 
displays in some embodiments involve moving one or more 
of the display areas within a composite display in response 
to a user's selection and movement of the display areas . 
Some embodiments also rotate the composite display during 
a video conference , when the screen of the device that 
provides this composite display rotates . Also , the mobile 
device of some embodiments allows the user of the device 
to swap the videos in a PIP display ( i.e. , to make the video 
in the foreground inset display appear in the background 
main display while making the video in the background 
main display appear in the foreground inset display ) . 
[ 0011 ] The preceding Summary is intended to serve as a 
brief introduction to some embodiments of the invention . It 
is not meant to be an introduction or overview of all 
inventive subject matter disclosed in this document . The 
Detailed Description that follows and the Drawings that are 
referred to in the Detailed Description will further describe 
the embodiments described in the Summary as well as other 
embodiments . Accordingly , to understand all the embodi 
ments described by this document , a full review of the 
Summary , Detailed Description and the Drawings is needed . 
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BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0027 ] FIG . 15 conceptually illustrates a process of some 
embodiments for setting a bit rate for a video conference . 
[ 0028 ] FIG . 16 conceptually illustrates another software 
architecture for a video conferencing and processing module 
of a dual camera mobile device of some embodiments . 
[ 0029 ] FIG . 17 conceptually illustrates another software 
architecture for a dual camera mobile device of some 
embodiments . 
[ 0030 ] FIG . 18 conceptually illustrates a process per 
formed by a video conference manager of some embodi 
ments such as that illustrated in FIG . 16 . 
[ 0031 ] FIG . 19 conceptually illustrates a software archi 
tecture for a temporal noise reduction module of some 
embodiments . 
[ 0032 ] FIG . 20 conceptually illustrates a process of some 
embodiments for reducing temporal noise of images of a 
video . 
[ 0033 ] FIG . 21 conceptually illustrates a process per 
formed by an image processing manager of some embodi 
ments such as that illustrated in FIG . 9 . 
[ 0034 ] FIG . 22 illustrates a user interface of some embodi 
ments for an exposure adjustment operation . 
[ 0035 ] FIG . 23 illustrates a user interface of some embodi 
ments for a focus adjustment operation . 
[ 0036 ] FIG . 24 conceptually illustrates a perspective cor 
rection process performed by an image processing manager 
of some embodiments such as that illustrated in FIG . 16 . 
[ 0037 ] FIG . 25 conceptually illustrates example perspec 
tive correction operations of some embodiments . 
[ 0038 ] FIG . 26 conceptually illustrates a software archi 
tecture for an encoder driver of some embodiments such as 
that illustrated in FIG . 16 . 
[ 0039 ] FIG . 27 conceptually illustrates an image resizing 
process performed by an encoder driver of some embodi 
ments such as that illustrated in FIG . 26 . 
[ 0040 ] FIG . 28 conceptually illustrates a software archi 
tecture for a decoder driver of some embodiments such as 
that illustrated in FIG . 16 . 
[ 0041 ] FIG . 29 conceptually illustrates an image extrac 
tion process performed by a decoder driver of some embodi 
ments such as that illustrated in FIG . 28 . 
[ 0042 ] FIG . 30 illustrates an encoder driver of some 
embodiments that includes two rate controllers . 
[ 0043 ] FIG . 31 conceptually illustrates a software archi 
tecture for a networking manager of some embodiments 
such as that illustrated in FIG . 16 . 
[ 0044 ] FIG . 32 illustrates a user interface of some embodi 
ments for a snap - to - comer operation . 
[ 0045 ] FIG . 33 illustrates another user interface of some 
embodiments for a snap - to - comer operation . 
[ 0046 ] FIG . 34 illustrates a user interface of some embodi 
ments for a PIP display rotation operation . 
[ 0047 ] FIG . 35 illustrates another user interface of some 
embodiments for a PIP display rotation operation . 
[ 0048 ] FIG . 36 illustrates another user interface of some 
embodiments for a PIP display rotation operation . 
[ 0049 ] FIG . 37 illustrates another user interface of some 
embodiments for a PIP display rotation operation . 
[ 0050 ] FIG . 38 illustrates a user interface of some embodi 
ments for resizing a foreground inset display area in a PIP 
display . 
[ 0051 ] FIG . 39 illustrates another user interface of some 
embodiments for resizing an inset display area in a PIP 
display . 
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[ 0012 ] The novel features of the invention are set forth in 
the appended claims . However , for purpose of explanation , 
several embodiments of the invention are set forth in the 
following figures . 
[ 0013 ] FIG . 1 illustrates a composite display of some 
embodiments . 
[ 0014 ] FIG . 2 illustrates another composite display of 
some embodiments . 
[ 0015 ] FIG . 3 conceptually illustrates a software architec 
ture for a video processing and encoding module of a dual 
camera mobile device of some embodiments . 
[ 0016 ] FIG . 4 conceptually illustrates a captured image 
processing unit of some embodiments . 
[ 0017 ] FIG . 5 conceptually illustrates examples of differ 
ent frame rates based on different vertical blanking intervals 
( VBis ) . 
[ 0018 ] FIG . 6 conceptually illustrates examples of differ 
ent interleaving frame rates based on different VBis . 
[ 0019 ] FIG . 7 conceptually illustrates another captured 
image processing unit of some embodiments . 
[ 0020 ] FIG . 8 conceptually illustrates another captured 
image processing unit of some embodiments . 
[ 0021 ] FIG . 9 conceptually illustrates a software architec 
ture for a video conferencing and processing module of a 
dual camera mobile device of some embodiments . 
[ 0022 ] FIG . 10 conceptually illustrates an example video 
conference request messaging sequence of some embodi 
ments . 
[ 0023 ] FIG . 11 illustrates a user interface of some embodi 
ments for a video conference setup operation . 
[ 0024 ] FIG . 12 illustrates a user interface of some embodi 
ments for accepting an invitation to a video conference . 
[ 0025 ] FIG . 13 illustrates another user interface of some 
embodiments for accepting an invitation to a video confer 
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ence . 

[ 0026 ] FIG . 14 illustrates another user interface of some 
embodiments for a video conference setup operation . 
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[ 0052 ] FIG . 40 illustrates another user interface of some 
embodiments for resizing an inset display area in a PIP 
display . 
[ 0053 ] FIG . 41 illustrates another user interface of some 
embodiments for resizing an inset display area in a PIP 
display . 
[ 0054 ] FIG . 42 illustrates a user interface of some embodi 
ments for identifying a region of interest in a display . 
[ 0055 ] FIG . 43 illustrates another user interface of some 
embodiments for identifying a region of interest in a display . 
[ 0056 ] FIG . 44 illustrates another user interface of some 
embodiments for identifying a region of interest in a display . 
[ 0057 ] FIG . 45 illustrates a process of some embodiments 
for performing a local switch camera operation on a dual 
camera mobile device . 
[ 0058 ] FIG . 46 illustrates a user interface of some embodi 
ments for a switch camera operation . 
[ 0059 ] FIG . 47 illustrates another user interface of some 
embodiments for a switch camera operation . 
[ 0060 ] FIG . 48 illustrates another user interface of some 
embodiments for a switch camera operation . 
[ 0061 ] FIG . 49 illustrates another user interface of some 
embodiments for a switch camera operation . 
[ 0062 ] FIG . 50 illustrates a process of some embodiments 
for performing a remote switch camera operation on a dual 
camera mobile device . 
[ 0063 ] FIG . 51 illustrates a user interface of some embodi 
ments for a remote control switch camera operation . 
[ 0064 ] FIG . 52 illustrates another user interface of some 
embodiments for a remote control switch camera operation . 
[ 0065 ] FIG . 53 illustrates another user interface of some 
embodiments for a remote control switch camera operation . 
[ 0066 ] FIG . 54 illustrates another user interface of some 
embodiments for a remote control switch camera operation . 
[ 0067 ] FIG . 55 conceptually illustrates a process of some 
embodiments for performing an exposure adjustment opera 
tion . 
[ 0068 ] FIG . 56 illustrates a user interface of some embodi 
ments for an exposure adjustment operation . 
[ 0069 ] FIG . 57 illustrates another user interface of some 
embodiments for an exposure adjustment operation . 
[ 0070 ] FIG . 58 illustrates another user interface of some 
embodiments for an exposure adjustment operation . 
[ 0071 ] FIG . 59 conceptually illustrates an exposure adjust 
ment process performed by an image processing manager of 
some embodiments such as that illustrated in FIG . 16 . 
[ 0072 ] FIG . 60 conceptually illustrates exposure adjust 
ment operations of some embodiments . 
[ 0073 ] FIG . 61 conceptually illustrates a process of some 
embodiments for performing a focus adjustment operation . 
[ 0074 ] FIG . 62 illustrates a user interface of some embodi 
ments for a focus adjustment operation . 
[ 0075 ] FIG . 63 illustrates another user interface of some 
embodiments for a focus adjustment operation . 
[ 0076 ] FIG . 64 illustrates another user interface of some 
embodiments for a focus adjustment operation . 
[ 0077 ] FIG . 65 illustrates different display arrangements 
of some embodiments for videos captured from one or more 
dual camera mobile devices . 
[ 0078 ] FIG . 66 illustrates a user interface of some embodi 
ments for supenmposmg a foreground of an inset video onto 
a background video in a PIP display . 
[ 0079 ] FIG . 67 illustrates a technique of some embodi 
ments for determining a foreground of video images . 

[ 0080 ] FIG . 68 illustrates a user interface of some embodi 
ments for swapping an inset display with a background 
display in a PIP display during a video conference . 
[ 0081 ] FIG . 69 illustrates a user interface of some embodi 
ments for a snap - to - comer operation . 
[ 0082 ] FIG . 70 illustrates a user interface of some embodi 
ments for a snap - to - comer and push operation . 
[ 0083 ] FIG . 71 illustrates a user interface of some embodi 
ments for a PIP display rotation operation . 
[ 0084 ] FIG . 72 illustrates another user interface of some 
embodiments for a PIP display rotation operation . 
[ 0085 ] FIG . 73 illustrates a user interface of some embodi 
ments for selecting one video from two remote videos 
during a video conference . 
[ 0086 ] FIG . 74 illustrates a user interface of some embodi 
ments for selecting one video from two local videos during 
a video conference . 
[ 0087 ] FIG . 75 illustrates a user interface of some embodi 
ments for a pre - conference selection of a video to use for the 
video conference . 
[ 0088 ] FIG . 76 illustrates examples of bandwidth alloca 
tion between two videos captured by a dual camera mobile 
device of some embodiments . 
[ 0089 ] FIG . 77 conceptually illustrates an arbitrator mod 
ule of some embodiments for managing rate controllers of a 
dual camera mobile device . 
[ 0090 ] FIG . 78 conceptually illustrates a method of some 
embodiments for encoding images captured by cameras of a 
dual camera mobile device . 
[ 0091 ] FIG . 79 conceptually illustrates another method of 
some embodiments for encoding images captured by cam 
eras of a dual camera mobile device . 
[ 0092 ] FIG . 80 illustrates example image composites for 
the method illustrated in FIG . 79 . 
[ 0093 ] FIG . 81 conceptually illustrates another method of 
some embodiments for encoding images captured by cam 
eras of a dual camera mobile device . 
[ 0094 ] FIG . 82 conceptually illustrates a method of some 
embodiments for decoding images captured by cameras of a 
dual camera mobile device . 
[ 0095 ] FIG . 83 conceptually illustrates another method of 
some embodiments for decoding images captured by cam 
eras of a dual camera mobile device . 
[ 0096 ] FIG . 84 conceptually illustrates another software 
architecture for a video conferencing and processing module 
of a dual camera mobile device of some embodiments . 
[ 0097 ] FIG . 85 illustrates a user interface of some embodi 
ments for a multi - participant video conference . 
[ 0098 ] FIG . 86 illustrates another user interface of some 
embodiments for a multi - participant video conference . 
[ 0099 ] FIG . 87 illustrates another user interface of some 
embodiments for a multi - participant video conference . 
[ 0100 ] FIG . 88 conceptually illustrates an application pro 
gramming interface ( API ) architecture of some embodi 
ments . 
[ 0101 ] FIG . 89 illustrates an architecture for a dual camera 
mobile computing device of some embodiments . 
[ 0102 ] FIG . 90 conceptually illustrates a touch input / 
output ( I / O ) device of some embodiments . 
[ 0103 ] FIG . 91 conceptually illustrates an example com 
munication system of some embodiments . 
[ 0104 ] FIG . 92 conceptually illustrates another example 
communication system of some embodiments . 
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DETAILED DESCRIPTION 

[ 0105 ] In the following description , numerous details are 
set forth for purpose of explanation . However , one of 
ordinary skill in the art will realize that the invention may be 
practiced without the use of these specific details . In other 
instances , well - known structures and devices are shown in 
block diagram form in order not to obscure the description 
of the invention with unnecessary detail . 
[ 0106 ] Some embodiments of the invention provide a 
mobile device with two cameras that can take pictures and 
videos . Examples of mobile devices include mobile phones , 
smartphones , personal digital assistants ( PDAs ) , laptops , 
tablet personal computers , or any other type of mobile 
computing device . As used in this document , pictures refer 
to still picture images that are taken by the camera one at a 
time in a single - picture mode , or several at a time in a 
fast - action mode . Video , on the other hand , refers to a 
sequence of video images that are captured by a camera at 
a particular rate , which is often referred to as a frame rate . 
Typical frame rates for capturing video are 25 frames per 
second ( fps ) , 30 fps , and 60 fps . The cameras of the mobile 
device of some embodiments can capture video images ( i.e. , 
video frames ) at these and other frame rates . 
[ 0107 ] The mobile device of some embodiments ( 1 ) can 
display the captured picture images and video images , ( 2 ) 
can store the captured images for later transmission to 
another device , ( 3 ) can transmit the captured images to one 
or more devices during a real - time communication session 
between the users of the devices , and ( 4 ) can encode the 
captured images for local storage or for transmission to 
another device . 
[ 0108 ] One example of a real - time communication session 
that involves the transmission of the captured video images 
is a video conference . In some embodiments , the mobile 
device can only transmit one camera's captured video 
images at any given time during a video conference . In other 
embodiments , however , the mobile device can transmit 
captured video images from both of its cameras simultane 
ously during a video conference or other real - time commu 
nication session . 
[ 0109 ] The mobile devices of some embodiments generate 
composite displays that include simultaneous display of 
multiple videos captured by multiple cameras of one or more 
devices . In some cases , the composite displays place the 
videos in adjacent display areas ( e.g. , in adjacent windows ) . 
FIG . 1 illustrates one such example of a composite display 
100 that includes two adjacent display areas 105 and 110 that 
simultaneously display two videos captured by two cameras 
of one device or captured by two cameras of two different 
devices that are in a video conference . 
[ 0110 ] In other cases , the composite display is a PIP 
display that includes at least two display areas that show two 
different videos , where one of the display areas is a back 
ground main display area and the other is a foreground inset 
display area that overlaps the background main display area . 
FIG . 2 illustrates one such example of a composite PIP 
display 200. This composite PIP display 200 includes a 
background main display area 205 and a foreground inset 
display area 210 that overlaps the background main display 
area . The two display areas 205 and 210 simultaneously 
display two videos captured by two cameras of one device , 
or captured by two cameras of two different devices that are 
in a video conference . While the example composite PIP 
displays illustrated and discussed in this document are 

similar to the composite PIP display 200 , which shows the 
entire foreground inset display area 210 within the back 
ground main display area 205 , other composite PIP displays 
that have the foreground inset display area 210 overlapping , 
but not entirely inside , the background main display area 
205 are possible . 
[ 0111 ] In addition to transmitting video content during a 
video conference with another device , the mobile device of 
some embodiments can transmit other types of content along 
with the conference's video content . One example of such 
other content includes low or high resolution picture images 
that are captured by one of the device's cameras , while the 
device's other camera is capturing a video that is used in the 
video conference . Other examples of such other content 
include ( 1 ) files and other content stored on the device , ( 2 ) 
the screen display of the device ( i.e. , the content that is 
displayed on the device's screen ) , ( 3 ) content received from 
another device during a video conference or other real - time 
communication session , etc. 
[ 0112 ] The mobile devices of some embodiments employ 
novel in - conference adjustment techniques for making 
adjustments during a video conference . For instance , while 
transmitting only one camera's captured video during a 
video conference , the mobile device of some embodiments 
can dynamically switch to transmitting the video captured 
by its other camera . In such situations , the mobile device of 
some embodiments notifies any other device participating in 
the video conference of this switch so that this other device 
can provide a smooth transition on its end between the 
videos captured by the two cameras . 
[ 0113 ] In some embodiments , the request to switch cam 
eras not only can originate on the “ local ” device that 
switches between its cameras during the video conference , 
but also can originate from the other “ remote ” device that is 
receiving the video captured by the local device . Moreover , 
allowing one device to direct another device to switch 
cameras is just one example of a remote control capability 
of the devices of some embodiments . Examples of other 
operations that can be directed to a device remotely in some 
embodiments include exposure adjustment operations ( e.g. , 
auto - exposure ) , focus adjustment operations ( e.g. , auto 
focus ) , etc. Another example of a novel in - conference 
adjustment that can be specified locally or remotely is the 
identification of a region of interest ( ROI ) in a captured 
video , and the use of this ROI identification to modify the 
behavior of the capturing camera , to modify the image 
processing operation of the device with the capturing cam 
era , or to modify the encoding operation of the device with 
the capturing camera . 
[ 0114 ] Yet another example of a novel in - conference 
adjustment of some embodiments involves real - time modi 
fications of composite video displays that are generated by 
the devices . Specifically , in some embodiments , the real 
time modifications of the composite video displays involve 
moving one or more of the display areas within a composite 
display in response to a user's selection and movement of 
the display areas . Some embodiments also rotate the com 
posite display during a video conference , when the screen of 
the device that provides this composite display rotates . Also , 
the mobile device of some embodiments allow the user of 
the device to flip the order of videos in a PIP display ( i.e. , 
to make the video in the foreground inset display appear in 
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the background main display , while making the video in the 
background main display appear in the foreground inset 
display ) . 
[ 0115 ] Several more detailed embodiments are described 
below . Section I provides a description of the video pro 
cessing architecture of some embodiments . Section 11 then 
describes the captured image processing unit of some 
embodiments . In some embodiments , this unit is the com 
ponent of the device that is responsible for processing raw 
images captured by the cameras of the device . 
[ 0116 ] Next , Section III describes the video conferencing 
architecture of some embodiments . This section also 
describes the video conference module of some embodi 
ments , as well as several manners for setting up a single 
camera video conference . Section IV then describes in 
conference adjustment and control operations of some 
embodiments . Section V then describes video conference 
features of embodiments that transmit and display multiple 
videos from individual devices during a video conference . 
Section VI next describes transmission of real - time video 
along with non real - time content during a video conference . 
Lastly , Section VII describes the hardware architecture of 
the dual camera device of some embodiments . 

1. Video Capture and Processing 
[ 0117 ] FIG . 3 conceptually illustrates a video processing 
and encoding module 300 of a dual camera mobile device of 
some embodiments . In some embodiments , the module 300 
processes images and encodes videos that are captured by 
the cameras of the dual camera mobile device . As shown in 
FIG . 3 , this module 300 includes a captured image process 
ing unit ( CIPU ) driver 305 , a media exchange module 310 , 
an encoder driver 320 , and a video processing module 325 . 
[ 0118 ] In some embodiments , the media exchange module 
310 allows programs on the device that are consumers and 
producers of media content to exchange media content and 
instructions regarding the processing of the media content . 
In the video processing and encoding module 300 , the media 
exchange module 310 of some embodiments routes instruc 
tions and media content between the video processing 
module 325 and the CIPU driver 305 , and between the video 
processing module 325 and the encoder driver 320. To 
facilitate the routing of such instructions and media content , 
the media exchange module 310 of some embodiments provides a set of application programming interfaces ( APis ) 
for the consumers and producers of media content to use . In 
some of such embodiments , the media exchange module 310 
is a set of one or more frameworks that is part of an 
operating system running on the dual camera mobile device . 
One example of such a media exchange module 310 is the 
Core Media framework provided by Apple Inc. 
[ 0119 ] The video processing module 325 performs image 
processing on the images and / or the videos captured by the 
cameras of the device . Examples of such operations include 
exposure adjustment operations , focus adjustment opera 
tions , perspective correction , dynamic range adjustment , 
image resizing , image compositing , etc. In some embodi 
ments , some image processing operations can also be per 
formed by the media exchange module 310. For instance , as 
shown in FIG . 3 , the media exchange module 310 of some 
embodiments performs a temporal noise reduction ( TNR ) 
operation ( e.g. , by TNR 315 ) that reduces noise in video 
images captured by the cameras of the device . Further 

examples of such image processing operations of the video 
processing module 325 and the media exchange module 310 
will be provided below . 
[ 0120 ] Through the media exchange module 310 , the 
video processing module 325 interfaces with the CIPU 
driver 305 and the encoder driver 320 , as mentioned above . 
The CIPU driver 305 serves as a communication interface 
between a captured image processing unit ( CIPU ) 330 and 
the media exchange module 310. As further described 
below , the CIPU 330 is the component of the dual camera 
device that is responsible for processing images captured 
during image capture or video capture operations of the 
device's cameras . From the video processing module 325 
through the media exchange module 310 , the CIPU driver 
305 receives requests for images and / or videos from one or 
both of the device's cameras . The CIPU driver 305 relays 
such requests to the CIPU 330 , and in response receives the 
requested images and / or videos from the CIPU 330 , which 
the CIPU driver 305 then sends to the video processing 
module 325 through the media exchange module 310 . 
Through the CIPU driver 305 and the media exchange 
module 310 , the video processing module 325 of some 
embodiments also sends instructions to the CIPU 330 in 
order to modify some of its operations ( e.g. , to modify a 
camera's frame rate , exposure adjustment operation , focus 
adjustment operation , etc. ) . 
[ 0121 ] The encoder driver 320 serves as a communication 
interface between the media exchange module 310 and an 
encoder hardware 335 ( e.g. , an encoder chip , an encoding 
component on a system on chip , etc. ) . In some embodi 
ments , the encoder driver 320 receives images and requests 
to encode the images from the video processing module 325 
through the media exchange module 310. The encoder driver 
320 sends the images to be encoded to the encoder 335 , 
which then performs picture encoding or video encoding on 
the images . When the encoder driver 320 receives encoded 
images from the encoder 335 , the encoder driver 320 sends 
the encoded images back to the video processing module 
325 through the media exchange module 310 . 
[ 0122 ] In some embodiments , the video processing mod 
ule 325 can perform different operations on the encoded 
images that it receives from the encoder . Examples of such 
operations include storing the encoded images in a storage 
of the device , transmitting the encoded images in a video 
conference through a network interface of the device , etc. 
[ 0123 ] In some embodiments , some or all of the modules 
of the video processing and encoding module 300 are 
implemented as part of an operating system . For example , 
some embodiments implement all four components 305 , 
310 , 320 , and 325 of this module 300 as part of the operating 
system of the device . Other embodiments implement the 
media exchange module 310 , the CIPU driver 305 , and the 
encoder driver 320 as part of the operating system of the 
device , while having the video processing module 325 as an 
application that runs on the operating system . Still , other 
implementations of the module 300 are possible . 
[ 0124 ] The operation of the video processing and encod 
ing module 300 during a video capture session will now be 
described . To start a video capture session , the video pro 
cessing module 325 initializes several components that are 
needed for the video capture session . In some embodiments , 
these components include ( 1 ) the CIPU 330 , ( 2 ) a scaling 
and compositing module ( not shown ) of the video process 
ing module 325 , ( 3 ) an image processing module ( not 



US 2021/0360192 A1 Nov. 18 , 2021 
6 

a 

shown ) of the video processing module 325 , and ( 4 ) the 
encoder 335. Also , the video processing module 325 of some 
embodiments initializes a network manager ( not shown ) 
when it is participating in a video conference . 
[ 0125 ] Through the media exchange module 310 and the 
CIPU driver 305 , the video processing module sends its 
initialization request to the CIPU 330 , in order to have one 
or both of the cameras of the device start video capturing . In 
some embodiments , this request specifies a particular frame 
rate , exposure level , and scaling size for each camera that 
needs to capture a video . In response to this request , the 
CIPU 330 starts to return video images from the requested 
cameras at the specified rate ( s ) , exposure level ( s ) , and 
scaling size ( s ) . These video images are returned to the video 
processing module 325 through the CIPU driver 305 and the 
media exchange module 310 , which , as mentioned above , 
performs TNR operations on the video images before sup 
plying them to the video processing module 325. At the 
video processing module 325 , the video images are stored in 
a buffer ( not shown ) for additional image processing . 
[ 0126 ] The image processing module of the video pro 
cessing module 325 retrieves the video images stored in the 
buffer for additional video processing . The scaling and 
compositing module then retrieves the processed video 
images in order to scale them if necessary for real time 
display on the display screen of the device . In some embodi 
ments , this module creates composite images from the 
images captured by two cameras of the device or from 
images captured by the camera ( s ) of the device along with 
the camera ( s ) of another device during a video conference in 
order to provide a real - time display of the captured video 
images on the device or to create a composite video image 
for encoding 
[ 0127 ] The processed and / or composited video images are 
supplied to the encoder 335 through the encoder driver 320 
and the media exchange module 310. The encoder 335 then 
encodes the video images . The encoded images are then 
returned to the video processing module 325 ( again through 
the encoder driver 320 and the media exchange module 310 ) 
for storage on the device or for transmission during a video 
conference . When the device is participating in a video 
conference , the network manager ( that was initialized by the 
video processing module 325 ) then retrieves these encoded 
images , packetizes them and transmits them to one or more 
other devices through a network interface ( not shown ) of the 
device . 
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image processing unit ( CIPU ) 400 of some embodiments . 
This CIPU 400 includes a single processing pipeline 485 
that either processes images from only one of the device's 
cameras at a time , or processes images from both of the 
device's cameras simultaneously in a time - division multi 
plex fashion ( i.e. , in a time interleaved manner ) . The CIPU 
400's processing pipeline 485 can be configured differently 
to address differing characteristics and / or operational set 
tings of the different cameras . Examples of different camera 
characteristics in some embodiments include different reso 
lutions , noise sensors , lens types ( fixed or zoom lens ) , etc. 
Also , examples of different operational settings under which 
the device can operate the cameras in some embodiments 
include image resolution size , frame rate , zoom level , expo 
sure level , etc. 
[ 0131 ] As shown in FIG . 4 , the CIPU 400 includes a 
sensor module 415 , a line / frame buffer 417 , a bad pixel 
correction ( BPC ) module 420 , a lens shading ( LS ) module 
425 , a demosaicing module 430 , a white balance ( WB ) 
module 435 , a gamma module 440 , a color space conversion 
( CSC ) module 445 , a hue , saturation , and contrast ( HSC ) 
module 450 , a scaler module 455 , a filter module 460 , a 
statistics engine 465 , two sets of registers 470 , and a 
controller module 475. In some embodiments , all of the 
modules of the CIPU 400 are implemented in hardware ( e.g. , 
an ASIC , FPGA , a SOC with a microcontroller , etc. ) , while 
in other embodiments , some or all of the modules of the 
CIPU 400 are implemented in software . 
[ 0132 ] As shown in FIG . 4 , the sensor module 415 com 
municatively couples to two pixel arrays 410a and 410b 
and two sets of sensors 405a and 405b of two cameras of the 
device . In some embodiments , this communicative coupling 
is facilitated through each camera sensor's mobile industry 
processor interface ( MIPI ) . 
[ 0133 ] Through this communicative coupling , the sensor 
module 415 can forward instructions to the cameras to 
control various aspects of each camera's operations such as 
its power level , zoom level , focus , exposure level , etc. In 
some embodiments , each camera has four operational power 
modes . In the first operational power mode , the camera is 
powered off . For the second operational power mode , the 
camera is powered on , but it is not yet configured . In the 
third operational power mode , the camera is powered on , the 
camera's sensor is configured , and the camera sensor's 
pixels are collecting photons and converting the collected 
photons to digital values . However , the camera sensor is not 
yet sending images to the sensor module 415. Finally , in the 
fourth operational power mode , the camera is in the same 
operational power mode as the third power mode except the 
camera is now sending images to the sensor module 415 . 
[ 0134 ] During the operation of the device , the cameras 
may switch from one operational power mode to another any 
number of times . When switching operational power modes , 
some embodiments require the cameras to switch opera 
tional power modes in the order described above . Therefore , 
in those embodiments , a camera in the first operational 
power mode can only switch to the second operational 
power mode . When the camera is in the second operational 
power mode , it can switch to the first operational power 
mode or to the third operational power mode . Similarly , the 
camera can switch from the third operational power mode to 
the second operational power mode or the fourth operation 

II . Captured Image Processing 
[ 0128 ] A. Single Pipeline 
[ 0129 ] The images captured by cameras of the dual cam 
era mobile device of some embodiments are raw , unpro 
cessed images . These images require conversion to a par 
ticular color space before the images can be used for other 
operations such as transmitting the images to another device 
( e.g. , during a video conference ) , storing the images , or 
displaying the images . In addition , the images captured by 
the cameras may need to be processed to correct errors 
and / or distortions and to adjust the images ' color , size , etc. 
Accordingly , some embodiments perform several process 
ing operations on the images before storing , transmitting , 
and displaying such images . Part of the processing of such 
images is performed by the CIPU 330 . 
[ 0130 ] One example of such a CIPU is illustrated in FIG . 
4. Specifically , this figure conceptually illustrates a captured 
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power mode . When the camera is in the fourth operational 
power mode , it can only switch back to the third operational 
power mode . 

2 

[ 0135 ] Moreover , switching from one operational power 
mode to the next or the previous operational power mode 
takes a particular amount of time . Thus , switching between 
two or three operational power modes is slower than switch 
ing between one operational power mode . The different 
operational power modes also consume different amounts of 
power . For instance , the fourth operational power mode 
consumes the most amount of power , the third operational 
power mode consumes more power than the first and second , 
and the second operational power mode consumes more than 
the first . In some embodiments , the first operational power 
mode does not consume any power . 
[ 0136 ] When a camera is not in the fourth operational 
power mode capturing images , the camera may be left in one 
of the other operational power modes . Determining the 
operational mode in which to leave the unused camera 
depends on how much power the camera is allowed to 
consume and how fast the camera may need to respond to a 
request to start capturing images . For example , a camera 
configured to operate in the third operational power mode 
( e.g. , standby mode ) consumes more power than a camera 
configured to be in the first operational power mode ( i.e. , 
powered off ) . However , when the camera is instructed to 
capture images , the camera operating in the third operational 
power mode can switch to the fourth operational power 
mode faster than the camera operating in the first operational 
power mode . As such , the cameras can be configured to 
operate in the different operational power modes when not 
capturing images based on different requirements ( e.g. , 
response time to a request to capture images , power con 
sumption ) . 
[ 0137 ] Through its communicative coupling with each 
camera , the sensor module 415 can direct one or both sets of 
camera sensors to start capturing images when the video 
processing module 325 requests one or both cameras to start 
capturing images and the sensor module 415 receives this 
request through the controller module 475 , as further 
described below . Bayer filters are superimposed over each of 
the camera sensors and thus each camera sensor outputs 
Bayer pattern images , which are stored in the pixel array 
associated with each camera sensor . A Bayer pattern image 
is an image where each pixel only stores one color value : 
red , blue , or green . 
[ 0138 ] Through its coupling with the pixel arrays 410a 
and 410b , the sensor module 415 retrieves raw Bayer 
pattern images stored in the camera pixel arrays 410a and 
410b . By controlling the rate at which the sensor module 
415 retrieves images from a camera's pixel array , the sensor 
module 415 can control the frame rate of the video images 
that are being captured by a particular camera . By control 
ling the rate of its image retrieval , the sensor module 415 can 
also interleave the fetching of images captured by the 
different cameras in order to interleave the CIPU processing 
pipeline 485's image processing of the captured images 
from the different cameras . The sensor module 415's control 
of its image retrieval is further described below in sub 
sections II.A.I and II.A.2 . 
[ 0139 ] The sensor module 415 stores image lines ( i.e. , 
rows of pixels of an image ) in the line / frame buffer 417 , 
which the sensor module 415 retrieves from the pixel arrays 
410a and 410b . Each image line in the line / frame buffer 

417 is processed through the CIPU processing pipeline 485 . 
As shown in FIG . 4 , the CIPU processing pipeline 485 is 
formed by the BPC module 420 , the LS module 425 , the 
demosaicing module 430 , the WB module 435 , the gamma 
module 440 , the CSC module 445 , the HSC module 450 , the 
scaler module 455 , and the filter module 460. In some 
embodiments , the CIPU processing pipeline 485 processes 
images from the line / frame buffer 417 on a line - by - line ( i.e. , 
row - by - row ) basis while in other embodiments the CIPU 
processing pipeline 485 processes entire images from the 
line / frame buffer 417 on a frame - by - frame basis . 
[ 0140 ] In the exemplary pipeline illustrated in FIG . 4 , the 
BPC module 420 is the module that retrieves the images 
from the line / frame buffer 417. This module performs a 
bad - pixel removal operation that attempts to correct bad 
pixels in the retrieved images that might have resulted from 
one or more of the camera sensors being defective ( e.g. , the 
defective photo sensors do not sense light at all , sense light 
incorrectly , etc. ) . In some embodiments , the BPC module 
420 detects bad pixels by comparing a particular pixel in an 
image with one or more neighboring pixels in the image . If 
the difference between the value of the particular pixel and 
the values of the neighboring pixels is greater than a 
threshold amount , the particular pixel's value is replaced by 
the average of several neighboring pixels ' values that are of 
the same color ( i.e. , red , green , and blue ) as the particular 
pixel . 
[ 0141 ] The operation of the BPC module 420 is in part 
controlled by the values stored for this module in the two 
sets of registers 470 of the CIPU 400. Specifically , to process 
the images captured by the two different cameras of the 
device , some embodiments configure the CIPU processing 
pipeline 485 differently for each camera , as mentioned 
above . The CIPU processing pipeline 485 is configured for 
the two different cameras by storing two different sets of 
values in the two different sets of registers 470a ( Ra ) and 
470b ( Rb ) of the CIPU 400. Each set of registers 470 
includes one register ( Ra or Rb ) for each of the modules 
420-460 within the CIPU processing pipeline 485. Each 
register in each register set stores a set of values that defines 
one processing pipeline module’s operation . Accordingly , as 
shown in FIG . 4 , the register set 470a is for indicating the 
mode of operation of each processing pipeline module for 
one camera ( camera A ) of the dual camera mobile device , 
while the register set 470b is for indicating the mode of 
operation of each module for the other camera ( camera B ) of 
the dual camera mobile device . 
[ 0142 ] One example of configuring the CIPU processing 
pipeline 485 differently for each camera is to configure the 
modules of the CIPU processing pipeline 485 to process 
different sized images . For instance , if the camera sensor 
405a is 640x480 pixels and the camera sensor 405b is 
2048x1536 pixels , the set of registers 470a is configured to 
store values that instruct the modules of the CIPU process 
ing pipeline 485 to process 640x480 pixel images and the set 
of registers 4706 is configured to store values that instruct 
the modules of the CIPU processing pipeline 485 to process 
2048x1536 pixel images . 
[ 0143 ] In some embodiments , different processing pipe 
line configurations ( i.e. , register values ) are stored in dif 
ferent profile settings . In some of such embodiments , a user 
of the mobile device is allowed to select one of the profile 
settings ( e.g. , through a user interface displayed on the 
mobile device ) to set the operation of a camera ( s ) . For 

a 
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example , the user may select a profile setting for configuring 
a camera to capture high resolution video , a profile setting 
for configuring the same camera to capture low resolution 
video , or a profile setting for configuring both cameras to 
capture high resolution still images . Different configurations 
are possible , which can be stored in many different profile 
settings . In other of such embodiments , instead of allowing 
the user to select a profile setting , a profile setting is 
automatically selected based on which application or activ 
ity the user selects . For instance , if the user selects a video 
conferencing application , a profile that configures both 
cameras to capture video is automatically selected , if the 
user selects a photo application , a profile that configures one 
of the cameras to capture still images is automatically 
selected , etc. 
[ 0144 ] After the BPC module 420 , the LS module 425 
receives the bad - pixel - corrected images . The LS module 
425 performs a lens shading correction operation to correct 
for image defects that are caused by camera lenses that 
produce light falloff effects ( i.e. , light is reduced towards the 
edges of the camera sensor ) . Such effects cause images to be 
unevenly illuminated ( e.g. , darker at comers and / or edges ) . 
To correct these image defects , the LS module 425 of some 
embodiments estimates a mathematical model of a lens ' 
illumination fall - off . The estimated model is then used to 
compensate the lens fall - off of the image to evenly illumi 
nate unevenly illuminated portions of the image . For 
example , if a comer of the image is half the brightness of the 
center of the image , the LS module 425 of some embodi 
ments multiplies the comer pixels value by two in order to 
produce an even image . 
[ 0145 ] The demosaicing module 430 performs a demo 
saicing operation to generate full color images from images 
of sampled colors . As noted above , the camera sensors 
output Bayer pattern images , which are incomplete because 
each pixel of a Bayer pattern image stores only one color 
value . The demosaicing module 430 reconstructs a red , 
green , blue ( RGB ) image from a Bayer pattern image by 
interpolating the color values for each set of colors in the 
Bayer pattern image . 
[ 0146 ] The WB module 435 performs a white balance 
operation on the RGB images received from the demosaic 
ing module 430 so that the colors of the content of the 
images are similar to the colors of such content perceived by 
the human eye in real life . The WB module 435 adjusts the 
white balance by adjusting colors of the images to render 
neutral colors ( e.g. , gray , white , etc. ) correctly . For example , 
an image of a piece of white paper under an incandescent 
light may appear yellow whereas the human eye perceives 
the piece of paper as white . To account for the difference 
between the color of the images that the sensor captures and 
what the human eye perceives , the WB module 435 adjusts 
the color values of the image so that the captured image 
properly reflects the colors perceived by the human eye . 
[ 0147 ] The statistics engine 465 collects image data at 
various stages of the CIPU processing pipeline 485. For 
example , FIG . 4 shows that the statistics engine 465 collects 
image data after the LS module 425 , the demosaicing 
module 430 , and the WB module 435. Different embodi 
ments collect data from any number of different stages of the 
CIPU processing pipeline 485. The statistics engine 465 
processes the collected data , and , based on the processed 
data , adjusts the operations of the camera sensors 405a and 
405b through the controller module 475 and the sensor 

module 415. Examples of such operations include exposure 
and focus . Although FIG . 4 shows the statistics engine 465 
controlling the camera sensors 405a and 405b through the 
controller module 475 , other embodiments of the statistics 
engine 465 control the camera sensors through just the 
sensor module 415 . 
[ 0148 ] The processed data can also be used to adjust the 
operations of various modules of the CIPU 400. For 
instance , the statistics engine 465 of some embodiments 
adjusts the operations of the WB module 435 based on data 
collected after the WB module 435. In some of such 
embodiments , the statistics engine 465 provides an auto 
matic white balance ( AWB ) function by using the processed 
data to adjust the white balancing operation of the WB 
module 435. Other embodiments can use processed data 
collected from any number of stages of the CIPU processing 
pipeline 485 to adjust the operations of any number of 
modules within the CIPU processing pipeline 485. Further , 
the statistics engine 465 can also receive instructions from 
the controller module 475 to adjust the operations of one or 
more modules of the CIPU processing pipeline 485 . 
[ 0149 ] After receiving the images from the WB module 
435 , the gamma module 440 performs a gamma correction 
operation on the image to code and decode luminance or 
tristimulus values of the camera system . The gamma module 
440 of some embodiments corrects gamma by converting a 
10-12 bit linear signal into an 8 bit non - linear encoding in 
order to correct the gamma of the image . Some embodi 
ments correct gamma by using a lookup table . 
[ 0150 ] The CSC module 445 converts the image received 
from the gamma module 440 from one color space to 
another color space . Specifically , the CSC module 445 
converts the image from an RGB color space to a luminance 
and chrominance ( YUV ) color space . However , other 
embodiments of the CSC module 445 can convert images 
from and to any number of color spaces . 
[ 0151 ] The HSC module 450 may adjust the hue , satura 
tion , contrast , or any combination thereof of the images 
received from the CSC module 445. The HSC module 450 
may adjust these properties to reduce the noise or enhance 
the images , for example . For instance , the saturation of 
images captured by a low - noise camera sensor can be 
increased to make the images appear more vivid . In contrast , 
the saturation of images captured by a high - noise camera 
sensor can be decreased to reduce the color noise of such 
images . 
[ 0152 ] After the HSC module 450 , the scaler module 455 
may resize images to adjust the pixel resolution of the image 
or to adjust the data size of the image . The scaler module 455 
may also reduce the size of the image in order to fit a smaller 
display , for example . The scaler module 455 can scale the 
image a number of different ways . For example , the scaler 
module 455 can scale images up ( i.e. , enlarge ) and down 
( i.e. , shrink ) . The scaler module 455 can also scale images 
proportionally or scale images anamorphically . 
[ 0153 ] The filter module 460 applies one or more filter 
operations to images received from the scaler module 455 to 
change one or more attributes of some or all pixels of an 
image . Examples of filters include a low - pass filter , a 
high - pass filter , a band - pass filter , a bilateral filter , a Gauss 
ian filter , among other examples . As such , the filter module 
460 can apply any number of different filters to the images . 
[ 0154 ] The controller module 475 of some embodiments is 
a microcontroller that controls the operation of the CIPU 
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400. In some embodiments , the controller module 475 
controls ( 1 ) the operation of the camera sensors ( e.g. , 
exposure level ) through the sensor module 415 , ( 2 ) the 
operation of the CIPU processing pipeline 485 , ( 3 ) the 
timing of the CIPU processing pipeline 485 ( e.g. , when to 
switch camera sensors , when to switch registers , etc. ) , and 
( 4 ) a flash / strobe ( not shown ) , which is part of the dual 
camera mobile device of some embodiments . 
[ 0155 ] Some embodiments of the controller module 475 
process instructions received from the statistics engine 465 
and the CIPU driver 480. In some embodiments , the instruc 
tions received from the CIPU driver 480 are instructions 
from the dual camera mobile device ( i.e. , received from the 
local device ) while in other embodiments the instructions 
received from the CIPU driver 480 are instructions from 
another device ( e.g. , remote control during a video confer 
ence ) . Based on the processed instructions , the controller 
module 475 can adjust the operation of the CIPU 400 by 
programming the values of the registers 470. Moreover , the 
controller module 475 can dynamically reprogram the val 
ues of the registers 470 during the operation of the CIPU 
400 . 
[ 0156 ] As shown in FIG . 4 , the CIPU 400 includes a 
number of modules in the CIPU processing pipeline 485 . 
However , one of ordinary skill will realize that the CIPU 400 
can be implemented with just a few of the illustrated 
modules or with additional and different modules . In addi 
tion , the processing performed by the different modules can 
be applied to images in sequences different from the 
sequence illustrated in FIG . 4 . 
[ 0157 ] An example operation of the CIPU 400 will now be 
described by reference to FIG . 4. For purposes of explana 
tion , the set of registers Ra is used for processing images 
captured by camera sensor 405a of the dual camera mobile 
device and the set of registers Rb is used for processing 
images captured by camera sensor 405b of the dual camera 
mobile device . The controller module 475 receives instruc 
tions from the CIPU driver 480 to produce images captured 
by one of the cameras of the dual camera mobile device . 
[ 0158 ] The controller module 475 then initializes various 
modules of the CIPU processing pipeline 485 to process 
images captured by one of the cameras of the dual camera 
mobile device . In some embodiments , this includes the 
controller module 475 checking that the correct set of 
registers of the registers 470 are used . For example , if the 
CIPU driver 480 instructs the controller module 475 to 
produce images captured by the camera sensor 405a , the 
controller module 475 checks that the set of registers Ra is 
the set of registers from which the modules of the CIPU 400 
read . If not , the controller module 475 switches between the 
sets of registers so that the set of registers Ra is the set that 
is read by the modules of the CIPU 400 . 
[ 0159 ] For each module in the CIPU processing pipeline 
485 , the mode of operation is indicated by the values stored 
in the set of registers Ra . As previously mentioned , the 
values in the set of registers 470 can be dynamically 
reprogrammed during the operation of the CIPU 400. Thus , 
the processing of one image can differ from the processing 
of the next image . While the discussion of this example 
operation of the CIPU 400 describes each module in the 
CIPU 400 reading values stored in registers to indicate the 
mode of operation of the modules , in some software - imple 
mented embodiments , parameters are instead passed to the 
various modules of the CIPU 400 . 

[ 0160 ] In some embodiments , the controller module 475 
initializes the sensor module 415 by instructing the sensor 
module 415 to delay a particular amount of time after 
retrieving an image from the pixel array 410a . In other 
words , the controller module 475 instructs the sensor mod 
ule 415 to retrieve the images from the pixel array 410a at 
a particular rate . 
[ 0161 ] Next , the controller module 475 instructs the cam 
era sensor 405a through the sensor module 415 to capture 
images . In some embodiments , the controller module 475 
also provides exposure and other camera operation param 
eters to the camera sensor 405a . In other embodiments , the 
camera sensor 405a uses default values for the camera 
sensor operation parameters . Based on the parameters , the 
camera sensor 405a captures a raw image , which is stored in 
the pixel array 410a . The sensor module 415 retrieves the 
raw image from the pixel array 410a and sends the image to 
the line / frame buffer 417 for storage before the CIPU 
processing pipeline 485 processing the image . 
[ 0162 ] Under certain circumstances , images may be 
dropped by the line / frame buffer 417. When the camera 
sensors 405a and / or 405b are capturing images at a high 
rate , the sensor module 415 may receive and store images in 
the line / frame buffer 417 faster than the BPC module 420 
can retrieve the images from the line / frame buffer 417 ( e.g. , 
capturing high frame - rate video ) , and the line / frame buffer 
417 will become full . When this happens , the line / frame 
buffer 417 of some embodiments drops images ( i.e. , frames ) 
based on a first in , first out basis . That is , when the 
line / frame buffer 417 drops an image , the line / frame buffer 
417 drops the image that was received before all the other 
images in the line / frame buffer 417 . 
[ 0163 ] The processing of the image by the CIPU process 
ing pipeline 485 starts by the BPC module 420 retrieving the 
image from the line / frame buffer 417 to correct any bad 
pixels in the image . The BPC module 420 then sends the 
image to the LS module 425 to correct for any uneven 
illumination in the image . After the illumination of the 
image is corrected , the LS module 425 sends the image to 
the demosaicing module 430 where it processes the raw 
image to generate an RGB image from the raw image . Next , 
the WB module 435 receives the RGB image from the 
demosaicing module 430 and adjusts the white balance of 
the RGB image . 
[ 0164 ] As noted above , the statistics engine 465 may have 
collected some data at various points of the CIPU processing 
pipeline 485. For example , the statistics engine 465 collects 
data after the LS module 425 , the demosaicing module 430 , 
and the WB module 435 as illustrated in FIG . 4. Based on 
the collected data , the statistics engine 465 may adjust the 
operation of the camera sensor 405a , the operation of one or 
more modules in the CIPU processing pipeline 485 , or both , 
in order to adjust the capturing of subsequent images from 
the camera sensor 405a . For instance , based on the collected 
data , the statistics engine 465 may determine that the expo 
sure level of the current image is too low and thus instruct 
the camera sensor 405a through the sensor module 415 to 
increase the exposure level for subsequently captured 
images . Thus , the statistics engine 465 of some embodi 
ments operates as a feedback loop for some processing 
operations . 
[ 0165 ] After the WB module 435 adjusts the white balance 
of the image , it sends the image to the gamma module 440 
for gamma correction ( e.g. , adjusting the gamma curve of 


























































































































