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DESCRIPTION

Description

Technical Field

[0001] The present invention relates to methods, apparatuses, computer programs and
computer readable media for use in video coding technology.

Background

[0002] Compression and decompression of signals is a consideration in many known systems.
Many types of signal, for example video, may be compressed and encoded for transmission,
for example over a data communications network. When such a signal is decoded, it may be
desired to increase a level of quality of the signal and/or recover as much of the information
contained in the original signal as possible.

[0003] Some known systems exploit scalable encoding techniques. Scalable encoding involves
encoding a signal along with information to allow the reconstruction of the signal at one or
more different levels of quality, for example depending on the capabilities of the decoder and
the available bandwidth.

[0004] There are several considerations relating to the reconstruction of signals in a scalable
encoding system. One such consideration is the ability of the encoder and/or the decoder to
process information efficiently. The efficiency with which the encoder and/or the decoder
processes information may be a factor in the performance level of the encoder and/or the
decoder.

[0005] GB2553556 describes obtaining a set of residual elements which are useable to
reconstruct a first rendition of a first time sample of a signal such as video data in a tired
hierarchy.

Summary

[0006] The present invention is defined by the appended claims. Embodiments not falling
within the scope of the claims are illustrative and considered useful for understanding the
invention. Further features and advantages will become apparent from the following
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description, given by way of example only, which is made with reference to the accompanying
drawings.

Brief Description of the Drawings

[0007]

Figure 1 is a schematic diagram illustrating an encoding process according to examples
herein;

Figure 2 is a schematic diagram illustrating a decoding process according to examples herein;

Figures 3A and 3B are schematic diagrams each illustrating an encoding process according to
examples herein; and

Figures 4A and 4B are schematic diagrams each illustrating a decoding process according to
examples herein.

Detailed Description

[0008] Described herein is a hybrid backward-compatible coding technology.

[0009] The examples described herein provide a flexible, adaptable, highly efficient and
computationally inexpensive coding format which combines a different video coding format, a
base codec, (e.g. AVC, HEVC, or any other present or future codec) with at least two
enhancement levels of coded data.

[0010] The general structure of the encoding scheme uses a down-sampled source signal
encoded with a base codec, adds a first level of correction data to the decoded output of the
base codec to generate a corrected picture, and then adds a further level of enhancement
data to an up-sampled version of the corrected picture.

[0011] Thus, the streams are considered to be a base stream and an enhancement stream. It
is worth noting that typically the base stream is expected to be decodable by a hardware
decoder while the enhancement stream is expected to be suitable for software processing
implementation with suitable power consumption.

[0012] This structure creates a plurality of degrees of freedom that allow great flexibility and
adaptability to many situations, thus making the coding format suitable for many use cases
including over-the-top (OTT) transmission, live streaming, live ultra-high definition (UHD)
broadcast, and so on.
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[0013] Although the decoded output of the base codec is not intended for viewing, it is a fully
decoded video at a lower resolution, making the output compatible with existing decoders and,
where considered suitable, also usable as a lower resolution output.

[0014] The codec format uses a minimum number of simple coding tools. WWhen combined
synergistically, they can provide visual quality improvements when compared with a full
resolution picture encoded with the base codec whilst at the same time generating flexibility in
the way they can be used.

[0015] Figure 1 shows a first example encoder 100. The illustrated components may also be
implemented as steps of a corresponding encoding process.

[0016] In the encoder 100, an input full resolution video 102 is processed to generate various
encoded streams. A first encoded stream (encoded base stream 110) is produced by feeding a
base encoder 106 (e.g., AVC, HEVC, or any other codec) with a down-sampled version of the
input video, which is produced by down-sampling 104 the input video 102. A second encoded
stream (encoded level 1 stream 116) is produced by applying an encoding operation 114 to the
residuals obtained by taking the difference 112 between the reconstructed base codec video
and the down-sampled version of the input video. The reconstructed base codec video is
obtained by decoding the output of the base encoder 106 with a base decoder 108. A third
encoded stream (encoded level 2 stream 128) is produced by processing 126 the residuals
obtained by taking the difference 124 between an up-sampled version of a corrected version of
the reconstructed base coded video and the input video 102. The corrected version of the
reconstructed base codec video is obtained by combining 120 the reconstructed base codec
video and the residuals obtained by applying a decoding operation 118 to the encoded level 1
stream 116.

[0017] The level 1 encoding operation 114 operates with an optional level 1 temporal buffer
130, which may be used to apply temporal processing as described further below. The level 2
encoding operation 126 also operates with an optional level 2 temporal buffer 132, which may
be used to apply temporal processing as described further below. The level 1 temporal buffer
130 and the level 2 temporal buffer 132 may operate under the control of a temporal selection
component 134. The temporal selection component 134 may receive one or more of the input
video 102 and the output of the down-sampling 104 to select a temporal mode. This is
explained in more detail in later examples.

[0018] Figure 2 shows a first example decoder 200. The illustrated components may also be
implemented as steps of a corresponding decoding process. The decoder receives the three
streams (an encoded base stream 210, an encoded level 1 stream 216 and an encoded level
2 stream 228) generated by an encoder such as the encoder 100 of Figure 1 together with
headers 236 containing further decoding information. The encoded base stream 210 is
decoded by a base decoder 208 corresponding to the base decoder used in the encoder, and
its output is combined 238 with the decoded residuals obtained by decoding 240 the encoded
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level 1 stream 216. The combined video is up-sampled 242 and further combined 244 with the
decoded residuals obtained by applying a decoding operation 246 to the encoded level 2
stream 228.

[0019] Figures 3A and 3B show different variations of a second example encoder 300, 380.
The second example encoder 300, 380 may comprise an implementation of the first example
encoder 100 of Figure 1. In the examples of Figures 3A and 3B, the encoding steps of the
stream are expanded in more detail to provide an example of how the steps may be
performed. Figure 3A illustrates a first variation with temporal prediction provided only in the
second level of the enhancement process, i.e. with respect to the level 2 encoding. Figure 3B
illustrates a second variation with temporal prediction performed in both levels of enhancement
(i.e. levels 1 and 2).

[0020] The base stream 310 is substantially created by a process as explained with reference
to Figure 1. That is, an input video 302 is down-sampled 304 (i.e. a down-sampling operation
304 is applied to the input video 302 to generate a down-sampled input video). The down-
sampled video obtained by down-sampling 304 the input video 302 is then encoded using a
first base encoder 306 (i.e. an encoding operation is applied to the down-sampled input video
to generate an encoded base stream 310 using a first or base encoder 306). Preferably the
first or base encoder 306 is a codec suitable for hardware decoding. The encoded base
stream 310 may be referred to as the base layer or base level.

[0021] As noted above, the enhancement stream may comprise two streams. A first level of
enhancement (described herein as "level 1") provides for a set of correction data which can be
combined with a decoded version of the base stream to generate a corrected picture. This first
enhancement stream is illustrated in Figures 1 and 3 as the encoded Level 1 stream 316. The
enhancement stream may be generated by an enhancement encoder. The enhancement
encoder may be different to the base encoder 306 used to generate the encoded base stream
310.

[0022] To generate the encoded Level 1 stream 316, the encoded base stream 310 is
decoded using a base decoder 308 (i.e. a decoding operation is applied to the encoded base
stream 310 to generate a decoded base stream). The difference 312 between the decoded
base stream and the down-sampled input video obtained by down-sampling 304 the input
video 302 is then created (i.e. a subtraction operation 312 is applied to the down-sampled
input video and the decoded base stream to generate a first set of residuals). Here the term
residuals is used in the same manner as that known in the art, that is, the error between a
reference frame and a desired frame. Here the reference frame is the decoded base stream
and the desired frame is the down-sampled input video. Thus the residuals used in the first
enhancement level can be considered as a corrected video as they 'correct' the decoded base
stream to the down-sampled input video that was used in the base encoding operation.

[0023] The difference 312 is then encoded to generate the encoded Level 1 stream 316 (i.e.
an encoding operation is applied to the first set of residuals to generate a first enhancement
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stream 316).

[0024] In the example implementation of Figures 3A and 3B, the encoding operation
comprises several steps, each of which is optional and preferred and provides particular
benefits.

[0025] In Figure 3, the steps include a transform step 336, a quantization step 338 and an
entropy encoding step 340.

[0026] Although not shown in the Figures, in some examples, the encoding process identifies if
the residuals ranking mode is selected. If residuals mode is selected the residuals ranking step
may be performed (i.e. a residuals ranking operation may be performed on the first step of
residuals to generate a ranked set of residuals). The ranked set of residuals may be filtered so
that not all residuals are encoded into the first enhancement stream 316 (or correction
stream).

[0027] The first set of residuals, or the ranked or filtered first set of residuals are then
transformed 336, quantized 338 and entropy encoded 340 to produce the encoded Level 1
stream 316 (i.e. a transform operation 336 is applied to the first set of residuals or the filtered
first set of residuals depending on whether or not ranking mode is selected to generate a
transformed set of residuals; a quantization operation 338 is applied to the transformed set of
residuals to generate a set of quantized residuals; and, an entropy encoding operation 340 is
applied to the quantized set of residuals to generate the first level of enhancement stream
316). Preferably, the entropy encoding operation 340 may be a Huffman encoding operation or
a run-length encoding operation or both. Optionally a control operation (not shown in the
Figures) may be applied to the quantized set of residuals so as to correct for the effects of the
ranking operation.

[0028] As noted above, the enhancement stream may comprise a first level of enhancement
316 and a second level of enhancement 328. The first level of enhancement 316 may be
considered to be a corrected stream. The second level of enhancement 328 may be
considered to be a further level of enhancement that converts the corrected stream to the
original input video.

[0029] The further level of enhancement 328 is created by encoding a further set of residuals
which are the difference 324 between an up-sampled version of a decoded level 1 stream and
the input video 302.

[0030] In Figure 3, the quantized (or controlled) set of residuals are inversely quantized 342
and inversely transformed 344 before a de-blocking filter (not shown in the Figures) is
optionally applied to generate a decoded first set of residuals (i.e. an inverse quantization
operation 342 is applied to the quantized first set of residuals to generate a de-quantized first
set of residuals; an inverse transform operation 344 is applied to the de-quantized first set of
residuals to generate a de-transformed first set of residuals; and, a de-blocking filter operation
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is optionally applied to the de-transformed first set of residuals to generate a decoded first set
of residuals). The de-blocking filter step is optional depending on the transform 336 applied
and comprises applying a weighted mask to each block of the de-transformed 344 first set of
residuals.

[0031] The decoded base stream is combined 320 with the decoded first set of residuals (i.e. a
summing operation 320 is performed on the decoded base stream and the decoded first set of
residuals to generate a re-created first stream). As illustrated in Figures 3A and 3B, that
combination is then up-sampled 322 (i.e. an up-sampling operation 322 is applied to the re-
created first stream to generate an up-sampled re-created stream).

[0032] The up-sampled stream is then compared to the input video 302 which creates a
further set of residuals (i.e. a difference operation 324 is applied to the up-sampled re-created
stream to generate a further set of residuals). The further set of residuals are then encoded as
the encoded Level 2 enhancement stream 328 (i.e. an encoding operation is then applied to
the further set of residuals to generate an encoded further enhancement stream 328).

[0033] As with the encoded Level 1 stream 316, the encoding applied to the level 2 residuals
may comprise several steps. Figure 3A illustrates the steps as temporal prediction (described
further below), transform 348, quantization 350 and entropy encoding 352.

[0034] Although not shown in the Figures, in some examples, the encoding process identifies if
the residuals ranking mode is selected. If residuals mode is selected the residuals ranking step
may be performed (i.e. a residuals ranking operation may be performed on the further set of
residuals to generate a further ranked set of residuals). The further ranked set of residuals
may be filtered so that not all residuals are encoded into the further enhancement stream 328.

[0035] The further set of residuals or the further ranked set of residuals are subsequently
transformed 348 (i.e. a transform operation 348 is performed on the further ranked set of
residuals to generate a further transformed set of residuals). As illustrated, the transform
operation 348 may utilise a predicted coefficient or predicted average derived from the re-
created first stream, prior to up-sampling 322. Further information is below.

[0036] Figure 3A shows a variation of the second example encoder 300 where temporal
prediction is performed as part of the level 2 encoding process. Temporal prediction is
performed using the temporal selection component 334 and the level 2 temporal buffer 332.
The temporal selection component 334 may determine a temporal processing mode as
described in more detail below and control the use of the level 2 temporal buffer 332
accordingly. For example, if no temporal processing is to be performed the temporal selection
component 334 may indicate that the contents of the level 2 temporal buffer 332 are to be set
to 0. Figure 3B shows a variation of the second example encoder 380 where temporal
prediction is performed as part of both the level 1 and the level 2 encoding process. In Figure
3B, a level 1 temporal buffer 330 is provided in addition to the level 2 temporal buffer 332.
Although not shown, further variations where temporal processing is performed at level 1 but



DK/EP 3942814 T3

not level 2 are also possible.

[0037] When temporal prediction is selected, the second example encoder 300, 380 of Figures
3A or 3B may further modify the coefficients (i.e. the transformed residuals output by a
transform component) by subtracting a corresponding set of coefficients derived from an
appropriate temporal buffer. The corresponding set of coefficients may comprise a set of
coefficients for a same spatial area (e.g. a same coding unit as located within a frame) that are
derived from a previous frame (e.g. coefficients for the same area for a previous frame). These
coefficients may be derived or otherwise obtained from a temporal buffer. Coefficients obtained
from a temporal buffer may be referred to herein as temporal coefficients. The subtraction may
be applied by a subtraction component such as the third subtraction components 354 and 356
(for respective levels 2 and 1). This temporal prediction step will be further described with
respect to later examples. In summary, when temporal prediction is applied, the encoded
coefficients correspond to a difference between the frame and an other frame of the stream.
The other frame may be an earlier or later frame (or block in the frame) in the stream. Thus,
instead of encoding the residuals between the up-sampled re-created stream and the input
video, the encoding process may encode the difference between a transformed frame in the
stream and the transformed residuals of the frame. Thus, the entropy may be reduced.
Temporal prediction may be applied selectively for groups of coding units (referred to herein as
"tiles") based on control information and the application of temporal prediction at a decoder
may be applied by sending additional control information along with the encoded streams (e.g.
within headers).

[0038] As shown in Figures 3A and 3B, when temporal prediction is active, each transformed
coefficient may be:

A= Feyrrent — Fbuffer

where the temporal buffer may store data associated with a previous frame. Temporal
prediction may be performed for one colour plane or for multiple colour planes. In general, the
subtraction may be applied as an element wise subtraction for a "frame" of video where the
elements of the frame represent transformed coefficients, where the transform is applied with
respect to a particular n by n coding unit size (e.g. 2x2 or 4x4). The difference that results from
the temporal prediction (e.g. the delta above) may be stored in the buffer for use for a
subsequent frame. Hence, in effect, the residual that results to the temporal prediction is a
coefficient residual with respect to the buffer. Although Figures 3A and 3B show temporal
prediction being performed after the transform operation, it may also be performed after the
quantize operation. This may avoid the need to apply the level 2 inverse quantization
component 358 and/or the level 1 inverse quantize component 360. Thus, as illustrated in
Figures 3A and 3B and described above, the output of the second example encoders 300, 380
after performing an encoding process is an encoded base stream 310 and one or more
enhancement streams which preferably comprise an encoded level 1 stream 316 for a first
level of enhancement and an encoded level 2 stream 328 for a further or second level of
enhancement.

[0039] Figures 4A and 4B illustrate respective variations of a second example decoder 400,
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480. The variations of the second example decoder 400, 480 may be respectively
implemented to correspond to the first example decoder 200 of Figure 2. As is clearly
identifiable, the decoding steps and components are expanded in more detail to provide an
example of how the decoding may be performed. As with Figures 3A and 3B, Figure 4A
illustrates a variation where temporal prediction is used only for the second level (i.e. level 2)
and Figure 4B illustrates a variation in which temporal prediction is used in both levels (i.e.
levels 1 and 2). As before, further variations are envisaged (e.g. level 1 but not level 2), where
the form of the configuration may be controlled using signalling information.

[0040] As shown in the example of Figure 4B, in the decoding process, the decoder 480 may
parse the headers 436 (e.g. containing global configuration data, picture configuration data,
and other data blocks) and configure the decoder based on those headers 436. In order to re-
create the input video, the decoder 400, 480 may decode each of the base stream 410, the
first enhancement stream 416 and the further enhancement stream 428. The frames of the
stream may be synchronised and then combined to derive the decoded video 448.

[0041] In each decoding process, the enhancement streams may undergo the steps of entropy
decoding 450, 452, inverse quantization 454, 456 and inverse transform 458, 460 to re-create
a set of residuals.

[0042] The decoding processes of Figures 4A and 4B comprise retrieving an array of entropy
decoded quantized coefficients representing a first level of enhancement and outputting an
array of L-1 residuals. The entropy decoded quantized coefficients in this case are obtained by
applying the entropy decoding 450 operation to the encoded L-1 stream 416. The decoding
processes of Figures 4A and 4B further comprise retrieving an array of samples of output of a
base decoder 408. The decoding processes of Figures 4A and 4B further comprise applying a
de-quantization process 454 to the array of entropy decoded quantized coefficients to derive a
set of de-quantized coefficients, applying a transformation process 458 to the set of de-
quantized coefficients and optionally applying a filter process (Not shown in Figures 4A and 4B)
to output the array of L-1 residuals representing a first level of enhancement, which may be
referred to as a preliminary set of residuals. In this case, the de-quantization process 454 is
applied to entropy decoded quantized coefficients for respective blocks of a frame of the
encoded level 1 stream 416, and the transformation process 458 (which may be referred to as
an inverse transform operation) is applied to the output of the dequantization process 454 for
the respective blocks of the frame. The decoding processes of Figures 4A and 4B then further
comprise recreating a picture by combining 462 the array of L-1 residuals with the array of
samples of output of the base decoder 408. The decoding processes of Figures 4A and 4B
comprise applying a transform process 458 from a set of predetermined transform processes
according to a signalled parameter. For example, the transform process 458 may be applied
on a 2x2 coding unit or a 4x4 coding unit. A coding unit may be referred to herein as a block of
elements in an array, in this case the array of L-1 residuals.

[0043] The decoding processes of Figures 4A and 4B comprise retrieving an array of entropy
decoded quantized coefficients representing a further level of enhancement and outputting an
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array of residuals. In the decoding processes shown in Figures 4A and 4B, the further level of
enhancement is a second level of enhancement and the array of residuals output is an array of
L-2 residuals. The method of Figures 4A and 4B further comprises retrieving the array of L-1
residuals of the first level of enhancement corresponding to the array of entropy decoded
quantized coefficients representing a further level of enhancement. The method of Figures 4A
and 4B further comprises applying an up-sampling process 464 to the array of residuals of the
first level of enhancement. In Figures 4A and 4B, the up-sampling process 464 is applied to the
combination of the array of L-1 residuals of the first level of enhancement and the
corresponding array of samples of output of the base decoder 408.

[0044] In Figures 4A and 4B, the up-sampling process 464 is a modified up-sampling process,
in which a modifier is added to a residual. The step of adding a modifier may be performed as
part of the transform process 460. Alternatively, since the transform process 460 involves a
linear transformation, the step of adding a modifier may be performed as part of the modified
up-sampling process 464, as shown in Figures 4A and 4B. The step of adding a modifier
therefore results in a modification of a residual. The modification may be performed based on
a location of the residual in a frame. The modification may be a predetermined value.

[0045] In Figure 4A, temporal prediction is applied during the level 2 decoding. In the example
of Figure 4A, the temporal prediction is controlled by a temporal prediction component 466. In
this variation, control information for the temporal prediction is extracted from the encoded
level 2 stream 428, as indicated by the arrow from the stream to the temporal prediction
component 466. In other implementations, such as those shown in Figure 4B, control
information for the temporal prediction may be sent separately from the encoded level 2
stream 428, e.g. in the headers 436. The temporal prediction component 466 controls the use
of the level 2 temporal buffer 432, e.g. it may determine a temporal mode and control temporal
refresh as described with reference to later examples. The contents of the temporal buffer 432
may be updated based on data for a previous frame of residuals. When the temporal buffer
432 is applied, the contents of the buffer are added 468 to the second set of residuals. In
Figure 4A, the contents of the temporal buffer 432 are added 468 to the output of a level 2
decoding component 446 (which in Figure 4A implements the entropy decoding 452, the
inverse quantization 456 and the inverse transform 460). In other examples, the contents of
the temporal buffer may represent any set of intermediate decoding data and as such the
addition 468 may be moved appropriately to apply the contents of the temporal buffer at an
appropriate stage (e.g. if the temporal buffer is applied at the dequantized coefficient stage,
the addition 468 may be located before the inverse transform 460). The temporal-corrected
second set of residuals are then combined 470 with the output of the up-sampling 464 to
generate the decoded video 448. The decoded video 448 is at a level 2 spatial resolution,
which may be higher than a level 1 spatial resolution. The second set of residuals apply a
correction to the (viewable) upsampled reconstructed video, where the correction adds back in
fine detail and improves the sharpness of lines and features.

[0046] The transform processes 458, 460 may be selected from a set of predetermined
transform processes according to a signalled parameter. For example, the transform process
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460 may be applied on a 2x2 block of elements in the array of L-2 residuals or a 4x4block of
elements in the array of L-2 residuals.

[0047] Figure 4B shows a variation of the second example decoder 480. In this case, temporal
prediction control data is received by a temporal prediction component 466 from headers 436.
The temporal prediction component 466 controls both the level 1 and level 2 temporal
prediction, but in other examples separate control components may be provided for both levels
if desired. Figure 4B shows how the reconstructed second set of residuals that are added 468
to the output of the level 2 decoding component 446 may be fed back to be stored in the level
2 temporal buffer 432 for a next frame (the feedback is omitted from Figure 4A for clarity). A
level 1 temporal buffer 430 is also shown that operates in a similar manner to the level 2
temporal buffer 432 described above and the feedback loop for the buffer is shown in this
Figure. The contents of the level 1 temporal buffer 430 are added into the level 1 residual
processing pipeline via a summation 472. Again, the position of this summation 472 may vary
along the level 1 residual processing pipeline depending on where the temporal prediction is
applied (e.qg. if it is applied in transformed coefficient space, it may be located before the level 1
inverse transform component 458).

[0048] Figure 4B shows two ways in which temporal control information may be signalled to
the decoder. A first way is via headers 436 as described above. A second way, which may be
used as an alternative or additional signalling pathway is via data encoded within the residuals
themselves. Figure 4B shows a case whereby data 474 may be encoded into an HH
transformed coefficient and so may be extracted following entropy decoding 452. This data
474 may be extracted from the level 2 residual processing pipeline and passed to the temporal
prediction component 466.

[0049] Each enhancement stream or both enhancement streams may be encapsulated into
one or more enhancement bitstreams using a set of Network Abstraction Layer Units (NALUSs).
The NALUs are meant to encapsulate the enhancement bitstream in order to apply the
enhancement to the correct base reconstructed frame. The NALU may for example contain a
reference index to the NALU containing the base decoder reconstructed frame bitstream to
which the enhancement has to be applied. In this way, the enhancement can be synchronised
to the base stream and the frames of each bitstream combined to produce the decoded output
video (i.e. the residuals of each frame of enhancement level are combined with the frame of
the base decoded stream). A group of pictures may represent multiple NALUs.

[0050] Each frame may be composed of three different planes representing a different colour
component, e.g. each component of a three-channel YUV video may have a different plane.
Each plane may then have residual data that relates to a given level of enhancement, e.g. aY
plane may have a set of level 1 residual data and a set of level 2 residual data. In certain
cases, e.g. for monochrome signals, there may only be one plane; in which case, the terms
frame and plane may be used interchangeably. The level-1 residuals data and the level-2
residuals data may be partitioned as follows. Residuals data is divided into blocks whose size
depends on the size of the transform used. The blocks are for example a 2x2 block of
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elements if a 2x2 directional decomposition transform is used or a 4x4 block of elements if a
4x4 directional decomposition transform is used. A tile is a group of blocks that cover a region
of a frame (e.g. a M by N region, which may be a square region). Aftile is for example a 32x32
tile of elements. As such, each frame in an encoded stream may be divided into a plurality of
tiles, and each tile of the plurality of tiles may be divided into a plurality of blocks. For colour
video, each frame may be partitioned into a plurality of planes, where each plane is divided into
a plurality of tiles, and each tile of the plurality of tiles is divided into a plurality of blocks.

[0051] It was noted above how a set of processing components or tools may be applied to
each of the enhancement streams (or the input video 102, 302) throughout the process. The
following provides a summary each of the tools and their functionality within the overall process
as illustrated in Figures 1 to 4.

[0052] The down-sampling process 104, 304 is applied to the input video 102, 302 to produce
a down-sampled video to be encoded by a base encoder 106, 306. The down-sampling 104,
304 can be done either in both vertical and horizontal directions, or alternatively only in the
horizontal direction.

[0053] The input to the L-1 encoding operation 114 comprises the L-1 residuals obtained by
taking the difference 112, 312 between the decoded output of the base decoder 108, 308 and
the down-sampled video obtained by down-sampling 104, 304 the input video 102, 302. The L-
1 residuals are then transformed 336, quantized 338 and encoded 340 as further described
below. The transform 336 outputs transform coefficients (i.e. transformed L-1 residuals).

[0054] There are two types of transforms that could be used in the transformation process
336. Both leverage small kernels which are applied directly to the residuals that remain after
the stage of applying the predicted average.

[0055] A first transform has a 2x2 kernel which is applied to a 2x2 block of residuals. The
resulting coefficients are as follows:

Coo 1 1 1 1y /Roo
Crl_[1 -1 1 —1}[Rm
Cyo 1 1 -1 =1/ Ry
Cyy 1 -1 -1 1/ \Ry

[0056] A second transform has a 4x4 kernel which is applied to a 4x4 block of residuals. The
resulting coefficients are as follows:
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1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 Roy
11 -1 -1 11 -1 -1 11 -1 -1 11 -1 -1 Ry,
i -1 1 -11 -1 1 -1 1 -1 1 -1 1 -1 1 -1
1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1
11 1 1 11 1 1 -1 -1 -1 -1 -1 -1 -

11 -1 -1 11 -1 -1 -1 -1 1 1 -1 -1 1 1 R
-1 1 -1 1 -1 1 -1 -11 -1 1 -1 1 -1 1 Rep
-1 -1 1 1 -1 -1 1 -1 1 1 -1 -1 1 1 —1|| Rz
1 1 1 -1 -1 -1 -1 1 1 1 1 -1 -1 =1 —=1]|]| Ry
1 -1 -1 -1 -1 1 1 11 -1 -1 -1 -1 1 1 Ry
1 -1 1 -1 -1 1 -1 1 1 -1 1 -1 -1 1 -1 1 Ry,
1 -1 -1 1 -1 1 1 -1 1 -1 -1 1 -1 1 1 —11f R,
11 1 1 -1 -1 -1 -1 1 1 11 -1 -1 -1 -1 Rao

11 -1 -1 -1 -1 1 1 -1 -1 11 1 1 -1 -1 R'
1 -1 1 -1 -1 1 -1 1 -1 1 -1 1 1 -1 1 -1 R31
1 -1 -1 1 -1 1 1 -1 -1 1 1 -1 1 -1 -1 1 32

Ri3

[0057] Suitably adapted transformations may also be applied if down- and/or up-sampling is
performed in a horizontal direction only (e.g. with certain elements set to 0). If the Hadamard
transformation is used, e.g. as illustrated in the example matrices above, then a decoding or
inverse transformation may use the same matrix, e.g. Hadamard matrices are their own
inverse. In this case, for example, a (MxN)x1 array of residuals R relating to a MxN block may
be derived at the decoder from a corresponding (MxN)x1 array of coefficients C, using R = H*C
where H equals one of the Hadamard matrices shown above.

[0058] The coefficients are then quantized 338 using a linear quantizer. The linear quantizer
may use a dead zone of variable size. The linear quantizer may use a dead zone of different
size compared to the quantization step and non-centered dequantization offset.

[0059] The quantized coefficients are encoded using an entropy coder 340. There are two
schemes of entropy coding 340. In a first scheme, the quantized coefficients are encoded
using a Run-Length-Encoder (RLE). In a second scheme, the quantized coefficients are first
encoded using RLE, then the encoded output is processed using a Huffman Encoder. This may
beneficially encode long streams of Os, which are typically found with transformed residuals,
with the RLE, and then further beneficially encode different frequencies of quantized values
(e.g. that often have a reduced number as the value increases due to the distributions of the
residuals and their linearly transformed values) using the Huffman encoder.

[0060] If residual mode (RM) has been selected, the L-1 residuals are further ranked and
selected in order to determine which residuals should be transformed 336 and encoded.
Preferably this is preformed prior to entropy encoding 340.
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[0061] If the temporal selection mode is selected for the L-1 encoding, the encoder will further
modify the coefficients by subtracting the corresponding coefficients derived from a level 1
temporal buffer 130, 330, i.e. temporal prediction described below.

[0062] The input to the L-1 decoding operation 118 comprises the L-1 encoded residuals,
which are passed through an entropy decoder 450, a de-quantizer 454 and an inverse
transform module 458. The operations performed by these modules are the inverse operations
performed by the modules described above.

[0063] If the temporal selection mode has been selected for the L-1 encoding, the residuals
may be in part predicted from co-located residuals from a level 1 temporal buffer 130, 330.
The co-located residuals may be referred to herein as temporal predictions.

[0064] If a 4x4 transform is used, the decoded residuals may be fed to a deblocking filter
module. The deblocking filter operates on each block of transformed residuals by applying a
mask whose weights can be specified. The general structure of the mask is as follows:

a B B «

<1and0<p<=1.

[0065] The output from combining 120, 320 the decoded (and deblocked, if applicable) L-1
residuals and base decoded video is up-sampled 122, 322 in order to generate an up-sampled
reconstructed video. The upsampling may be selectable and signalled in the bytestream.

[0066] The input to the L-2 encoding operation 126 comprises the L-2 residuals obtained by
taking the difference 124, 324 between the up-sampled reconstructed video and the input
video 102, 302. The L-2 residuals are then transformed 348, quantized 350 and encoded 352
as further described below. The transform 348, quantization 350 and encoding 352 are
performed in the same manner as described in relation to L-1 encoding 114. As explained with
reference to the L-1 encoding 114, the transform 348 outputs transform coefficients (i.e.
transformed L-2 residuals). If RM has been selected, the L-2 residuals are further ranked and
selected in order to determine which residuals should be transformed and encoded. The L-2
encoding operation 126 may further comprise two additional processes as described below.

[0067] If the predicted coefficient mode is selected, the encoder will further modify the
transformed coefficient C00 (e.g. an "Average" or "A" coefficient for a 2x2 transform). If the 2x2
transform is used, CO0 will be modified by subtracting the value of the up-sampled residual
which the transformed block of residuals is predicted from. If the 4x4 transform is used, C00
will be modified by subtracting the average value of the four up-sampled residuals which the
transformed block of residuals is predicted from.

[0068] If the temporal selection mode is selected for the L-2 encoding, the encoder will further
modify the coefficients by subtracting the corresponding coefficients derived from a level 2
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temporal buffer 132, 332, as described above.

[0069] The input to the L-2 decoding operation 246, 446 comprises the encoded L-2 residuals.
The decoding process of the L-2 residuals are passed through an entropy decoder 452, a de-
quantizer 456 and an inverse transform module 460. The operations performed by these
modules are the inverse operations performed by the modules described above. If the
temporal selection mode has been selected for the L-2 encoding, the residuals may be in part
predicted from co-located residuals from a level 2 temporal buffer 132, 332. The co-located
residuals may be referred to herein as temporal predictions.

[0070] The modified up-sampling process 242,464 comprises two steps, the second
depending on a signalling received by the decoder. In a first step, the combination 238, 462 of
the decoded (and deblocked, if applicable) L-1 residuals and base decoded video 208, 408 (L-
1 reconstructed video) is up-sampled to generate an up-sampled reconstructed video. If the
predicted coefficient mode has been selected, then a second step is implemented. In
particular, the value of the element in the L-1 reconstructed value from which a 2x2 block in the
up-sampled reconstructed video was derived is added to said 2x2 block in the up-sampled
reconstructed video.

[0071] Throughout the above, the term bitstream may be replaced by stream or bytestream or
NALU stream as appropriate.

[0072] With reference to Figures 4A and 4B, the following example relates to a temporal
prediction process applied during the level 2 decoding. However, it is to be appreciated that the
following temporal prediction process may additionally or alternatively be applied during the
level 1 decoding.

[0073] In this example, the decoder 400, 480 is configured to receive a femporal_enabled
parameter which specifies whether temporal prediction should be used when decoding a
picture. The temporal_enabled parameter may be referred to herein as a first parameter with a
first value that indicates temporal processing is enabled. In this case, the temporal_enabled
parameter indicates whether the decoder 400, 480 is to refresh the values of temporal
predictions derived from the contents of the temporal buffer 432. The value of the
temporal_enabled parameter may have a bit length of one bit. In this example, a value of 1
specifies that temporal prediction will be used when decoding a picture and a value of 0
specifies that temporal prediction will not be used when decoding a picture. The
temporal_enabled parameter may be received once for a group of pictures associated with the
encoded streams discussed above, the group of pictures being a collection of successive
pictures within a coded video stream.

[0074] In this example, the decoder 400, 480 is configured to receive a temporal_refresh_bit
parameter which specifies whether the temporal buffer 432 should be refreshed for the frame.
If a frame comprises multiple planes, the refresh may be applied for all planes in the frame (i.e.
for the frame that comprises the planes). Refreshing the temporal buffer 432 may include
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setting the values from the temporal buffer 432 to zero. In this way, when the contents of the
temporal buffer 432 are added 468 to the second set of residuals, the second set of residuals
will be unchanged in the same way as if the temporal buffer 432 was not applied. The value of
the temporal_refresh_bit parameter may have a bit length of one bit. In this example, a value
of 1 specifies that the temporal buffer 432 is to be refreshed for the frame and a value of 0
indicates that the temporal buffer 432 is not to be refreshed for the frame. The
temporal_refresh_bit parameter may be received once for each picture in the coded video
stream. The temporal_enabled and temporal_refresh_bit parameters may be comprised in the
temporal control information signalled to the decoder, e.g. via headers 436 as described
above.

[0075] In this example, if the variable temporal_enabled is equal to 1 and temporal_refresh_bit
is equal to 0, the temporal prediction process is invoked as specified below.

[0076] Inputs to the invoked temporal prediction process are:

» a location (xThP, yTbP) specifying the top-left sample of the current luma or chroma
transform block relative to the top-left luma or chroma sample of the current picture.
(xTbP, yTbP) can be related to either luma or chroma plane depending on which plane
the transform coefficients belong to.

« a parameter nThS specifying the size of the current transform block. For example, nTbS
is equal to 2 when a 2x2 directional decomposition transform is to be used in the
transform process described above and nThS is equal to 4 when a 4x4 directional
decomposition transform process is to be used.

» a parameter temporal_tile_intra_signalling_enabled which specifies whether temporal
tile prediction should be used when decoding a tile of elements. The parameter
temporal_tile_intra_signalling_enabled may be referred to herein as a third parameter
with a third value. The value of the temporal_tile_intra_signalling_enabled parameter
may have a bit length of one bit. In this example, if the value of the
temporal_tile_intra_signalling_enabled parameter is equal to 1, the tile temporal
prediction process will be enabled. The temporal_tile_intra_signalling_enabled
parameter may be received once for a group of pictures associated with the encoded
streams discussed above. The temporal_tile_intra_signalling_enabled parameter may
be comprised in the temporal control information signalled to the decoder, e.g. via
headers 436. This parameter may indicate whether temporal signalling that relates to a
tile may be provided, where the signalling is encapsulated within the coefficient values as
described below (i.e. is "intra" or within the data). If this parameter is set to 1, then the
first block in a tile may carry the temporal refresh signalling for the tile (e.g. via a
coefficient value within the first block).

« an array TransCoeffQ of size (nThbS)x(nThS) containing a block of entropy decoded
quantized coefficients with elements TransCoeffQ[x][y].

[0077] Outputs to this process are the (nThbS)x(nThS) array of the modified TransCoeffQ
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coefficients and the (nTbS)x(nThS) array tempPredSamples with  elements
tempPredSamples{x][y]. The array of the tempPredSamples represents a set of temporal
predictions derived using the temporal buffer 432.

[0078] In this example, the following ordered steps apply:

1. 1. If the parameter temporal_tile_intra_signalling_enabled is equal to 1, the temporal tile
prediction process will be used when decoding a tile of elements. In the temporal tile
prediction process, if xTbP >>5 is equal to 0, yThP >>5 is equal to 0 (where "x>>y" is an
arithmetic right shift of a two's complement integer representation of x by y binary digits)
and TransCoeffQ[nTbs-1][0]&0x1 is equal to 1 (where "&" represents the bit-wise "and"
operator), a tiled temporal refresh process is invoked with the location ( xTbP, yTbP ) as
its input. The right shift allows skipping over elements for consecutive tiles, e.g. a tile of

32x32 has a length and width of 22, in this case a shift by 5 bits that is equal to zero
indicates that the current location is a multiple of 32 and so relates to a first block of a
tile. In this case then, the first block in a tile is used to signal the tile temporal refresh.
The output of the tiled temporal refresh process is that the contents of temporalBuffer for
the tile at the location ( xTbP, yTbP ) are set to zero. In this example, temporalBuffer
represents the temporal buffer 432 which stores data associated with a second frame
that is not the current frame from which the values of the temporal predictions can be
derived. As such the second frame may be an earlier or later frame in the stream.
TransCoeffQ[nTbS-1][0]&0x1 is a parameter for the current transform block with a value
indicating whether the values of a set of temporal predictions derived from the temporal
buffer 432 for a corresponding block are to be refreshed. In the present case, the
parameter is "carried” within the transform coefficient values. The "&" (i.e. logical "and")
operation with a bit value of 1 (e.g. O0x1) simply converts any non-zero value into an
output bit value of 1 (and any zero value remains zero). In general, the
TransCoeffQ[nTbS-1][0]&0x1 parameter may be referred to herein as a second
parameter with a second value that provides temporal signalling, which in this case
indicates whether the values in the temporal buffer 432 associated with a given tile are
to be refreshed. In this case, the parameter is used to indicate a tile refresh; in the
example below it is used to indicate a block refresh. The refresh may involve setting the
values of the corresponding tile or block to zero. In this example, the value of the
TransCoeffQ[nTbS-1][0]&0x1 parameter has a bit length of one bit, and a value of 1
indicates values within the temporal buffer 432 are to be refreshed. In the temporal tile
prediction process, the tiled temporal refresh process is performed for a tile of the
temporal buffer 432 in response to receiving the parameter TransCoeffQ[nTbS-1]
[0]&0x1 for a block within the tile. In other words, the decoder is configured to refresh the
temporal buffer 432 for the tile in response to receiving the parameter
TransCoeffQ[nTbS-1][0]&0x1 (the second parameter) for a specified block within the tile.
As such, the refresh of a tile can be signalled by a parameter in a single block within the
tile without having to separately signal a refresh for every other block within the tile. In
this example, the decoder is therefore configured to refresh the values of the temporal
predictions of the tile in response to receiving both the second parameter
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(TransCoeffQ[nTbS-1][1]&0x1) with a second value that, in the case 2) below, indicates
that that the decoder is to refresh the values of the temporal predictions for the block
and the third parameter (temporal_tile_intra_signalling_enabled) with a third value
indicating that receiving the second parameter for the specified block with the second
value indicates that the values in the temporal buffer 432 associated with the tile are to
be refreshed. The parameter TransCoeffQ[nTbS-1][0]&0x1 is an example of temporal
control information that may be signalled to the decoder via data encoded within the
encoded residuals themselves such that this temporal control information may be
extracted following entropy decoding 452. For example, this parameter (the second
parameter) may be obtained from one of the set of coefficients for the block.

2.2. In the case where the temporal tile prediction process does not occur, if
TransCoeffQ[nTbs-1][0]&0x1 is equal to 0, then {tempPredSamples/x]ly] =
temporalBuffer[x TbP+x][yTbP+y] where x and y are in the range [0, nTbS-1]. Otherwise,
tempPredSamples[x][y] are all set to 0. In this way, for each respective block, the values
of the temporal predictions for the respective block derived from the temporal buffer 432
are refreshed in response to obtaining the second parameter (the TransCoeffQ[nTbS-1]
[0]&0x1 parameter) from data from the one or more encoded streams (the L-2 encoded
stream in this case) for the respective block. In response to determining that the second
parameter for the respective block has a second value that provides temporal signalling
for the respective block, the values of the temporal coefficients for the respective block
are refreshed. In this case, the refresh involves setting the values of the temporal
predictions for the respective block to zero. In this case, the refresh of the set of values
of the temporal predictions for each block are indicated individually for each block.
Otherwise, if TransCoeffQ[nThS-1][0]&0x1 is equal to 0, the temporal buffer 432 is not
refreshed, and the values of the set of temporal predictions for the respective block are
derived from the temporal buffer 432 for the respective block.

3.3. The value of TransCoeffQ[nTbs-1]J[0] is set to TransCoeffQ[nTbs-1][0]>>1. If
TransCoeffQ[nTbs-1][0] has binary values of 0 or 1, this operation sets the transform
coefficient value to 0 for subsequent operations (e.g. the later inverse transform). This
means that values of 1 that are used for signalling do not translate into image artefacts
in the block (a value of 0 for a residual will just equal no change).

[0079] The array tempPredSamples of a size (nThS)x(nTbS) is added to the (nThbS)x(nThS)
array resSamples and resSamples array is stored to the temporalBuffer at the location (xThP,
yTbP). In this example, resSamples represent the second set of residuals and
tempPredSamples represents a set of temporal predictions, which as above may be derived
from the contents of the temporal buffer 432, e.g. depending on the temporal signalling
received at the decoder. In this way, if temporal processing is enabled and this is signalled to
be applied at a block level, the contents of the temporal buffer 432 are added 468 to the
second set of residuals to generate a temporal-corrected second set of residuals that is then
stored to the temporal buffer 432.
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[0080] In examples herein, a set of temporal predictions derived from the temporal buffer are
combined with a set of residuals for each block of a plurality of blocks to perform the temporal
prediction. This for example involves obtaining a respective preliminary residual element of a
set of preliminary residuals for respective elements of a block and obtaining a respective
temporal prediction associated with the element, where the temporal prediction may be set to
zero in certain cases, or derived from the contents of the temporal buffer, which may in turn be
zeroed by certain temporal signalling that is received at the decoder. The respective
preliminary residual elements may then be combined with the temporal predictions for the
block to output a reconstructed set of residual values (e.g. level 2 residual values) for
combination with the upsampled reconstructed signal from the lower levels (e.g. level 1 and the
base level).

[0081] In examples described herein, the decoder 400, 480 is configured to provide for zeroing
of values of sets of temporal predictions at three levels: at a frame level; at a tile level; and at a
block level. For example, the temporal_refresh_bit described above may be used to instruct a
refresh of the temporal buffer 432 (e.g. zeroing of the temporal buffer values) at the frame
level, where all values in the temporal buffer, e.g. that relate to the complete frame, are set to
zero. This may then provide for a zeroing of temporal prediction values, where these values
are later derived from the temporal buffer 432. At the block level, temporal signalling that
indicates whether temporal prediction values are to be derived from the temporal buffer 432 or
set to zero, may be carried within the transform coefficient values (e.g. the value of a
coefficient such as HH for a 4x4 transform prior to the inverse transform). At the tile level, a
parameter such as temporal_tile_intra_signalling_enabled may be used to indicate that the
block level signalling for one block in the tile is to be used to instruct a refresh of the temporal
buffer 432 for the tile, i.e. the block level signalling for one block in the tile becomes tile level
signalling. When the temporal buffer 432 is refreshed, the values within the temporal buffer are
set to 0, which then means that for subsequent blocks in the same tile, the values applied from
the temporal buffer will be zero, regardless of the block level signalling.

[0082] This approach provides flexibility over refreshing of the temporal buffer 432. For
example, the temporal buffer 432 may be refreshed at a frame level for a first frame and at a
tile level for at least one tile of a second frame, and temporal predictions may be zeroed at a
block level for at least one block of a third frame. At the block level, the zeroing of the temporal
predictions may be seen as an equivalent operation to zeroing the temporal buffer 432, both
operations result in elements with 0 values being applied at addition 468. For example, the
decoder 400, 480 may be configured to refresh the values of the temporal buffer 432 for a first
tile of a frame and apply zeroes for temporal predictions for a first block of a second tile of the
same frame while applying non-zero values of temporal predictions for a second block of the
second tile.

[0083] In the decoding process described herein, generating the decoded video may be
performed block wise. In this way, generating a block of elements in a frame of the decoded
video can be performed without using another block of elements in the same frame of the
decoded video that was previously generated. For this reason, the temporal prediction process
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can be performed in parallel for all blocks of elements in a frame as opposed to sequentially
performing the temporal prediction process for each block of elements in the frame.

[0084] Further examples are described below.

[0085] Some further examples relate to a method of encoding an input video into a plurality of
encoded streams, such that the encoded streams may be combined to reconstruct the input
video, the method comprising: receiving a full resolution input video; downsampling the full
resolution input video to create a downsampled video; encoding the downsampled video using
a first codec to create a base encoded stream; reconstructing a video from the encoded video
to generate a reconstructed video; comparing the reconstructed video to the input video; and,
creating one or more further encoded streams based on the comparison. The input video
compared to the reconstructed video may be the downsampled video.

[0086] According to an example method, comparing the reconstructed video to the input video
comprises: comparing the reconstructed video to the downsampled video to create a first set of
residuals and wherein creating the one or more further encoded streams comprises encoding
the first set of residuals to create a first level encoded stream.

[0087] The input video compared to the reconstructed video may be the full resolution input
video and the reconstructed video may be upsampled.

[0088] According to an example method, comparing the reconstructed video to the input video
comprises: upsampling the reconstructed video to generate an up-sampled reconstructed
video; and, comparing the up-sampled reconstructed video to the full resolution input video to
create a second set of residuals and wherein creating the one or more further encoded
streams comprises encoding the second difference to create a second level encoded stream.

[0089] Accordingly, in an example, the method may generate a base encoded stream, a first
level encoded stream and a second level encoded stream according to the above defined
example methods. Each of the first level encoded stream and the second level encoded
stream may contain enhancement data used by a decoder to enhance the encoded base
stream.

[0090] According to an example method, the step of encoding the first set of residuals
comprises: applying a transform to the set of residuals to create a set of coefficients; applying
a quantization operation to the coefficients to create a set of quantized coefficients; and,
applying an encoding operation to the quantized coefficients.

[0091] According to an example method, the step of encoding the second set of residuals
comprises: applying a transform to the second set of residuals to create a set of coefficients;
applying a quantization operation to the coefficients to create a set of quantized coefficients;
and, applying an encoding operation to the quantized coefficients.
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[0092] The transform for encoding the first and/or second set of residuals may for example be
a discrete cosine transform or a wavelet transform. In an alternative example, the transform
may be a small transform (e.g.: using a 2x2 kernel or a 4x4 kernel) which decomposes a block
of elements into directional components. For example, the 2x2 kernel may be a Hadamard
transform. More details on the transform can be found for example in patent applications
PCT/EP2013/059847 or PCT/GB2017/052632,. In a further example, the encoder may select
between different transforms to be used, for example between the 2x2 kernel and the 4x4
kernel. This enables further flexibility in the way the residuals are encoded. The selection of the
transform may be based on an analysis of the data to be transformed.

[0093] The first set of residuals and second set of residuals may have different transforms
applied to them and the selection may be predetermined or selected during the process. The
transform used may be signalled in a header.

[0094] The quantization for encoding the first and/or second set of residuals may for example
be a linear quantization. The linear quantizer may use a dead zone of variable size. The
encoding operation may for example be an entropy encoder and may include run-length
encoding and/or Huffman encoding.

[0095] Residuals may be a difference between two videos or frames.

[0096] The step of encoding the first set of residuals may comprise: ranking the first set of
residuals based on a pre-analysis of the first set of residuals; and, selecting a subset of
residuals to be transformed and encoded.

[0097] In an example, the method comprises analysing the first set of residuals and, based on
the analysis, either performing the following steps or not: ranking the first set of residuals; and,
selecting a subset of residuals to be transformed and encoded.

[0098] In an example, the method comprises analysing the first set of residuals and: ranking
the first set of residuals; and, selecting a subset of residuals to be transformed and encoded,
such that the steps of ranking and/or selecting are performed differentially based on the
analysis.

[0099] According to an example method, the step of applying a transform is performed on the
selected subset of residuals of the first set of residuals.

[0100] The step of encoding the second set of residuals may comprise: ranking the second set
of residuals based on a pre-analysis of the second set of residuals; and, selecting a subset of
residuals to be transformed and encoded.

[0101] In an example, the method comprises analysing the second set of residuals and, based
on the analysis, either performing the following steps or not: ranking the second set of
residuals; and/or, selecting a subset of residuals to be transformed and encoded.
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[0102] In an example, the method comprises analysing the second set of residuals and:
ranking the second set of residuals; and, selecting a subset of residuals to be transformed and
encoded, such that the steps of ranking and/or selecting are performed differentially based on
the analysis.

[0103] According to an example method, the step of applying a transform is performed on the
selected subset of residuals of the second set of residuals.

[0104] The encoded streams may be accompanied by one or more headers which include
parameters indicating aspects of the encoding process to facilitate decoding. For example, the
headers may include the codec used, the transform applied, the quantization applied, and/or
other decoding parameters.

[0105] In certain examples the step of quantization may comprise adapting the quantization
based on an analysis of the coefficients and/or data to be transformed, for example, the
residuals data. In certain examples the distribution used in the quantization step may be
adapted.

[0106] The step of encoding the first set of residuals may comprise: deriving a set of temporal
coefficients from a temporal buffer; and, subtracting the set of temporal coefficients from the
set of coefficients.

[0107] The step of encoding the second set of residuals may comprise: deriving a set of
temporal coefficients from a temporal buffer; and, subtracting the set of temporal coefficients
from the set of coefficients.

[0108] It was described above how a step of ranking and selecting may be applied to the
residuals data, a step of subtracting temporal coefficients may be performed and also that
quantization may be adapted. Each of these steps may be predetermined and selectively
applied or may be applied based on analysis of the input video, downsampled video,
reconstructed video, upsampled video or any combination of the above to improve the overall
performance of the encoder. The steps may be selectively applied based on a predetermined
set of rules or determinatively applied based on the analysis or feedback of the performance.

[0109] According to an example method the first codec is a hardware-based codec, preferably
the first codec is AVC, HEVC, AV1, VP8, or VP9.

[0110] An example method further comprises sending the base encoded stream.
[0111] An example method further comprises sending the first level encoded stream.

[0112] An example method further comprises sending the second level encoded stream.
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[0113] Some further examples relate to a method of decoding a plurality of encoded streams
into a reconstructed output video, the method comprising: receiving a first base encoded
stream; decoding the first base encoded stream according to a first codec to generate a first
output video; receiving one or more further encoded streams; decoding the one or more
further encoded streams to generate a set of residuals; and, combining the set of residuals
with the first video to generate a decoded video.

[0114] In an example, the method comprises retrieving a plurality of decoding parameters from
a header. The decoding parameters may indicate which procedural steps were included in the
encoding process.

[0115] In an example the step of decoding the one or more further encoded streams to
generate a set of residuals comprises: applying an entropy decoding operation; applying a de-
quantization operation; and, applying an inverse transform operation to generate a set of
residuals.

[0116] In an example, the step of decoding the one or more further encoded streams to
generate a set of residuals comprises: predicting a subset of residuals based on co-located
residuals from a temporal buffer.

[0117] In an example the method may comprise receiving a first level encoded stream and
receiving a second level encoded stream. In this example the step of decoding the one or
more further encoded streams to generate a set of residuals comprises: decoding the first level
encoded stream to derive a first set of residuals; wherein the step of combining the set of
residuals with the first video to generate a decoded video, comprises: combining the first set of
residuals with the first output video to generate a second output video; upsampling the second
output video to generate an up-sampled second output video; decoding the second level
encoded stream to derive a second set of residuals; and, combining the second set of
residuals with the second output video to generate a reconstructed output video.

[0118] In an example, the step of upsampling the second output video to generate an up-
sampled second output video comprises: adding a value of an element in the first set of
residuals from which a block in the up-sampled second output video was derived to a
corresponding block in the up-sampled second output video. The block may be a 2x2 block.
This addition step may be selectively performed based on a predetermined value or a signal
included in a header.

[0119] In an example, the step of decoding the first level encoded stream to derive a first set of
residuals, comprises: applying an entropy decoding operation; applying a dequantization
operation; and, applying an inverse transform operation to generate the first set of residuals.

[0120] In this example, the step of decoding the first level encoded stream to derive a first set
of residuals, comprises: applying a de-blocking filter configured to apply a mask to a block of
residuals. The mask may be weighted according to a set of predefined weights.
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[0121] In an example, the step of decoding the second level encoded stream to derive a
second set of residuals, comprises: applying an entropy decoding operation; applying a de-
quantization operation; and, applying an inverse transform operation to generate the second
set of residuals.

[0122] The inverse transform operation may be an inverse operation of the operations defined
above or may be a substantially mirrored operation. That is, a 2x2 block or 4x4 block transform
may be selectively applied. The transform may be detected by the decoding method or
signalled in a header.

[0123] If a 2x2 transform is used, coefficients may be modified by adding a value of the
residual which the transformed block of residuals is predicted from. If a 4x4 transform is used,
coefficients will be modified by adding an average value of the four residuals.

[0124] The method may further comprise displaying or outputting the reconstructed output.

[0125] In an example, a method of decoding a plurality of encoded streams into a
reconstructed output video comprises: receiving an encoded enhancement stream; decoding
the encoded enhancement stream to derive a set of residuals, the decoding comprising:
obtaining a set of preliminary set of residuals from the encoded enhancement stream; deriving
a set of temporal predictions using a temporal buffer; and adding the set of temporal
predictions to the set of preliminary residuals to output a processed set of residuals (e.g. level
2 residuals). In this example, the method of decoding the plurality of encoded streams into a
reconstructed output video also comprises: receiving a first output video, the first output video
comprising an output of a base decoder applied to a base level encoded stream; receiving a
further encoded enhancement stream relating to a lower level, decoding the further encoded
enhancement stream to derive a further set of residuals combining the further set of residuals
with the first output video to generate a second output video; up-sampling the second output
video to generate an up-sampled second output video; and combining the processed set of
residuals with the up-sampled second output video to generate the reconstructed output video.

[0126] In an example, the decoding of the encoded enhancement stream to derive the set of
preliminary residuals comprises: applying an entropy decoding operation; applying a de-
quantization operation; applying a transform operation to generate the set of preliminary
residuals.

[0127] In an example, the decoding of the further encoded enhancement stream to derive the
further set of residuals comprises: obtaining a further set of preliminary residuals from the
further encoded enhancement stream; deriving a further set of temporal predictions using a
second temporal buffer; and adding the further set of temporal predictions to the further set of
preliminary residuals to output the further set of (level 1) residuals.

[0128] In an example, the decoding of the further encoded enhancement stream (i.e. level 1
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stream) to derive the further set of residuals (i.e. level 1 residuals) comprises: applying a
entropy decoding operation; applying a de-quantization operation; applying a transform
operation to generate the further set of residuals. Temporal processing as described in these
examples may be applied similarly and selectively to each of the enhancement levels
described herein.

[0129] Certain examples described herein relate to temporal processing in association with
one or more encoded streams. A decoder may be configured to apply temporal processing
using a temporal buffer.

[0130] The decoder may be configured to decode a plurality of encoded streams into a
reconstructed output video. The decoder may be configured to receive a first output video, the
first output video comprising an output of a base decoder applied to a base level encoded
stream. The decoder may be configured to receive one or more further encoded streams. The
decoder may be configured to decode respective frames of the one or more further encoded
streams to derive respective sets of residuals.

[0131] In some cases, each frame of the respective frames may be divided into a plurality of
tiles. Each tile may be divided into a plurality of blocks.

[0132] In other cases, each frame of the respective frames may be divided into a plurality of
planes. Each plane may be divided into a plurality of tiles. Each tile of the plurality of tiles may
be divided into a plurality of blocks.

[0133] The decoder may also be configured to combine the sets of residuals with the first
output video to generate the reconstructed output video. To decode the respective frames, the
decoder may be configured to obtain, for each block of the plurality of blocks, a preliminary set
of residuals from the one or more further encoded streams. To decode the respective frames,
the decoder may be configured to derive a set of temporal predictions using a temporal buffer.
To decode the respective frames, the decoder may be configured to combine the set of
temporal predictions with the preliminary set of residuals to output data for combination with
the first output video.

[0134] The decoder may be configured to provide for selectively zeroing the values of the set
of temporal predictions. The decoder may be configured to provide for zeroing of values of the
set of temporal predictions at a frame level, for at least one of the respective frames. The
decoder may be configured to provide for zeroing of values of the set of temporal predictions
at a tile level, for at least one of the plurality of tiles. The decoder may be configured to provide
for zeroing of values at a block level, for at least one of the plurality of blocks.

[0135] The decoder may be configured to obtain respective residual elements of a block of the
plurality of blocks. The decoder may be configured to derive a respective temporal prediction
of the set of temporal predictions from the temporal buffer for each of the respective residual
elements.
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[0136] The decoder may be configured to zero the values of the set of temporal predictions by
refreshing at least a portion of the temporal buffer. Some further examples relate to an
apparatus for encoding a data set into an encoded data set comprising a header and a
payload. The apparatus configured to encode an input video according to the above steps.
The apparatus may comprise a processor configured to carry out the method of any of the
above aspects.

[0137] Some further examples relate to an apparatus for decoding a data set into a
reconstructed video from a data set comprising a header and a payload. The apparatus
configured to decode an output video according to the above steps. The apparatus may
comprise a processor configured to carry out the method of any of the above aspects.

[0138] An encoder and decoder may also be provided.

[0139] Some further examples relate to computer readable media which when executed by a
processor cause the processor to perform any of the methods of the above aspects.

[0140] The above embodiments are to be understood as illustrative examples.

[0141] The invention is defined by the independent claims. The dependent claims define
advantageous embodiments.
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Patentkrav

1. Dekoder (200), der er konfigureret til at atkode en flerhed af kodede strgmme i en

rekonstrueret outputvideo, hvilken dekoder er konfigureret til at:

10

15

20

25

30

modtage en kodet basisstrgm (410), hvor den kodede basisstrgm er konfigureret til at
blive afkodet af en basisdekoder (408) for at frembringe en f@rste outputvideo;
modtage ¢n eller flere kodede strgmme (416, 428);

afkode respektive frames af den ene eller flere kodede strgmme for at udlede respektive
szt af residualer, hvor hver frame af de respektive frames opdeles i en flerhed af fliser,
og hver flise af flerheden af fliser opdeles i en flerhed af blokke; og

kombinere (462) sattene af residualer med den fgrste outputvideo for at generere den
rekonstruerede outputvideo (448),

hvor, til afkodning af respektive frames, dekoderen er konfigureret til at:

opna, for hver blok af flerheden af blokke, et forelgbigt set af residualer fra den ene
eller flere kodede strgmme;

udlede et st af tidsmassige forudsigelser (466) ved hjzlp af en tidsmassig buffer
(432); og

kombinere (468) sattet af tidsmassige forudsigelser med det forelgbige s®t af
residualer til outputdata til kombination (470) med den fgrste outputvideo (464);
kendetegnet ved, at

dekoderen er konfigureret til at nulstille verdier af settet af tidsmassige forudsigelser
ved at vaere specifikt konfigureret til at:

modtage et andet parameter pa blokniveauet fra data fra den ene eller flere kodede
strgmme for hver respektive blok af flerheden af blokke, hvor det andet parameter har
en anden verdi, der tilvejebringer tidsmassig signalering for den respektive blok, og
indikerer, at dekoderen skal opdatere vardierne af de tidsmassige forudsigelser for
blokken;

modtage et tredje parameter pa fliseniveauet med en tredje veerdi, der indikerer, at
modtagelse af det andet parameter for den angivne blok med den anden vardi indikerer,
at verdier 1 den tidsmassige buffer forbundet med flisen skal opdateres;

opdatere vardierne af den tidsmassige buffer forbundet med flisen ved indstilling af
vardierne af de tidsmassige forudsigelser for den respektive flise fra flerheden af fliser

til nul.
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2. Dekoder ifglge krav 1, hvor dekoderen er konfigureret til at generere en fgrste elementblok
fra en frame i1 den rekonstruerede outputvideo uden anvendelse af en anden elementblok fra

framen i1 den rekonstruerede outputvideo.

3. Dekoder ifglge krav 1 eller krav 2, hvor dekoderen er konfigureret til at:
opna respektive restelementer af en blok af flerheden af blokke; og
udlede en tilsvarende tidsmassig forudsigelse af sa@ttet af tidsmassige forudsigelser fra

den tidsmassige buffer for hvert af de respektive restelementer.

4. Dekoder ifglge et hvilket som helst af krav 1 til 3, hvor dekoderen endvidere er konfigureret
til at anvende en entropi-afkodningsoperation pa den ene eller flere kodede strgmme og til at
opna det forelgbige set af residualer ved anvendelse af en dekvantificeringsoperation pa den

respektive blok og anvendelse af en omvendt transformationsoperation pa den respektive blok.

5. Dekoder ifglge et hvilket som helst af krav 1 til 4, hvor dekoderen er konfigureret til at
nulstille veerdierne af de tidsmeessige forudsigelser som reaktion pa modtagelse af et fgrste
parameter med en f@rste verdi, der indikerer, at tidsmassig behandling er aktiveret; fortrinsvis

hvor en bitlengde af den fgrste vaerdi af det fgrste parameter er én bit.

6. Dekoder ifglge krav 5, hvor det fgrste parameter modtages én gang for en gruppe af billeder

forbundet med flerheden af kodede strgmme.

7. Dekoder ifglge et hvilket som helst af krav 1 til 6, hvor en bitlengde af den tredje vaerdi af

det tredje parameter er én bit.

8. Dekoder ifglge et hvilket som helst af krav 1 til 7, hvor det tredje parameter modtages én
gang for en gruppe af billeder forbundet med flerheden af kodede strgmme.

9. Dekoder ifglge et hvilket som helst af krav 1 til 8, hvor dekoderen er konfigureret til at
opdatere vardier af den tidsmassige buffer for en fgrste flise af en frame af de respektive
frames og til at nulstille vaerdier for settet af tidsmassige forudsigelser for en fgrste blok af en

anden flise af framen uden nulstilling af vaerdierne af sattet af tidsmassige forudsigelser for en
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anden blok af den anden flise.

10. Dekoder ifglge et hvilket som helst af krav 1 til 9, hvor dekoderen omfatter en

forbedringsdekoder, der er konfigureret til at modtage restdata genereret fra en sammenligning
af data udledt fra en inputvideo og data udledt fra den kodede strgm pa basisniveauet, hvor den
ene eller flere kodede strgmme omfatter kodede restdata, der kan afkodes for at rekonstruere ét

eller flere yderligere set af restdata til anvendelse pa den fgrste outputvideo.

11. Dekoder ifglge et hvilket som helst af krav 1 til 10, hvor forbedringsdekoderen adskiller sig

fra basisdekoderen.

12. Dekoder ifglge et hvilket som helst af krav 1 til 11, hvor et szt af
transformationskoefficienter til atkodning af et sat af residualer for en fgrste frame af den ene
eller flere kodede strgmme reprasenterer en forskel mellem sattet af
transformationskoefficienter for den f@grste frame og et yderligere st af
transformationskoefficienter for en anden frame af den ene eller flere kodede strgmme, der

adskiller sig fra den fgrste frame.

13. Fremgangsmade til afkodning en flerhed af kodede strgmme i en rekonstrueret outputvideo,
hvilken fremgangsmade omfatter:
modtagelse af en kodet basisstrgm (410) til afkodning med en basisdekoder (408) og
frembringelse af en fgrste outputvideo;
modtagelse af én eller flere kodede strgmme (416, 428);
afkodning af respektive frames af den ene eller flere kodede strgmme for at udlede
respektive szt af residualer, hvor hver frame af de respektive frames opdeles 1 en
flerhed af fliser, og hver flise af flerheden af fliser opdeles 1 en flerhed af blokke; og
kombinering (462) af sa®ttet af residualer med den fgrste outputvideo for at generere
den rekonstruerede outputvideo (448),
hvor afkodningen endvidere omfatter:
opnaelse, for hver blok af flerheden af blokke, af et szt af forelgbige residualer fra den
ene eller flere kodede strgmme;
udledning af et szt af tidsmassige forudsigelser (466) ved hjelp af en tidsmessig
buffer (432); og
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kombinering (468) af sa®ttet af tidsmassige forudsigelser med settet af forelgbige
residualer; og

kendetegnet ved, at

afkodningen omfatter nulstilling af verdierne af sazttet af tidsmassige forudsigelser, og
hvor nulstilling af szttet af de tidsmassige forudsigelser omfatter:

modtagelse af et andet parameter pa blokniveauet fra data fra den ene eller flere kodede
strgmme for hver respektive blok af flerheden af blokke, hvor det andet parameter har
en anden verdi, der tilvejebringer tidsmassig signalering for den respektive blok, og
indikerer, at dekoderen skal opdatere vardierne af de tidsmassige forudsigelser for
blokken;

modtagelse af et tredje parameter pa fliseniveauet med en tredje veerdi, der indikerer, at
modtagelse af det andet parameter for den angivne blok med den anden vardi indikerer,
at verdier 1 den tidsmassige buffer forbundet med flisen skal opdateres;

opdatering af verdierne af den tidsmassige buffer forbundet med flisen ved indstilling
af vaerdierne af de tidsmassige forudsigelser for den respektive flise fra flerheden af

fliser til nul.

14. Fremgangsmade ifglge krav 13, og som omfatter generering af en fgrste elementblok fra en
frame 1 den rekonstruerede outputvideo uden anvendelse af en anden elementblok fra framen 1

den rekonstruerede outputvideo.

15. Bitsekvens til afkodning ved hjelp af dekoder, hvilken bitsekvens omfatter:
en kodet basisstrgm, der skal afkodes af en basisdekoder for at frembringe en fgrste
outputvideo;
én eller flere kodede strgmme;
hvor, til afkodning af bitsekvensen, bitsekvensen specifikt omfatter:
et forelgbigt szt af residualer opnaet fra den ene eller flere kodede strgmme for hver
blok af en flerhed af blokke, hvor hver frame af den ene eller flere kodede strgmme
opdeles i en flerhed af fliser, og hver flise af flerheden af fliser opdeles i flerheden af
blokke;
et st af tidsmassige forudsigelser udledt ved hjalp af en tidsmassig buffer; og
dataoutput, der er resultatet af kombinationen af s&ttet af tidsmassige forudsigelser
med det forelgbige sat af residualer, hvilket dataoutput kombineres med den f@rste

outputvideo for at generere en rekonstrueret outputvideo;
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kendetegnet ved, at

bitsekvensen endvidere omfatter:

et andet parameter modtaget pa blokniveauet fra data fra den ene eller flere kodede
strgmme for hver respektive blok af flerheden af blokke, hvor det andet parameter har
en anden verdi, der tilvejebringer tidsmassig signalering for den respektive blok, og
indikerer, at dekoderen skal opdatere vardierne af de tidsmassige forudsigelser for
blokken;

et tredje parameter modtaget pa fliseniveauet med en tredje veerdi, der indikerer, at
modtagelse af det andet parameter for den angivne blok med den anden vardi indikerer,
at verdier 1 den tidsmassige buffer forbundet med flisen skal opdateres;

et st af nulvaerdier af de tidsmassige forudsigelser for den respektive flise fra
flerheden af fliser, der er nulstillet som et resultat af opdatering af vardierne af den

tidsmassige buffer forbundet med flisen.
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DRAWINGS

Drawing
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