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1. 

GROUPED-OBJECT RAD 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates to storage systems. More 

particularly, the present invention relates to object-based 
storage systems providing redundancy-based protection. 

2. Description of the Related Art 
A conventional object-based storage system provides an 

interface for arbitrarily-named data objects that are a com 
bination of application (file) data and storage attributes 
(metadata). The metadata specifies on a per-file basis Such 
parameters as data layout and usage information; a RAID 
level of protection and other information for ensuring a 
Quality of Service (QoS). A specified RAID level for a 
distributed object-based storage system is conventionally 
provided by creating several physical objects on multiple 
object storage devices (OSDs). An OSD is a storage unit that 
holds a set of objects in which each object is identified by a 
number (or an abstract identifier) and contains a variable 
number of bytes or blocks. In contrast, a block storage 
device, such as a conventional tape or Hard Disk Drive 
(HDD), presents as number of fixed-sized blocks that are 
each addressed by a sequential number. The physical objects 
of an object-based storage system are used as containers and 
virtual objects are mapped onto the physical objects to form 
a layout for the specified RAID level. Most virtual objects 
are relatively small in size. Consequently, the storage space 
overhead is relatively high. 

FIG. 1 depicts an exemplary conventional RAID level 1 
layout and a mapping from a virtual object 100 to physical 
objects 101 and 102. Virtual object 100 includes blocks A-n, 
in which block A is the first block and block n is the last 
block of virtual object 100. The mapping of virtual object 
100 to physical objects 101 and 102 results in a two-way 
mirrored layout having a 50% storage overhead. 

Other RAID layouts can be used for virtual objects. For 
example, FIGS. 2A and 2B respectively depict a virtual 
object 200 and a conventional mapping of virtual object 200 
to physical objects 201-204 to form an exemplary RAID 
level 5 layout. Virtual object 200 includes blocks A-n, in 
which block A is the first block and block n is the last block 
of virtual object 200. The blocks of virtual object 200 are 
mapped into physical objects 201–203 so that physical 
object 201 includes blocks A, D, G and so on; physical 
object 202 includes blocks B, E, H and so on; and physical 
object 203 includes blocks C, F, I and so on. 
RAID level 5 layouts typically have a storage overhead of 

approximately 

1 (1) 
(stripe width) 

in which a stripe width is the number of blocks forming one 
horizontal stripe. For example, the stripe width in FIG. 2 is 
four. The overhead for the layout shown in FIG. 2 is 25%, 
that is, 4. The overhead would accordingly be 10% for a 
RAID level 5 layout having a stripe width of 10 blocks. 
When using a RAID level 5 and other similar redundant 

type layouts for small virtual objects, however, the layout 
degenerates into mirrored storage, similar to the configura 
tion shown in FIG. 1. For example, when a virtual object is 
only about the size of one stripe unit, then the stripe becomes 
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2 
one data block and one parity block. The parity block is 
identical to the data block, thus resulting in mirroring with 
a 50% overhead. Similarly, when a virtual object is only 
about two blocks in size, then the overhead is 33%. 

Consequently, what is needed is a technique to reduce 
storage space overhead when an object-based RAID con 
figuration is used for Small objects. 

BRIEF SUMMARY OF THE INVENTION 

The present invention provides a technique to reduce 
storage space overhead when an object-based RAID con 
figuration is used for Small objects. 
The advantages of the present invention are provided by 

a grouped-object storage system having a plurality of physi 
cal objects, which are stored on object storage devices 
(OSDs), and a first predetermined number of stripes 
arranged across the plurality of physical objects. Each stripe 
contains a second predetermined number of storage blocks, 
Such that the second predetermined number of storage 
blocks in each stripe corresponds to the number of physical 
objects of the plurality of physical objects. One storage 
block of the second predetermined number of storage blocks 
in a stripe contains redundancy information for the stripe, 
and the storage block containing redundancy information for 
a stripe and each other storage block of the stripe are mapped 
on to a respectively different physical object. The grouped 
object storage system also includes a plurality of virtual 
objects. Each virtual object contains between one and first 
predetermined number of storage blocks. A group of virtual 
objects is formed when a virtual object contains less than the 
first predetermined number of storage blocks by associating 
the virtual object with at least one of at least one virtual 
object containing less than the first predetermined number of 
storage blocks and at least one storage block containing Zero 
values so that each group of virtual objects contains the first 
predetermined number of storage blocks. The storage blocks 
of each virtual object containing the predetermined number 
of storage blocks are mapped to a respectively different 
stripe. Similarly, the storage blocks of each group of virtual 
objects are mapped to a respectively different stripe. Accord 
ing to one aspect of the present invention, each virtual object 
is the same size. Alternatively, at least one virtual object is 
a size that is different from the size of at least one other 
virtual object. Moreover, the grouped-object storage system 
can be configured to have RAID level 5 protection. Alter 
natively, the grouped-object storage system is configured to 
have RAID level 6 protection. Further, the OSDs on which 
the physical objects are stored can be implemented as tape 
drives, Random Access Memory (RAM) storage devices 
(both volatile and non-volatile), optical storage devices, 
and/or HDDs. 
The present invention also provides a method of forming 

a grouped-object storage system in which a plurality of 
physical objects is formed. A first predetermined number of 
stripes are arranged across the plurality of physical objects. 
Each stripe contains a second predetermined number of 
storage blocks such that the second predetermined number 
of storage blocks in each stripe corresponds to a number of 
physical objects of the plurality of physical objects. One 
storage block of the second predetermined number of stor 
age blocks in a stripe contains redundancy information for 
the Stripe. The storage block containing redundancy infor 
mation for a stripe and each other storage block of the Stripe 
are mapped on to a respectively different physical object. A 
plurality of virtual objects is formed such that each virtual 
object contains between one and first predetermined number 
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of storage blocks. A group of virtual objects is formed when 
a virtual object contains less than the first predetermined 
number of storage blocks by associating the virtual object 
with at least one of at least one virtual object containing less 
than the first predetermined number of storage blocks and at 
least one storage block containing Zero values so that each 
group of virtual objects contains the first predetermined 
number of storage blocks. The storage blocks of each virtual 
object containing the predetermined number of Storage 
blocks are mapped to a respectively different stripe. Simi 
larly, the storage blocks of each group of virtual objects are 
mapped to a respectively different Stripe. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention is illustrated by way of example 
and not by limitation in the accompanying figures in which 
like reference numerals indicate similar elements and in 
which: 

FIG. 1 depicts an exemplary conventional RAID level 1 
layout and a mapping from a virtual object to two physical 
objects; 

FIGS. 2A and 2B respectively depict a virtual object and 
a conventional mapping from the virtual object to physical 
objects for an exemplary RAID level 5 layout: 

FIGS. 3A and 3B respectively depict three virtual object 
and a mapping from the virtual objects to physical objects 
for an exemplary RAID level 5 layout according to the 
present invention; and 

FIGS. 4A and 4B respectively depict three virtual objects, 
one of which is a different size from the other two, and a 
mapping from the virtual objects to physical objects for an 
exemplary RAID level 5 layout according to the present 
invention. 

DETAILED DESCRIPTION OF THE 
INVENTION 

The present invention provides a technique to reduce 
storage space overhead when an object-based RAID con 
figuration is used for Small objects. In a situation when a 
small object does not provide a sufficient number of blocks 
to adequately amortize the parity overhead, the present 
invention provides that several Small objects are grouped 
together in order to provide sufficient amortization of the 
parity overhead. 

FIGS. 3A and 3B respectively depict three virtual objects 
A-C and a mapping from the virtual objects A-C to physical 
objects 301-304 for an exemplary RAID level 5 layout 
according to the present invention. Virtual object A includes 
blocks A1-An. Similarly, virtual object B includes blocks 
B1-Bn, and virtual object C includes blocks C1-Cn. The 
data blocks in the first stripe 305 are the first blocks in each 
of the virtual objects in the group. The data blocks in the 
second stripe 306 are the second blocks in each virtual 
object. The data blocks in the third stripe 307 are the third 
blocks in each virtual object, and so on. 

In FIG. 3B, the parity block P1 in stripe 305 has value 
(2) 

In the exemplary mapping shown in FIG. 3B, the three 
virtual objects A-C that are grouped together have the same 
length. Consequently, the overhead is 25%. Accordingly, 
when nine virtual objects are grouped, the overhead is 10%. 
In general, as long as the objects are all the same length, the 
overhead is 
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1 (3) 
(1 + number of objects) 

The number of virtual objects in a group can be changed. 
Another object can be added to a group by adjusting the 
value of each parity block. Similarly, an object can be 
removed from a group by recalculating each parity block to 
exclude the data that has been removed. In FIGS. 3A and 3B, 
virtual object C could be removed. Consequently, the parity 
for the second stripe would be recalculated as 

P2=A26GB2. 

Note that 

(4) 

P2NE-P2, OC2. (5) 

Typically, the number of stripes is equal to the number of 
blocks in the longest virtual object, ignoring the possibility 
of “holes' in an object. When one virtual object has fewer 
blocks than the number of stripes in the RAID group, then, 
according to the present invention, the object is virtually 
padded with Zero values as far as parity calculations are 
concerned. For example, FIGS. 4A and 4B respectively 
depict three virtual objects A, B' and C, and a mapping from 
virtual objects A, B' and C to physical objects 401–404 for 
an exemplary RAID level 5 layout according to the present 
invention. Virtual object A includes blocks A1—An and 
virtual object C includes blocks C1-Cn. Virtual object B' is 
a different size from virtual objects A and C and includes 
only a single block B1'. 

For the mapping shown in FIG. 4B, parity block P1 for the 
first stripe 405 is 

P1=A16DB1'GC1. 

Parity block P2 for the second stripe 406 is: 
P2=A2606BC2=A26BC2. 

(6) 

(7) 

When virtual objects are of different lengths, as is 
depicted in FIGS. 4A and 4B, the storage overhead is higher. 
If, in FIGS. 4A and 4B, virtual objects A and C were 
significantly larger than virtual object B', the overhead 
would be very close to 33%. If virtual object B' had been the 
same size as virtual objects A and C, the overhead would 
have been only 25%. 

Generally, the present invention provides a relatively low 
overhead when all the objects are about the same length. The 
technique of the present invention, nevertheless, provides an 
optimal overhead when objects are significantly different 
lengths. In a worst case, the overhead will be no greater than 
50% for RAID level 5 layouts. 
While the present invention has been described in terms 

of a RAID level 5 layout, the present invention applies to 
other parity- and code-protected redundancy schemes, such 
as RAID level 6. Moreover, while the present invention has 
been described in terms of object storage devices, the 
present invention can apply to other types of storage devices, 
including storage devices formed from HDDs, Random 
Access Memory (RAM) storage devices (both volatile and 
non-volatile), tape or optical storage devices. Additionally, 
the present invention is suitable to virtualized storage sys 
tems, such as arrays built out of network-attached storage. 

Although the foregoing invention has been described in 
Some detail for purposes of clarity of understanding, it will 
be apparent that certain changes and modifications may be 
practiced that are within the scope of the appended claims. 
Accordingly, the present embodiments are to be considered 
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as illustrative and not restrictive, and the invention is not to 
be limited to the details given herein, but may be modified 
within the scope and equivalents of the appended claims. 
What is claimed is: 
1. A grouped-object storage system, comprising: 
a plurality of physical objects; 
a first predetermined number of Stripes arranged across 

the plurality of physical objects, each Stripe containing 
a second predetermined number of storage blocks, the 
second predetermined number of storage blocks in each 
stripe corresponding to a number of physical objects of 
the plurality of physical objects, one storage block of 
the second predetermined number of storage blocks in 
a stripe containing redundancy information for the 
stripe, the storage block containing redundancy infor 
mation for a stripe and each other storage block of the 
stripe being mapped on to a respectively different 
physical object; and 

a plurality of virtual objects, each virtual object contain 
ing between one and first predetermined number of 
storage blocks, a group of virtual objects being formed 
when a virtual object contains less than the first pre 
determined number of storage blocks by associating the 
virtual object with at least one of at least one virtual 
object containing less than the first predetermined 
number of storage blocks and at least one storage block 
containing Zero values so that each group of virtual 
objects contains the first predetermined number of 
storage blocks, the storage blocks of each virtual object 
containing the predetermined number of storage blocks 
being mapped to a respectively different stripe, and the 
storage blocks of each group of virtual objects being 
mapped to a respectively different Stripe. 

2. The grouped-object storage system according to claim 
1, wherein each virtual object is a same size. 

3. The grouped-object storage system according to claim 
1, wherein at least one virtual object is a size that is different 
from a size of at least one other virtual object. 

4. The grouped-object storage system according to claim 
1, wherein the grouped-object storage system is configured 
to have RAID level 5 protection. 

5. The grouped-object storage system according to claim 
1, wherein the grouped-object storage system is configured 
to have RAID level 6 protection. 

6. The grouped-object storage system according to claim 
1, wherein the physical objects are stored on a plurality of 
object storage devices. 

7. The grouped-object storage system according to claim 
6, wherein at least one object storage device is a tape drive. 

8. The grouped-object storage system according to claim 
6, wherein at least one object storage device is a random 
access memory device. 

9. The grouped-object storage system according to claim 
6, wherein at least one object storage device is an optical 
storage drive. 

10. The grouped-object storage system according to claim 
6, wherein at least one object storage device is a hard disk 
drive. 
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11. A method of forming a grouped-object storage system, 

the method comprising: 
forming a plurality of physical objects; 
arranging a first predetermined number of Stripes across 

the plurality of physical objects, each Stripe containing 
a second predetermined number of storage blocks, the 
second predetermined number of storage blocks in each 
stripe corresponding to a number of physical objects of 
the plurality of physical objects, one storage block of 
the second predetermined number of storage blocks in 
a stripe containing redundancy information for the 
stripe, the storage block containing redundancy infor 
mation for a stripe and each other storage block of the 
stripe being mapped on to a respectively different 
physical object; 

forming a plurality of virtual objects, each virtual object 
containing between one and first predetermined num 
ber of storage blocks; 

forming a group of virtual objects when a virtual object 
contains less than the first predetermined number of 
storage blocks by associating the virtual object with at 
least one of at least one virtual object containing less 
than the first predetermined number of storage blocks 
and at least one storage block containing Zero values so 
that each group of virtual objects contains the first 
predetermined number of storage blocks; 

mapping the storage blocks of each virtual object con 
taining the predetermined number of storage blocks to 
a respectively different stripe; and 

mapping the storage blocks of each group of virtual 
objects to a respectively different stripe. 

12. The method according to claim 11, wherein each 
virtual object is a same size. 

13. The method according to claim 11, wherein at least 
one virtual object is a size that is different from a size of at 
least one other virtual object. 

14. The method according to claim 11, further comprising 
configuring the grouped-object storage system to have 
RAID level 5 protection. 

15. The method according to claim 11, further comprising 
configuring the grouped-object storage system to have 
RAID level 6 protection. 

16. The method according to claim 11, further comprising 
storing the physical objects on a plurality of object storage 
devices. 

17. The method according to claim 16, wherein at least 
one object storage device is a tape drive. 

18. The method according to claim 16, wherein at least 
one object storage device is a random access memory 
device. 

19. The method according to claim 16, wherein at least 
one object storage device is an optical storage drive. 

20. The method according to claim 16, wherein at least 
one object storage device is a hard disk drive. 


