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(54) Method and device for correction of matrix display pixel non-uniformities

(57) The present invention relates to a system and
method for correction of the non-uniformity of pixel light-
output behaviour present in matrix addressed electronic
display devices.

The present invention provides a method for correc-
tion of nonuniformities of display elements (pixels or
sub-pixels) in a matrix display, the display being drive-
able between a maximum and a minimum brightness.
The method comprises: storing characterisation data
characterising the light-output response, i.e. luminance
and/or colour response, of individual display elements
of the matrix display, the characterisation data repre-
senting light-outputs of an individual display element as
a function of its drive signals, and the characterisation

data being classified into a pre-set number of catego-
ries, the pre-set number being less than the number of
display elements in the display and greater than one,
the characterisation data of at least two display ele-
ments being assigned to one of the categories, and the
light-outputs/drive signals relationships represented by
at least two characterisation data in two different cate-
gories crossing over within the maximum and minimum
brightness of the display. The method furthermore com-
prises pre-correcting, in accordance with the character-
isation data in the relevant categories, drive signals of
individual display elements so as to obtain a pre-deter-
mined spatial light-output of display elements, to there-
by display an image.



EP 1 424 672 A1

2

5

10

15

20

25

30

35

40

45

50

55

Description

Technical field of the invention

[0001] The present invention relates to a system and
method for correction, for example real-time correction,
of the non-uniformity of pixel light-output behaviour
present in matrix addressed electronic display devices
such as plasma displays, liquid crystal displays, light
emitting diode (LED) and organic light emitting diode
(OLED) displays used in projection or direct viewing
concepts.
[0002] It applies to emissive, transmissive, reflective
and trans-reflective display technologies fulfilling the
feature that each pixel is individually addressable.

Background of the invention

[0003] At present, most matrix based display technol-
ogies are in its technological infancy compared to long
established electronic image forming technologies such
as Cathode Ray Tubes. As a result, many domains of
image quality deficiency still exist and cause problems
for the acceptance of these technologies in certain ap-
plications.
[0004] Matrix based or matrix addressed displays are
composed of individual image forming elements, called
pixels (Picture Elements), that can be driven (or ad-
dressed) individually by proper driving electronics. The
driving signals can switch a pixel to a first state, the on-
state (luminance emitted, transmitted or reflected), to a
second state, the off-state (no luminance emitted, trans-
mitted or reflected), see for example EP-0117335 which
describes an LCD. For some displays, one stable inter-
mediate state between the first and the second state is
used - see EP-0462619 which also describes an LCD.
For still other displays, one or more intermediate states
between the first and the second state (modulation of
the amount of luminance emitted, transmitted or reflect-
ed) are used - see EP-0117335. A modification of these
designs attempts to improve uniformity by using pixels
made up of individually driven sub-pixel areas and to
have most of the sub-pixels driven either in the on- or
off-state - see EP-0478043 which also describes an
LCD. One sub-pixel is driven to provide intermediate
states. Due to the fact that this sub-pixel only provides
modulation of the grey-scale values determined by se-
lection of the binary driven sub-pixels the luminosity var-
iation over the display is reduced.
[0005] A known image quality deficiency existing with
these matrix based technologies is the unequal light-
output response of the pixels that make up the matrix
addressed display consisting of a multitude of such pix-
els. More specifically, identical electric drive signals to
various pixels may lead to different light-output of these
pixels. Current state of the art displays have pixel arrays
ranging from a few hundred to millions of pixels. The
observed light-output differences between (even neigh-

bouring) pixels is as high as 30% (as obtained from the
formula (minimum luminance - maximum luminance) /
minimum luminance).
[0006] These differences in behaviour are caused by
various production processes involved in the manufac-
turing of the displays, and/or by the physical construc-
tion of these displays, each of them being different de-
pending on the type of technology of the electronic dis-
play under consideration. As an example, for liquid crys-
tal displays (LCDs), the application of rubbing for the
alignment of the liquid crystal (LC) molecules, and the
colour filters used, are large contributors to the different
luminance behaviour of various pixels. The problem of
lack of uniformity of OLED displays is discussed in US-
20020047568. Such lack of uniformity may arise from
differences in the thin film transistors used to switch the
pixel elements.
[0007] This phenomenon of non-uniform light-output
response of a plurality of pixels is disturbing in applica-
tions where image fidelity is required to be high, such
as for example in medical applications, where lumi-
nance differences of about 1% are supposed to have a
meaning. The unequal light-output response of the pix-
els superimposes an additional, disturbing and unwant-
ed random image on the required or desired image, thus
reducing the SNR of the resulting image.
[0008] EP-0755042 describes a method and device
for providing uniform luminosity of a field emission dis-
play (FED). Non-uniformities of luminance characteris-
tics in a FED are compensated pixel by pixel. This is
done by storing a matrix of calibration values, one value
for each pixel. These calibration values are determined
by a previously measured emission efficiency of the cor-
responding pixels. These calibration values are used for
correcting the level of the signal that drives the corre-
sponding pixel. 16 different calibration values are pro-
posed.
[0009] It is a disadvantage of the method described
in EP-0755042 that a linear approach is applied, i.e. that
a same calibration value is used to correct a drive signal
of a given pixel, independent of whether a high or a low
luminance has to be provided. However, pixel lumi-
nance for different drive signals of a pixel depends on
physical features of the pixel, and those physical fea-
tures may not be the same for high or low luminance
levels. Therefore, pixel non-uniformity is different at high
or low levels of luminance, and if corrected by applying
to a pixel drive signal a same calibration value independ-
ent of the drive value corresponds to a high or to a low
luminance level, non-uniformities in the luminance are
still observed.

Summary of the invention

[0010] It is an object of the present invention to pro-
vide a system and a method for correction of non-uni-
formities in light-output, i.e. in luminosity and/or colour,
of display elements of a matrix display.
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[0011] It is a further object of the present invention to
overcome the disadvantages of the prior art solution
mentioned above.
[0012] The above objectives are accomplished by a
method and device according to the present invention.
[0013] The present invention provides a method for
correction of non-uniformities of display elements in a
matrix display. Display elements may be pixels or sub-
pixels. The method comprises: storing characterisation
data characterising the non-linear light-output re-
sponse, i.e. luminance and/or colour response, of indi-
vidual display elements of the matrix display, the char-
acterisation data representing light-outputs of an indi-
vidual display element as a function of its drive signals,
and the characterisation data being classified into a pre-
set number of categories, the pre-set number being less
than the number of display elements in the display and
greater than one, and the characterisation data of at
least two display elements being assigned to one of the
categories; and pre-correcting, in accordance with the
characterisation data in the relevant categories, drive
signals of individual display elements so as to obtain a
pre-determined spatial light-output of display elements,
to thereby display an image. Obtaining a pre-deter-
mined spatial light-output may comprise compensating
for unequal light output between different display ele-
ments, so that, when all display elements are driven with
a same level of a drive signal, then all light-outputs are
the same, and the displayed image looks uniform over
the display. Alternatively, obtaining a pre-determined
spatial light-output may comprise obtaining a second
pre-determined non-uniform light-output behaviour of
display elements, which second light-output behaviour
is different from a first pre-determined non-uniform light-
output behaviour generated by the non-uniformities of
the display elements in the matrix display. This may be
used to pre-correct for non-uniformities of post-process-
ing systems that are added to the display, such as, but
not limited to, optical systems such as lenses in case of
projectors, tiled displays, screen magnification lenses,
etc.
[0014] The non-linear light-output response of a dis-
play element may comprise its luminance response and/
or its colour response.
[0015] The matrix display may be driveable between
a maximum and a minimum brightness. According to the
present invention, the light-outputs/drive signals rela-
tionships represented by at least two characterisation
data in two different categories may be crossing over
within the maximum and minimum brightness of the dis-
play, i.e. at certain drive levels the light-output response
of a first pixel is higher than the light-output response of
a second pixel, while at other drive levels the light-output
response of the second pixel is higher than the light-
output response of the first pixel. This situation cannot
be dealt with by the prior art solution of EP-0755042.
[0016] A method according to the present invention
may further comprise generating the characterisation

data from images captured from individual display ele-
ments. Generating the characterisation data may com-
prise building a display element profile map represent-
ing characterisation data for each display element of the
matrix display. Building a display element profile map
may comprise storing the display element characterisa-
tion data in a storage device such as a memory.
[0017] The pre-correcting may either be carried out in
real-time or off-line.
[0018] The present invention also provides a system
for characterising the light-output response, i.e. lumi-
nance and/or colour response, of each individual display
element of a matrix display, and uses this characterisa-
tion to pre-correct the driving signals to that display in
order to obtain that pre-determined drive signals to pre-
determined display elements generate a pre-deter-
mined spatial light-output.
[0019] A system for correction of non-uniformities of
light-output, i.e. luminance and/or colour, of display el-
ements in a matrix display is provided. The method com-
prises a characterising device for generating character-
isation data for every individual display element of the
matrix display by establishing a non-linear relationship
between light-outputs of each display element and the
corresponding drive signals, a classifying device for
classifying the characterisation data into a pre-set
number of categories, the pre-set number of categories
being larger than one and smaller than the total number
of display elements in the display and the characterisa-
tion data of at least two display elements being assigned
to one of the categories; and a correction device for pre-
correcting, in accordance with the characterisation data
in the relevant categories, driving signals to the display
elements to obtain that pre-determined drive signals to
pre-determined display elements generate a pre-deter-
mined spatial light-output of said display elements to
thereby display an image. The pre-correction may be
such that equivalent drive signals to different display el-
ements generate equivalent luminance behaviour of
said display elements. Alternatively, the pre-correction
may be so as to obtain a pre-determined non-uniform
light-output behaviour of display elements which is dif-
ferent from the first non-uniform light-output behaviour
generated by the display elements in the matrix display.
[0020] This may be used to pre-correct for non-uni-
formities of post-processing systems that are added to
the display, such as, but not limited to, optical systems
such as lenses in case of projectors, tiled displays,
screen magnification lenses, etc.
[0021] The characterising device can take various
forms. The purpose of the characterising device is to de-
fine the light-output response for each individual display
element of the matrix addressed display. The light-out-
put response is a relationship, e.g. under the form of a
curve, between a display element's drive signal, and
that display element's light-output behaviour. Said light-
output behaviour can be caused by any optical process
affecting visual light, be it for example, but not limited
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thereto, reflection, emission, transmission or a combi-
nation of said processes, or an electrical process indi-
rectly defining the optical response of the system.
[0022] The characterising device may comprise an
image capturing device for generating an image of the
display elements of the matrix display. The image cap-
turing device may comprise for example a scanner, a
camera, a CCD or photodiode, with adequate spatial
resolution compared to the spatial resolution of the ma-
trix display that needs to be characterised, in order to
identify the individual display elements. Image process-
ing hardware also needs to have enough luminance
sensitivity and resolution in order to give a precise quan-
tisation of the light-output emitted by the display ele-
ments. The image capturing device allows to capture im-
ages from the individual display elements of the display,
and this for a variety of test images. The test images are
chosen in a particular way to allow extraction of the light-
output response data of display elements later in the
process.
[0023] The characterising device may comprise a dis-
play element location identifying device for identifying
the actual location of individual display elements of the
matrix display.
[0024] The characterising device described above
delivers various electronic images of arrays of display
elements. Algorithms isolate the image of each individ-
ual display element and quantitatively assign a light-out-
put value to these pixels.
[0025] If images of various test images are combined,
and light-output values of individual display elements
are listed in this way, a non-linear light-output response
curve of each individual display element can be ob-
tained. As explained before, the light-output response
curve will fix the relationship between the light-output of
one individual display element as a function of its drive
signal. The drive signal can be expressed using any
physical quantity giving a relationship with the intensity
of the drive applied to the display element. This is tech-
nology dependent: it is voltage in case of LCD, and cur-
rent in case of LED displays. As a generic representa-
tion of said physical quantity digital driving level (DDL)
may be used, which is proportional to current or voltage
drive and is defined by a digital to analog conversion
process.
[0026] The actual light-output response curve allows
to calculate a drive curve required to obtain a linear light-
output response (or any other desired response) of the
display element under consideration. The obtained
drive curve that will yield a linear and equal response of
an individual display element is called the display ele-
ment characterisation data (PCD) of that display ele-
ment.
[0027] The PCD of each individual display element
may contain a lot of information that, given its format
and quantity of data, is not practically applicable for ad-
aptation of the drive signals. A set of algorithms is used
to condense or compress the characterisation data so

as to be able to store it and use it in real time correction
of the drive applied to the display elements.
[0028] From the light-output response curves, said al-
gorithms extract key parameters that define the re-
sponse of the display elements such as offset, gain,
maximum. Another approach is to extract a limited set
of (light-output; DDL) points of the light-output response
curve that allow a reconstruction of the original light-out-
put response curve. Yet another algorithm will classify
the measured light-output response of a display element
to a limited set of allowed "typical" display element light-
output responses by approximating the actual response
with the best matching "typical" response. All algorithms
(or a combination of these algorithms) mentioned have
in common that the vast amount of display element char-
acterisation data is compressed and prepared to a use-
able format, called the display element profile map
(PPM) which is compatible to real time hardware com-
pensation schemes.
[0029] The PPM is describing the relation between
the input and output of the transfer function of the cor-
rection device or transformation system. The input to
this correction device are the uncorrected drive signals
defining the light-output of the display elements. The
output are the corrected drive signals to the display el-
ements. The transformation circuit is implemented in
hardware and designed such that transformation (e.g.
correction) of the drive signals can happen in real time,
this is at the pixel frequency of the system under con-
sideration.
[0030] For a good understanding, it is remarked that
only the transformation of the display element drive sig-
nals described in the previous paragraph needs to hap-
pen in real time. All other processes described (image
capturing, defining the PCD and PPM) can happen "off-
line" in a non real time fashion using infactory methods.
[0031] The characterising device may comprise a
light-output value assigning device for assigning one
light-output value to each display element of the matrix
display.
[0032] The present invention furthermore provides a
matrix display device for displaying an image. The de-
vice comprises: a plurality of display elements, a mem-
ory for storing characterisation data for every individual
display element of the matrix display, the characterisa-
tion data representing a relationship between light-out-
puts of a display element and its corresponding drive
signals, the characterisation data being divided into a
pre-set number of categories, the number of categories
being less than the number of display elements in the
matrix display and greater than one and the character-
isation data of at least two display elements being as-
signed to one of the categories; and a correction device
for pre-correcting, in accordance with the characterisa-
tion data of the relevant categories, driving signals to
the display elements so as to obtain a pre-determined
spatial light-output of the display elements. The correc-
tion device may be such that at least one drive signal to
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at least two different display elements generates equiv-
alent luminance behaviour of said two different display
elements to thereby display an image. Alternatively, if
the non-uniformities of the display elements in the matrix
display generate a first non-uniform light-output behav-
iour of the display elements, the pre-correction may be
so as to obtain a second pre-determined non-uniform
light-output behaviour of display elements different from
the first pre-determined non-uniform light-output behav-
iour.
[0033] The present invention also provides a control
unit for use with a system for correction of non-uniform-
ities of light-output of display elements of a matrix dis-
play for displaying an image, the matrix display device
comprising a plurality of display elements. The control
unit comprises a memory for storing characterisation
data for every individual display element of the matrix
display, the characterisation data representing a non-
linear relationship between light-outputs of a display el-
ement and its corresponding drive signals, the charac-
terisation data being divided into a pre-set number of
categories, the number of categories being less than the
number of display elements in the matrix display and
greater than one and the characterisation data of at least
two display elements being assigned to one of the cat-
egories. The control unit also comprises means for pre-
correcting, in accordance with the characterisation data
of the relevant categories, driving signals to the display
elements so as to obtain a pre-determined spatial light-
output of the display elements. The pre-determined spa-
tial light-output may be such that at least one drive signal
to at least two different display elements generates
equivalent light-output behaviour of said two different
display elements. Alternatively, if the non-uniformities of
the display elements in the matrix display generate a
first non-uniform light-output behaviour of the display el-
ements, the pre-determined spatial light-output may be
such that a second pre-determined non-uniform light-
output behaviour of display elements different from the
first pre-determined non-uniform light-output behaviour
is obtained.
[0034] The present invention furthermore provides a
computer program product for executing any of the
methods of the present invention when executed on a
computing device associated with a system for correc-
tion of non-uniformities of luminance of display elements
in a matrix display. The present invention also provides
a machine readable data storage device storing the
computer program product of the present invention. The
present invention also provides transmission of the
computer program product of the present invention over
a local or wide area telecommunications network.
[0035] These and other characteristics, features and
advantages of the present invention will become appar-
ent from the following detailed description, taken in con-
junction with the accompanying drawings, which illus-
trate, by way of example, the principles of the invention.
This description is given for the sake of example only,

without limiting the scope of the invention. The reference
figures quoted below refer to the attached drawings.

Brief description of the drawings

[0036]

Fig. 1 illustrates a matrix display having greyscale
pixels with equal luminance.
Fig. 2 illustrates a matrix display having greyscale
pixels with unequal luminance
Fig. 3 illustrates a greyscale LCD based matrix dis-
play having unequal luminance in subpixels.
Fig. 4 illustrates a first embodiment of an image cap-
turing device, the image capturing device compris-
ing a flatbed scanner.
Fig. 5 illustrates a second embodiment of an image
capturing device, the image capturing device com-
prising a CCD camera and a movement device.
Fig. 6 schematically illustrates an embodiment of an
algorithm to identify matrix display pixel locations.
Fig. 7 shows an example of a luminance response
curve of an individual pixel, the curve being con-
structed using eleven characterisation points.
Fig. 8 is a block-schematic diagram of signal trans-
formation according to the present invention.
Fig. 9 illustrates the signal transformation of the di-
agram of Fig. 8.
Fig. 10 is a graph showing different examples of pix-
el response curves.
Fig. 11 illustrates an embodiment of a correction cir-
cuit.

[0037] In the different figures, the same reference fig-
ures refer to the same or analogous elements.

Description of illustrative embodiments

[0038] The present invention will be described with re-
spect to particular embodiments and with reference to
certain drawings but the invention is not limited thereto
but only by the claims. The drawings described are only
schematic and are non-limiting. In the drawings, the size
of some of the elements may be exaggerated and not
drawn on scale for illustrative purposes. Where the term
"comprising" is used in the present description and
claims, it does not exclude other elements or steps.
[0039] In the present description, the terms "horizon-
tal" and "vertical" are used to provide a co-ordinate sys-
tem and for ease of explanation only. They do not need
to, but may, refer to an actual physical direction of the
device.
[0040] A matrix addressed display comprises individ-
ual display elements. In the present description, the
term "display elements" is to be understood to comprise
any form of element which emits light or through which
light is passed or from which light is reflected. A display
element may therefore be an individually adressable el-
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ement of an emissive, transmissive, reflective or trans-
reflective display. Display elements may be pixels, e.g.
in a greyscale LCD, as well as sub-pixels, a plurality of
sub-pixels forming one pixel. For example three sub-pix-
els with a different colour, such as a red sub-pixel, a
green sub-pixel and a blue sub-pixel may together form
one pixel in a colour LCD. Whenever the word "pixel" is
used, it is to be understood that the same may hold for
sub-pixels, unless the contrary is explicitly mentioned.
[0041] The invention will be described with reference
to flat panel displays but is not limited thereto. It is un-
derstood that a flat panel display does not have to be
exactly flat but includes shaped or bent panels. A flat
panel display differs from display such as a cathode ray
tube in that it comprises a matrix or array of "cells" or
"pixels" each producing or controlling light over a small
area. Arrays of this kind are called fixed format arrays.
There is a relationship between the pixel of an image to
be displayed and a cell of the display. Usually this is a
one-to-one relationship. Each cell may be addressed
and driven separately. It is not considered a limitation
on the present invention whether the flat panel displays
are active or passive matrix devices. The array of cells
is usually in rows and columns but the present invention
is not limited thereto but may include any arrangement,
e.g. polar or hexagonal. The invention will mainly be de-
scribed with respect to liquid crystal displays but the
present invention is more widely applicable to flat panel
displays of different types, such as plasma displays,
filed emission displays, EL-displays, OLED displays,
etc. In particular the present invention relates not only
to displays having an array of light emitting elements but
also displays having arrays of light emitting devices,
whereby each device is made up of a number of individ-
ual elements. The displays may be emissive, transmis-
sive, reflective, or trans-reflective displays.
[0042] Further the method of addressing and driving
the pixel elements of an array is not considered a limi-
tation on the invention. Typically, each pixel element is
addressed by means of wiring but other methods are
known and are useful with the invention, e.g. plasma dis-
charge addressing (as disclosed in US 6,089,739) or
CRT addressing.
[0043] A matrix addressed display 2 comprises indi-
vidual pixels. These pixels 4 can take all kinds of
shapes, e.g. they can take the forms of characters. The
examples of matrix displays 2 given in Fig. 1 to Fig. 3
have rectangular or square pixels 4 arranged in rows
and columns. Fig. 1 illustrates an image of a perfect dis-
play 2 having equal luminance response in all pixels 4
when equally driven. Every pixel 4 driven with the same
signal renders the same luminance. In contrast, Fig. 2
and Fig. 3 illustrate different cases where the pixels 4 of
the displays 2 are also driven by equal signals but where
the pixels 4 render a different luminance, as can be seen
by the different grey values in the different drawings.
The spatial distribution of the luminance differences of
the pixels 4 can be arbitrary. It is also found that with

many technologies, this distribution changes as function
of the applied drive to the pixels indicating different re-
sponse relationships for the pixels 4. For a low drive sig-
nal leading to low luminance, the spatial distribution pat-
tern can differ from the pattern at higher driving signal.
[0044] In order to be able to correct matrix display pix-
el non-uniformities, in a first aspect of the present inven-
tion the ligth-output of each individual pixel has to be
known, and thus detected.
[0045] The present invention provides a vision meas-
urement system, a set-up for automated, electronic vi-
sion of the individual pixels of the matrix addressed dis-
play, i.e. for measuring the light-output, e.g. luminance;
emitted or reflected (depending on the type of display)
by individual pixels 4, using a vision measurement set-
up. The vision measurement system comprises an im-
age capturing device 6, 12 and possibly a movement
device 5 for moving the image capturing device 6, 12
and the display 2 with respect to each other. Two em-
bodiments are given as an example, although other
electronic vision implementations may be possible
reaching the same result: an electronic image of the pix-
els.
[0046] According to a first embodiment, as represent-
ed in Fig. 4, the matrix addressed display 2 is placed
with its light emitting side against an image capturing
device, for example is placed face down on a flat bed
scanner 6. The flat bed scanner 6 may be a suitably
modified document or film scanner. The spatial resolu-
tion of the scanner 6 is so as to allow for adequate vision
of the individual pixels 4 of the display 2 under test. The
sensor 8 and image processing hardware of the flat bed
scanner 6 also have enough luminance sensitivity and
resolution in order to give a precise quantisation of the
luminance emitted by the pixels 4. For an emissive dis-
play 2, the light source 10 or lamp of the scanner 6 is
switched off: the luminance measured is emitted by the
display 2 itself. For a reflective type of display 2, the light
source 10 or lamp of the scanner 6 is switched on: the
light emitted by the display 2 is light from the scanner's
light source 10, modulated by the reflective properties
of the display 2, and reflected, and is subsequently
measured by the sensor 8 of the scanner 6.
[0047] The output file of the image capturing device,
in the embodiment described scanner 6, is an electronic
image file giving a detailed picture of the pixels 4 of the
complete electronic display 2.
[0048] According to a second embodiment of the vi-
sion measurement system, as illustrated in Fig. 5, an
image capturing device, such as e.g. a high resolution
CCD camera 12, is used to take a picture of the pixels
4 of the display 2. The resolution of the CCD camera 12
is so as to allow adequate definition of the individual pix-
els 4 of the display 2 to be characterised. In the current
state of the art of CCD cameras, it is not possible to im-
age large matrix displays 2 at once. As an example, high
resolution electronic displays 2 with an image diagonal
of more than 20" require that the CCD camera 12 and
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the display 2 are moved with respect to each other, e.g.
the CCD camera 12 is scanned (in X-Y position) over
the image surface of the display 2, or vice versa: the
display 2 is scanned over the sensor area of the CCD
camera 12, in order to take several pictures of different
parts of the display area 2. The pictures obtained in this
way are thereafter preferably stitched to obtain one im-
age of the complete active image surface of the display
2.
[0049] Again, the resulting electronic image file, i.e.
the output file of the image capturing device, which is in
the embodiment described a CCD camera 12, gives a
detailed picture of the pixels 1 of the display 2 that needs
to be characterised. An example of an image 13 of the
pixels 4 of a matrix display 2 is visualised in Fig. 6a.
[0050] Once an image 13 of the pixels 4 of the display
2 has been obtained, a process is run to extract pixel
characterisation data from the electronic image 13 ob-
tained from the image capturing device 6, 12.
[0051] In the image 13 obtained, algorithms will be
used to assign one luminance value to each pixel 4. One
embodiment of such algorithm works in two steps.
[0052] In a first step, the actual location of the matrix
display pixels 4 is identified and related to the pixels of
the electronic image, for example of the CCD or scanner
image.
[0053] In matrix displays 2, individual pixels 4 can be
separated by a black matrix raster 14 that does not emit
light. Therefore, in the image 13, a black raster 15 can
be distinguished. This characteristic can be used in the
algorithms to clearly separate and distinguish the matrix
display pixels 4. The luminance distribution on an imag-
inary line in a first direction, e.g. vertical line 16 in a Y-
direction, and across an imaginary line in a second di-
rection, e.g. horizontal line 18 in an X-direction, through
a pixel 4 can be extracted using imaging software, as
illustrated in Fig. 6a to Fig. 6c. Methods of extracting
features from images are well known, e.g. as described
in "Intelligent Vision Systems for Industry", B. G. Batch-
elor and P. F. Whelan, Springer-Verlag, 1997, "Traite-
ment de l'Image sur Micro-ordinateur", Toumazet,
Sybex Press, 1987; "Computer vision", Reinhard Klette
and Karsten Schlüns, Springer Singapore, 1998; "Im-
age processing: analysis and machine vision", Milan
Sonka, Vaclaw Hlavac and Roger Boyle, 1998.
[0054] Supposing that the image generated by the
matrix display 2 when the image was acquired by the
image capturing device 6, 12 was set on all pixels 4 hav-
ing a first value, e.g. all white pixels 4 or all pixels 4 fully
on. Then the luminance distribution across vertical line
16 and horizontal line 18, in the image 13 acquired by
the image capturing device 6, 12, shows peaks 19 and
valleys 21, that correspond with the actual location of
the matrix display pixels 4, as shown in Fig. 6b and Fig.
6c respectively. As noted before, the spatial resolution
of the image capturing device, e.g. the scanner 6 or the
CCD camera 12, needs to be high enough, i.e. higher
than the resolution of the matrix display 2, e.g. prefera-

bly at least ten times higher than the resolution of the
matrix display 2 (10x over-sampling). Because of the
over-sampling, it will be possible to express the horizon-
tal and vertical distance of the matrix display pixels 4
precisely in units of pixels of the image capturing device
6, 12 (not necessarily integer numbers).
[0055] A threshold luminance level 20 is constructed
that is located at a suitable value between the maximum
luminance level measured at the peaks 19 and minimum
luminance level measured at the valleys 21 across the
vertical lines 16 and the horizontal lines 18, e.g. approx-
imately in the middle. All pixels of the image capturing
device 6, 12 with luminance below the threshold level
20 indicate the location of the black raster 15 in the im-
age, and thus of a corresponding black matrix raster 14
in the display 2. These locations are called in the present
description "black matrix locations" 22. The most robust
algorithm will consider a pixel location of the image cap-
turing device 6, 12 which is located in the middle be-
tween two black matrix locations 22 as the centre of a
matrix display pixel 4. Such locations are called "matrix
pixel centre locations" 24. Depending on the amount of
over-sampling, an amount of image capturing device
pixels located around the matrix pixel centre locations
24 across vertical line 16 and horizontal line 18, can be
expected to represent the luminance of one matrix dis-
play pixel 4. In Fig. 6a, these image capturing device
pixels, e.g. CCD pixels, are located in the hatched area
26 and are indicated with numbers 1 to 7 in Fig. 6b.
These CCD pixels are called "matrix pixel locators" 28
in the following. The matrix pixel locators 28 are defined
for one luminance level of the acquired image 13. To
make the influence of noise minimal, the luminance level
is preferably maximised (white flat field when acquiring
the image).
[0056] Other algorithms to determine the exact loca-
tion of the matrix display pixels 4 are included within the
scope of the present invention. By means of example a
second embodiment, which describes an alternative us-
ing markers, is discussed below.
[0057] A limited number of marker pixels (i.e. matrix
display pixels 4 with a driving signal which is different
from the driving signal of the other matrix pixels 4 of
which an electronic image is being taken), for instance
four, is used to allow precise localisation of the matrix
display pixels 4. For example, four matrix display pixels
4 ordered in a rectangular shape can be driven with a
higher driving level than the other matrix display pixels
4. When taking an electronic image 13 of this display
area, it is easy to determine precisely the location of
those four marker pixels 4 in the electronic image 13.
This can be done for instance by finding the four areas
in the electronic image 13 that have the highest local
luminance value. The centre of each marker pixel can
then be defined as the centre of the local area with high-
er luminance. Once those four marker pixels have been
determined, interpolation can be used to determine the
location of the other matrix display pixels present in the
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electronic image. This can be done easily since the lo-
cation of the other matrix display pixels is known relative
to the marker pixels a priori (defined by the matrix dis-
play pixel structure).
[0058] An advantage of this algorithm compared to
the one of the previous embodiment is that a lower de-
gree of over-sampling is necessary since it is not nec-
essary anymore to be able to isolate the black matrix in
the electronic image. Therefore, lower resolution image
capturing devices 6, 12 can be used. The algorithm can
also be used for matrix displays where no black matrix
structure is present or for matrix displays that also have
black matrix between sub-pixels or parts of sub-pixels,
such as a colour pixel for example.
[0059] Instead of luminance, also colour can be
measured. The vision set-up is then slightly different,
and comprises a colour measurement device, such as
a colorimetric camera or a scanning spectrograph for
example. The underlying principle, however, is the
same: a location of a pixel and its colour are determined.
[0060] In a second step of the algorithm to assign one
light-output value to each pixel 4, after having deter-
mined the location of each individual matrix pixel 4, its
light-output is calculated.
[0061] This is explained for a luminance measure-
ment. The luminance of the matrix pixel locators 28
across the X-direction and Y-direction that describe one
pixel location, are averaged to one luminance value us-
ing a suitable calculation method, e.g. the standard for-
mula for calculation of a mean. As a result, every pixel
4 of the matrix display 2 that is to be characterised is
assigned a pixel value (a representative or averaged lu-
minance value). Other more complex formulae are in-
cluded within the scope of the present invention: e.g.
harmonic mean can be used, or a number of pixel values
from the image 13 can be rejected from the mean for-
mula as "outliers or noisy image capturing device pix-
els".
[0062] A similar method may be applied for assigning
a colour value to each individual matrix pixel.
[0063] It will be well understood by people skilled in
the art that the light-output values, i.e. luminance values
and/or colour values, of the individual pixels 4 can be
calculated in any of the described ways or any other way
for various test images or light-outputs, i.e. for a plurality
of test images in which the pixels are driven by different
driving levels. Supposing that, in order to obtain a test
image, all pixels are driven with the same information,
i.e. with the same drive signal or the same driving level,
then the displayed image represents a flat field with
light-output of the pixels ranging from 0% to 100% de-
pending on the drive signal. For each percentage of
drive between 0% (zero drive, black field) and 100% (full
drive or white field) a complete image 13 of the matrix
display 2 under test can be acquired, and the light-out-
put of each individual pixel 4 can be calculated from the
acquired image 13 with any of the described algorithms
or any other suitable algorithm. If all response points

(video level or luminance level) of a given pixel i are then
grouped, then the light-output response function of that
given pixel i is obtained. The response function may be
represented by a number of suitable means for storage
and retrieval, e.g. in the form of an analytical function,
in the form of a look-up table or in the form of a curve.
An example of a luminance response curve 30 is illus-
trated in Fig. 7. The luminance response function, and
in general the light-output function, can be constructed
with as many points as desired or required. The curve
30 in the example of Fig. 7 is constructed using eleven
characterisation points 32, which result from the display
and acquisition of images, and the calculation of lumi-
nance levels for a given pixel 4. Interpolation between
those characterisation points 32 can then be carried out
in order to obtain a light-output response of a pixel 4
corresponding to a driving level which is different from
that of any of the characterisation points 32. Different
interpolation methods exist, and are within the skills of
a person skilled in the art.
[0064] It is to be remarked that a light-output response
function is thus available for every individual pixel 4 of
the matrix display 2 to be characterised. The light-output
response functions of individual pixels 4 may all be dif-
ferent or the response functions may be reduced to a
smaller number of typical or representative functions,
and each pixel may be assigned to one of these typical
functions.
[0065] For modern colour liquid crystal displays
(LCDs) with a resolution up to three million pixels, each
pixel e.g. composed of a number of colour sub-pixels
such as red, green and blue sub-pixels, this means 9
million functions are obtained, each defined by a set of
e.g. sixteen values (light-output in function of drive lev-
el). It needs to be remarked that a pixel's response func-
tion is the result of various physical processes, all of
them defining the luminance generation process to a
certain extent. A few of the processes and parameters
that influence an individual pixel's light-output response
and can cause the response to be different from pixel to
pixel are (non-exhaustive list):

- the cell gap (in case of LCD displays),
- the driver integrated circuit (IC),
- electronic circuitry preceding the driver IC,
- LCD material alignment defined by rubbing,
- the backlight intensity (drive voltage or current),
- temperature,
- spatial (e.g. over the area of the display 2) non-uni-

formity of all above mentioned parameters or proc-
esses.

[0066] The light-output response of the individual pix-
els 4 completely describes that pixel's light-output be-
haviour as a function of the applied drive signal. This
behaviour is individual and may differ from pixel to pixel.
[0067] A next algorithm step defines a drive function,
e.g. a drive curve, that ensures that a predefined light-
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output response (from electrical input signal to light-out-
put of the pixel) can be established. The overall light-
output response functions can be arbitrary, or may fol-
low a required mathematical law, such as a gamma law,
a linear curve or a DICOM (Digital Imaging and Com-
munications in Medicine) curve, the choice being de-
fined by the application or type of images to be rendered
(medical images, graphics art images, video editing
etc.). Thus this next algorithm step provides a correction
principle to generate a required light-output response
curve for an individual pixel 4, and thus to equalise the
response of all pixels 4 in a display 2.
[0068] Reference is made to Fig. 8. A display pixel 4
is represented as a black box with an electrical input Pi
and an optical output Yi. Display pixel 4 has a light-out-
put response function represented by a transfer function
L, there being one light-output response function and
thus one transfer function L for every individual pixel 4
(e.g. pixels that can be driven independently from other
pixels) in the display 2. This display pixel 4 is preceded
by a transformation circuit 34 that transforms an electri-
cal drive signal Ei into an electrical signal Pi. It is to be
noted that the present invention is not limited to electri-
cal drive signals, e.g. transformation from optical signals
to optical signals, or from any other suitable information
carrier to any suitable information carrier are also pos-
sible. The transformation of the drive signal, e.g. elec-
trical drive signal Ei into an electrical signal Pi, carried
out by the transformation circuit 34, may be different for
every pixel 4, and is depending on the light-output re-
sponse function L of that pixel 4. Whether the transfor-
mation circuit 34 is transforming digital or analog sig-
nals, is not relevant to the invention. The most straight-
forward way to realise this transformation circuit 34 is a
digital look-up table as will be shown further. In this case,
the counter i (in the electrical drive signals Ei, the elec-
trical signal Pi and the light-output signal, e.g. luminance
signal Yi) ranges from 1 to the maximum number of in-
dividual digital driving levels that can be generated by
circuitry driving the pixel. In case of 8 bit resolution, 256
discrete levels are possible.
[0069] The transformation circuit has a transfer func-
tion T, which may be different for every pixel. Its purpose
is to transform the drive signal, e.g electrical signal Ei in
such a way to a signal Pi so that a predefined and iden-
tical overall light-output, e.g. luminance response Yi ver-
sus Ei (further noted as Yi / Ei) is generated for every
individual pixel 4, even if the light-output response
curves, e.g. luminance response curves Li of these pix-
els 4 differ. Hereinafter, as an example only, luminance
correction is explained.
[0070] The signal transformation process of the signal
path in Fig. 8 is graphically illustrated in Fig. 9.
[0071] The luminance response function L of an indi-
vidual pixel 4 is an S-shaped curve 30 in this example,
although other types of characteristic curve can be ob-
tained from the characterization process step as de-
scribed above depending upon the materials used and

the type of display. In the example of Fig. 9, the required
overall response for the complete circuit Yi versus Ei is
a linear curve 36. Therefore, as can be seen in Fig. 9,
the transfer function T has to have particular character-
istics, i.e. it may for example be a curve 38 of a particular
shape. A transfer curve 38 is obtained by mirroring the
pixel characteristic curve 30 around a linear curve with
slope 1. The response function T for a particular pixel 4,
complementary to the luminance response L of that par-
ticular pixel 4, yields an overall response Yi/Ei which is
linear. As remarked before, it is possible to adapt the
transfer function T in such a way as to yield other shapes
for the overall response Yi/Ei.
[0072] Pixels 4 of the same electronic display 2 may
show a different response behaviour, leading to a differ-
ent characteristic luminance response function L. The
transfer curves L of the individual pixels 4 can differ to
a great extent. Due to the effects described above, pix-
els 4 can show a basically different response behaviour
L. Some examples of different luminance response
curves are shown in Fig. 10 as measured on real dis-
plays. Some pixels 40 may exhibit a lower luminance at
maximum drive level, as illustrated by curves B and D
in Fig. 10. Some other pixels may exhibit higher lumi-
nance than other pixels at low drive levels, as illustrated
by curve C in Fig. 10.
[0073] Using the techniques and signal processing as
described, it is possible to equalise the overall behaviour
of all individual pixels 4, within the boundaries of the
physical limitations defined by the maximum and mini-
mum drive level of each pixel 4. More specifically, it is
not possible to increase the light output Yi of a pixel 4
higher than the level reached at maximum drive PiM.
Also, it is not possible to make a pixel 4 darker (decrease
the luminance Yi any lower) than the level reached at
minimum drive level Pim.
[0074] As an example, to equalise the behaviour of
the pixels with curves A, B and C in Fig. 10, each pixel
could be made to show a behaviour as indicated by the
curve indicated with D. To reach that, the output re-
sponse Yi of the pixel with curve A would need to be
attenuated at PIM, while the output response Yi at Pim
would need to be increased. It is to be noted that it is
not necessary to equalise the behaviour of all of the pix-
els: one could choose to not fully equalise certain dis-
play pixels because of other (negative) effects. As an
example: not increasing the output response Yi at Pim
will result in a higher contrast ratio. One could define a
luminance interval that defines an area where all pixels
are equalised perfectly. Outside that interval, pixels with
non-optimal correction might exist. Of course other rea-
sons can result in deciding not to correct some pixels or
not to correct some pixels in a well-defined luminance
interval.
[0075] The signal conversion principle, when applied
individually to every pixel 4, this means by using a spe-
cific transfer curve Tn (with 1 ≤ n ≤ K with K the number
of individual pixels 4 of the display 2) matched for every
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pixel 4 to compensate the behaviour of every individual
pixel's characteristic luminance response curve Ln, al-
lows equalisation of the overall response Yi/Ei for all pix-
els. In this way, any unequal luminance behaviour over
the display area, as described above, is cured.
[0076] The same principle can be used to equalise the
colour behaviour of a display or screen. In case of colour
displays, the screen comprises pixels each having var-
ious sub-pixels, e.g. red (R), green (G) and blue (B) sub-
pixels. According to the present invention, the sub-pix-
els of a colour display may be characterised, and the
required colour of the pixel, i.e. luminance of the individ-
ual colour sub-pixels, may be calculated such that a uni-
form colour behaviour of all pixels over the complete
screen area is obtained. In this case it is not necessary
that the response curve of each colour element is ex-
actly the same as any other of the same function. Hu-
mans experience colour in such a way that spectral dif-
ferences, if small enough, are not perceived. The de-
gree of mismatch of colours has been investigated thor-
oughly and areas of the CIE chromatacity diagram
which appear the same colour to most subjects are de-
scribed as colour ovals or MacAdam ellipses (see for
example, "Display Interfaces", R. L. Myers, Wiley,
2002). Thus, a pixel is not outside colour specification
even when one or more of its sub-pixel elements has a
deviant luminosity output response provided the light
output of the complete pixel structure compared to the
specified output differs by an amount which lies within
a relevant tolerance such as within the relevant MacAd-
am ellipse for the colour to be displayed. In this case
there is a no noticeable colour shift. The degree of colour
shift may be measured in "just noticeable differences",
JND or "minimum perceptible colour differences",
MPCD. To provide a measure of the colour shift, the light
outputs of all the sub-pixel elements are combined with
their spectral response according to an equation such
as:

where the colour output of the pixel is L2*, u2
*, v2

* in
L*u*v* space and the required colour is L2*, u2

*, v2
*. For

derivation and application of this equation see the book
by Myers mentioned above. Provided this error figure is
small enough then small deviations in the colour output
go unnoticed. This means that there is a certain toler-
ance on differences in luminosity relationships of sub-
pixel elements which still provide an apparently uniform
display. Therefore an optimisation of a colour display in-
cludes capturing the luminosity and/or colour output of
all the pixels and/or pixel elements and optimising the
drive characteristics so that all pixels (or a selected
number of such pixels - the others being defect pixels)
have a luminosity and colour range within the accepta-
ble limits as defined by the above equation.
[0077] A similar technique can also be used to realise

∆Euv
* = (L1

* - L2
* )2 + (u1

* - u2
* )2 + (V1

* + V2
* )2

a wanted non-uniformity of the screen with respect to its
light-output, i.e. colour and/or luminance, behaviour. In-
stead of realising a flat, spatially uniform behaviour of
the light-output, it can be the object of the matrix display
to realise a non-uniform spatial behaviour that corre-
sponds to a target spatial function. As an example, cer-
tain visualisation systems may include post-processing
of the image displayed by the matrix display element, e.
g. optical post-processing, which introduces spatial non-
uniformities. Examples of such systems are for exam-
ple, but not limited thereto, projection systems and tiled
display systems using magnification lenses. The tech-
niques of the invention can be used to introduce a non-
uniformity of the light-output behaviour to pre-correct for
the behaviour of the post-processing system so as to
realise a better uniform behaviour of the image that is
produced as the result of the combination of said matrix
display and said optical post-processing system.
[0078] In particular, the present invention includes
within its scope that certain pixels are defined as defect
pixels, i.e. that certain pixels are deliberately allowed to
provide sub-optimal luminosity rather than reduce the
brightness of the rest of the display in order to bring the
operation of the remaining pixels within the range of the
sub-optimal pixels. Such defect pixels may be dealt with
in accordance with the co-pending patent application
entitled "Method and device for avoiding image misin-
terpretation due to defective pixels in a matrix display".
Thus the present invention includes at least two user-
defined states: a maximum brightness display in which
some of the pixels perform less than optimally but the
remaining pixels are all optimised so that each pixel el-
ement operates within the same luminance range as
other pixel elements having the same function, e.g. all
blue pixel elements.
[0079] Storing a large amount of data as required in
the embodiments of the present invention mentioned
above (i.e. one light-output response function for every
individual pixel 4) is technologically possible, but may
not be a cost-effective way. Accordingly, the present in-
vention provides a method to classify a pixel's light-out-
put response and thus reduce the data required for cor-
rection implementations.
[0080] As explained above, every pixel 4 has its own
characteristic light-output response. It is possible to
characterise the light-output response function, and
hence the required correction function for a pixel 4, into
a set of parameters. More specifically, it is an object of
the present invention to map the behaviour of a pixel 4,
although possibly different for each individual pixel 4,
into categories that describe the required correction for
a set of pixels. In that sense, various similarly behaving
pixels can be categorised as suitable for using the same
correction curve. An aim of this technique is to realise a
reduction of the required data volume and associated
storage memory to realise the correction in hardware
circuitry. As an example, a 1 Megapixel display 2 would
have for each pixel one characteristic light-output re-
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sponse, which can be stored under the form of e.g. a
LUT. This means that one million LUTs need to be stored
if no use is made of the present invention. It may be an
objective to define every possible correction curve for
this display using a value which does not need to be
able to point to all of the one million LUTs, for example
using an 8-bit value. This means that maximally 256 dif-
ferent correction curves, thus 256 categories, are avail-
able for correction of the one million pixels 4 of the dis-
play 2. The objective of the technique of data reduction
is to find similarly behaving pixels 4 that can be correct-
ed with one and the same correction curve so that an
8-bit value for each pixel (and the 256 correction curves)
suffices for correction of the complete display. It is to be
remarked that it is of no importance whether this tech-
nique of data reduction is applied on the pixel charac-
teristic curve itself, or on the correction curve that is re-
quired by this pixel, since the latter is defined from the
former. Another possibility is to store an additional cor-
rection value for each pixel and a category to which the
pixel belongs. An example could be to store an offset
value: this avoids that many characteristic curves are
stored that only differ in an offset value. Of course also
other additional correction values can be stored (e.g.,
but not limited to, gain or shift).
[0081] A first embodiment classifies the actual light-
output response functions or curves found into a set of
typical curves, based on closest resemblance of the ac-
tual curves with the typical curves. Different techniques
exist to classify the pixel response functions or curves,
or just curves in general, ranging from minimised least
squares approaches, over k-means square approaches
and harmonic mean square approaches, to neural net-
work and Hopfield net based techniques. The type of
technique used is not the subject of this invention, but
the fact that data reduction techniques are used to come
to a typical correction curve may be an aspect of the
present invention. The end result is that e.g. for a set of
more than a million pixels that make out a typical com-
puter data display, the correction curves can be fully de-
fined by a limited amount of data e.g. an 8-bits value per
pixel, reducing the required hardware (mainly memory)
to implement the correction. This data set may be called
the pixel profile map (PPM). For example, the 8-bit value
may be a pointer to a set of 256 different types of differ-
ent typical functions. These typical functions may e.g.
be stored as curves - a set of data points -, as look-up
tables or in any other suitable form, such as for example
as polynomials or by describing each curve by a vector
to its points, in a memory for later use.
[0082] A further embodiment of the present invention
does not use classification into typical curves to obtain
the PPM. This method describes the actually found pixel
characterisation data (PCD) by means of a polynomial
description of the form:

y = a + b*x + c*x2 + ... + z*xn

Instead of storing the typical curves (method 1), the co-
efficients a, b, ... z will be stored for each pixel in method
2. Dependent upon the desired precision, and the im-
plementation method to be used (e.g. software versus
hardware) an order of the polynomial form can be se-
lected. To a first approximation, the PCD can for exam-
ple be approximated by a linear curve defining just an
offset (coefficient a) and gain (coefficient b) parameter.
In that case, for every pixel, the coefficients a and b are
stored in memory for later use. The parameters can be
quantified with various resolutions depending on the de-
sired precision. Any combination of typical curves and
polynomial description, or any other mathematical de-
scription method such as, but not limited to, sin- or cos-
series, is also possible.
[0083] The overall result of the pixel characterization
and classification is that the PPM is obtained for every
pixel 4 of the display device 2 under test.
[0084] Based on the PPM, the present invention pro-
vides a correction circuit to generate a required pixel re-
sponse curve in real time. The correction circuit will ap-
ply a specific transfer curve correction for each individ-
ual pixel 4, and this synchronous with a pixel clock.
Hereinafter, different embodiments of implementation
methods are provided as an illustration. The methods
are not meant to be exhaustive.
[0085] In a first embodiment, the transfer curve cor-
rection is realized by means of a look-up table. The cor-
rection circuit provides in a dynamic switching of the
look-up table at the frequency of the pixel clock. Asso-
ciated with every pixel-value is the information about its
typical light-output response curve. Thus, at every pixel,
it is required to point to the correct look-up table, e.g.
that look-up table containing the right correction function
for that individual pixel.
[0086] In the first implementation example, the video
memory 40 is 16-bit wide per colour, this means a 48-bit
wide digital word to define a colour pixel. It contains for
every (sub)pixel the pixel-value itself (8 bit value) and
another 8 bit value identifying the pixel's response
curve. This latter value is the result of the characteriza-
tion process of the pixel, followed by the classification
process of the pixel's response curve. At read out of the
pixel value from the video memory 40 at the rhythm of
the pixel clock, this pixel value is used as a pointer to a
bank of different 8 to 8 bit look-up tables 42, actually
representing 256 different correction classes available
for this display's pixels. The principle of look-up tables
is well known by persons skilled in the art and allows for
a real time implementation at the highest pixel clock
speeds as found in today's display controllers.
[0087] A second embodiment can be based on the
second classification method that stores the pixel cor-
rection curves by means of polynomial descriptors. In
such a case, the required response will be calculated by
a processing unit capable of calculating the required
drive to the pixel based on the polynomial form:
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[0088] A processing unit will retrieve for every pixel
the stored coefficients a, b, c, ..., z and will calculate in
real time or off-line the required drive y for the pixel, at
a given value x defined by the actual pixel value.
[0089] For all embodiments, the following remark is
valid: the correction of the drive value to the pixels can
be applied in real time using hardware or software meth-
ods, but it can also be carried out off-line (not in real
time), e.g. by means of software. Software methods may
be optimal where cost must be minimized or where ded-
icated hardware is not available or is to be avoided.
Such software methods are based upon a microproces-
sor or similar processing engine such as Programmable
Logic Arrays (PLA), Programmable Array Logic (PAL),
Gate Arrays especially Field Programmable Gate Ar-
rays (FPGA) for executing the methods described
above. In particular, such processing engines may be
embedded in dedicated circuitry such as a VLSI.
[0090] As an example of the latter case, the PPM of
the complete display 2 can be made accessible by a
software application. This application will process every
individual pixel with a LUT correction as defined by the
PPM data. In that way, the image will be pre-corrected
according to the actual display characteristics, before it
is generated by the imaging hardware.
[0091] It is to be understood that although preferred
embodiments, specific constructions and configura-
tions, as well as materials, have been discussed herein
for devices according to the present invention, various
changes or modifications in form and detail may be
made without departing from the scope and spirit of this
invention.

Claims

1. A method for correction of non-uniformities of dis-
play elements in a matrix display, the method com-
prising:

storing characterisation data characterising
the non-linear light-output response of individ-
ual display elements of the matrix display, the
characterisation data representing light-out-
puts of an individual display element as a func-
tion of its drive signals, and the characterisation
data being classified into a pre-set number of
categories, the pre-set number being less than
the number of display elements in the display
and greater than one, the characterisation data
of at least two display elements being assigned
to one of the categories, and
pre-correcting, in accordance with the charac-
terisation data in the relevant categories, drive
signals of individual display elements so as to

y = a + b*x + c*x2 + ... + z*xn obtain a pre-determined spatial light-output of
display elements, to thereby display an image.

2. A method according to claim 1, the matrix display
being driveable between a maximum and a mini-
mum brightness, wherein the light-outputs/drive
signals relationships are represented by at least two
characterisation data in two different categories
crossing over within the maximum and minimum
brightness of the display

3. A method according to any of the previous claims,
wherein obtaining a pre-determined spatial light-
output comprises compensating for unequal light
output between different display elements.

4. A method according to any of claims 1 or 2, the non-
uniformities of the display elements in the matrix
display generating a first non-uniform light-output
behaviour of the display elements, wherein obtain-
ing a pre-determined spatial light-output comprises
obtaining a second pre-determined non-uniform
light-output behaviour of display elements different
from the first pre-determined non-uniform light-out-
put behaviour.

5. A method according to any of the previous claims,
further comprising generating the characterisation
data from images captured from individual display
elements.

6. A method according to claim 5, wherein generating
the characterisation data comprises building a dis-
play element profile map representing characterisa-
tion data for each display element of the matrix dis-
play.

7. A method according to any of the previous claims,
wherein the pre-correcting is carried out in real-
time.

8. A method according to any of claims 1 to 6, wherein
the pre-correcting is carried out off-line.

9. A system for correction of non-uniformities of light-
output of display elements in a matrix display, com-
prising:

a characterising device for generating charac-
terisation data for every individual display ele-
ment of the matrix display by establishing a re-
lationship between non-linear light-outputs of
each display element and the corresponding
drive signals,
a classifying device for classifying the charac-
terisation data into a pre-set number of catego-
ries, the pre-set number of categories being
larger than one and smaller than the total
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number of display elements in the display and
the characterisation data of at least two display
elements being assigned to one of the catego-
ries, and
a correction device for pre-correcting, in ac-
cordance with the characterisation data in the
relevant categories, driving signals to the dis-
play elements to obtain that pre-determined
drive signals to pre-determined display ele-
ments generate a pre-determined spatial light-
output of said display elements to thereby dis-
play an image.

10. A system according to claim 9, wherein the pre-cor-
rection is such that equivalent drive signals to dif-
ferent display elements generate equivalent lumi-
nance behaviour of said display elements.

11. A system according to claim 9, the non-uniformities
of the display elements in the matrix display gener-
ating a first non-uniform light-output behaviour of
the display elements, wherein the pre-correction is
so as to obtain a second pre-determined non-uni-
form light-output behaviour of display elements dif-
ferent from the first pre-determined non-uniform
light-output behaviour.

12. A system according to any of claims 9 to 11, wherein
the characterising device comprises an image
capturing device for generating an image of the dis-
play elements of the matrix display.

13. A system according to any of claims 9 to 12, wherein
the characterising device comprises a display el-
ement location identifying device for identifying the
actual location of individual display elements of the
matrix display.

14. A system according to any of claims 9 to 13, wherein
the characterising device comprises a light-output
value assigning device for assigning one light-out-
put value to each display element of the matrix dis-
play.

15. A matrix display device for displaying an image, the
matrix display comprising:

a plurality of display elements,
a memory for storing characterisation data for
every individual display element of the matrix
display, the characterisation data representing
a non-linear relationship between light-outputs
of a display element and its corresponding drive
signals,
the characterisation data being divided into a
pre-set number of categories, the number of
categories being less than the number of dis-
play elements in the matrix display and greater

than one and the characterisation data of at
least two display elements being assigned to
one of the categories, and
a correction device for pre-correcting, in ac-
cordance with the characterisation data of the
relevant categories, driving signals to the dis-
play elements so as to obtain a pre-determined
spatial light-output of the display elements.

16. A control unit for use with a system for correction of
non-uniformities of light-output of display elements
of a matrix display for displaying an image, the ma-
trix display device comprising a plurality of display
elements, the control unit comprising:

a memory for storing characterisation data for
every individual display element of the matrix
display, the characterisation data representing
a non-linear relationship between light-outputs
of a display element and its corresponding drive
signals, the characterisation data being divided
into a pre-set number of categories, the number
of categories being less than the number of dis-
play elements in the matrix display and greater
than one and the characterisation data of at
least two display elements being assigned to
one of the categories, and
means for pre-correcting, in accordance with
the characterisation data of the relevant cate-
gories, driving signals to the display elements
so as to obtain a pre-determined spatial light-
output of the display elements.
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