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Computer Systems and Methods for Sharing Asset-Related Information Between Data 
Platforms Over a Network 

CROSS REFERENCE TO RELATED APPLICATIONS 

[1] This application claims priority to U.S. Provisional Patent Application No. 62/219,837 

entitled "Data Aggregation and Normalization Platform" filed September 17, 2015, which is 

incorporated herein by reference in its entirety.  

[2] This application also relates to the following applications that claim priority to U.S 

Provisional Patent Application No. 62/219,837 and are being filed on the same day as the 

present application: U.S. Non-Provisional Patent Application No. 15/268,333 entitled 

"Computer Systems and Methods for Sharing Asset-Related Information Between Data 

Platforms Over a Network" filed September 16, 2016; and U.S. Non-Provisional Application 

No. 15/268,354 entitled "Computer Systems and Methods for Governing a Network of Data 

Platforms" filed September 16, 2016. These applications are also incorporated herein by 

reference in their entirety.  

BACKGROUND 

[3] Machines (referred to herein as "assets") are essential to the modern economy. From 

locomotives that transfer cargo across countries to farming equipment that harvest crops, assets 

play an important role in everyday life.  

[4] Because of the increasing role that assets play, it is also becoming increasingly desirable 

to monitor asset-related information. To facilitate this, an organization that is interested in 

monitoring an asset may deploy a platform that is configured to receive and analyze asset

related information from various sources. In one example, this asset-related information may 

take the form of data indicting attributes of an asset in operation (e.g., asset operating data such 

as signal values output by sensors/actuators at the asset, fault codes generated at the asset, etc.).  

In another example, this asset-related information may take the form of data indicting 

transactions associated with an asset, such as whether an asset has been sold, rented, or leased 

during its lifetime. In yet another example, this asset-related information may take the form of 

data reflecting maintenance and repairs associated with an asset. For instance, such data may 

indicate that a dealer or repair shop performed certain repairs on the asset or assessed certain 

asset conditions, such as tire condition, fluid condition, or battery condition. Many other 

examples are also possible as well.  
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OVERVIEW 

[5] There are numerous organizations that may be interested in receiving and analyzing the 

type of asset-related information described above, including dealers that sell the assets, 

manufacturers that manufacture the assets, and owners and/or users of the assets, as examples.  

In practice, each such organization may wish to deploy its own platform to receive and analyze 

such asset-related information, which may provide an organization with more freedom and more 

control over how to use the asset-related information. However, with this arrangement, each 

organization's platform may only be capable of receiving a subset of asset-related information 

that is available for analysis. For example, the set of assets from which each different platform 

may receive operating data may differ (e.g., an asset owner's platform may only be capable of 

receiving operating data from that owner's particular fleet of assets but not any other owner's 

assets, while an asset dealer's platform may only be capable of receiving operating data from 

that dealer's particular fleet of assets but not any other dealer's assets). As another example, 

each different platform may have access to certain data sources that are not accessible to the 

other platforms (e.g., an organization may have previously collected and/or generated 

proprietary asset-related information that is stored at the organization's platform).  

[6] This limited access to asset-related information is not desirable, because a platform may 

perform various tasks that would benefit from a wider range of asset-related information. For 

example, a platform may be configured to define and execute statistical models related to asset 

operation, and the accuracy of these models may be dependent on the amount and breadth of the 

historical data available for training such models. As another example, a platform may be 

configured to define and execute various workflows related to asset operation (e.g., conditional 

alerts), and a wider range of asset-related information may enable a platform to improve these 

workflows (e.g., by optimizing the conditions that trigger such workflows). As yet another 

example, a platform's user may wish to access a wider range of asset-related information (e.g., 

in order to make decisions on the maintenance or purchasing of assets). Many other examples 

are possible as well.  

[7] Given these benefits, an organization may be interested in obtaining additional 

asset-related information from one or more other organizations. For example, if an asset 

owner's platform is only capable of receiving operating data from the owner's particular fleet of 

assets, that owner may be interested in obtaining operating data for additional assets from one or 

more asset dealers and/or asset manufacturers.  

[8] Currently, the primary way for an organization to accomplish this is by accessing another 

organization's platform via an Application Programming Interface (API). However, API data 
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access requires the organization seeking the data to perform an active step of "pulling" that data 

from the other organization's platform, which is an inefficient mechanism for sharing data.  

Indeed, this pulling mechanism requires the organization seeking the data to periodically send a 

request for new data to the other organization, which is inefficient because the requesting 

organization will have no knowledge of whether new data is even available. Additionally, this 

pulling mechanism may only enable the requesting organization to access data that has been 

stored in the other organization's persistent storage, which means that the requesting 

organization may not have access to data that has been recently ingested by the other 

organization's platform until the data is persisted. Additionally, this pulling mechanism may 

require the requesting organization to go through an authentication process that further delays 

the requesting organization's access to the data. Accordingly, a more efficient approach for 

sharing data between platforms is desirable.  

[9] Disclosed herein are systems and methods that are intended to help address these issues.  

According to the present disclosure, a plurality of organizations may have respective platforms 

that are communicatively coupled via a network. In practice, each platform may have a 

messaging layer that serves to dynamically push new data received by the platform to the 

appropriate module(s) within the platform, which may in turn serve to provide various services 

associated with the data. One such module may enable a platform to dynamically push data 

and/or commands to other platforms in the network.  

[10] For instance, a first platform may receive new asset-related data on its messaging layer.  

Based on that received data, the first platform may determine that given data (e.g., a given 

portion of the received asset-related data) and/or a given command is to be pushed to a second 

platform. According to one embodiment, the first platform may make this determination based 

on a set of rules that dictate which data and/or commands are to be pushed to which platform(s).  

In response to this determination, the first platform may prepare the given data and/or the given 

command for transmission to the second platform, establish a network connection with the 

second platform, and then push the given data and/or the given command over the network 

connection to the second platform (which may then ingest the given data and/or the given 

command and proceed accordingly). Advantageously, this event-driven push architecture may 

enable certain data and/or commands to be exchanged between platforms at near real time, 

which may overcome certain limitations of the API pull mechanism discussed above.  

[11] In accordance with the present disclosure, the platforms may be configured to perform 

various other functions as well. As one example, each platform may include a data ingestion 

system that is configured to perform various pre-processing functions on received asset-related 
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data before such data is provided to the platform's messaging layer, such as data mapping, de

duping, and data merging. As another example, each platform may include modules that are 

configured to provide various other services based on received asset-related data, such as user 

alerts or predictive analytics. Other examples are possible as well.  

[12] In accordance with the present disclosure, there may also be one "master" (or "seed") 

platform in the network that is configured to govern the other platforms in the network. For 

example, the "master" platform may govern the whether a new platform can participate in data 

sharing with other platforms based on factors such as the reliability (or "health") of the new 

platform's stored data. As another example, the "master" platform may provide other platforms 

with certain logic (e.g., data models, rules, etc.) that dictates how the platforms perform certain 

functions, such as the pre-processing of received asset-related data or the triggering of certain 

actions based on the received asset-related data. The "master" platform may perform other 

governance functions as well.  

[13] Accordingly, in one aspect, disclosed herein are methods to be carried out by a platform 

in a system comprising a plurality of platforms that are communicatively coupled via a network.  

One such method may involve (a) receiving, at a first platform, data associated with one or more 

assets, (b) making a determination, by the first platform, that a given portion of the received data 

is to be pushed to a second platform, and (c) based on the determination, the first platform (i) 

preparing the given portion of the received data for transmission to the second platform and (ii) 

pushing the given portion of the received data to the second platform over a network connection.  

[14] Another such method may involve (a) receiving, at a first platform, criteria that governs 

whether the first platform is permitted to share asset-related data with one or more other 

platforms in the system, wherein the criteria is based on the reliability of asset-related data 

stored at a platform (b) the first platform assessing the reliability of asset-related data stored at 

the first platform (c) the first platform applying the received criteria to the assessed reliability of 

asset-related data stored at the first platform and thereby making a determination as to whether 

the first platform is permitted to share asset-related data with one or more other platforms; and 

(d) the first platform operating in accordance the determination.  

[15] In another aspect, disclosed herein are non-transitory computer-readable medium each 

having instructions stored thereon that are executable to cause a platform to carry out functions 

disclosed herein.  

[16] In yet another aspect, disclosed herein are platforms that each comprise at least one 

processor, a non-transitory computer-readable medium, and program instructions stored on the 

non-transitory computer-readable medium that are executable by at least one processor to cause 
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the platform to carry out functions disclosed herein.  

[17] One of ordinary skill in the art will appreciate these as well as numerous other aspects in 

reading the following disclosure.  
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BRIEF DESCRIPTION OF THE DRAWINGS 

[18] Figure 1 depicts an example network configuration in which example embodiments may 

be implemented.  

[19] Figure 2 depicts a simplified architecture of an example asset.  

[20] Figure 3 depicts a conceptual illustration of example abnormal-condition indicators and 

sensor criteria.  

[21] Figure 4 is a structural block diagram of an example platform.  

[22] Figure 5 is a functional block diagram of an example platform.  

[23] Figure 6 is a functional block diagram that illustrates example data intake system 

functions performed by the example platform.  

[24] Figure 7 is a functional block diagram that illustrates example data analysis system 

functions performed by the example platform.  

[25] Figure 8 is a functional block diagram that illustrates example data sharing system 

functions performed by the example platform.  

[26] Figure 9 depicts a flow diagram of an example method for determining whether to share 

asset-related data with other platforms over a network.  

[27] Figure 10 depicts a flow diagram of an example method for sharing asset-related data 

with another platform over a network.  
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DETAILED DESCRIPTION 

[28] The following disclosure makes reference to the accompanying figures and several 

exemplary scenarios. One of ordinary skill in the art will understand that such references are for 

the purpose of explanation only and are therefore not meant to be limiting. Part or all of the 

disclosed systems, devices, and methods may be rearranged, combined, added to, and/or 

removed in a variety of manners, each of which is contemplated herein.  

I. EXAMPLE NETWORK CONFIGURATION 

[29] Figure 1 shows an example network configuration 100 that includes a plurality of 

platforms coupled via a communication network. For example, as shown, the network 

configuration 100 may include a manufacturer platform 102 that is associated with a 

manufacturer of an asset, a dealer platform 104 that is associated with a dealer of the asset, and 

an owner platform 106 that is associated with an asset owner, and all of which are 

communicatively coupled together via a communication network 108. This example network 

configuration is illustrated in context of asset management, and describes the organizations (e.g., 

manufacturer, dealer, and owner) that might have an interest in accessing information about an 

asset. However, it should be understood that the concepts disclosed herein may be applied in 

any other context outside of asset management where parties and other organizations have an 

interest in sharing data among platforms.  

[30] Broadly speaking, each platform 102, 104, 106 may take the form of one or more 

computer systems that are configured to receive, analyze, and provide access to asset-related 

data. For instance, a platform may include one or more servers (or the like) having hardware 

components and software components that are configured to carry out one or more of the 

functions disclosed herein for receiving, managing, analyzing, and/or sharing asset-related data.  

Additionally, a platform may include one or more client stations that enable a user to interface 

with the platform. In practice, these computing systems may be located in a single physical 

location or distributed amongst a plurality of locations, and may be communicatively linked via 

a system bus, a communication network (e.g., a private network), or some other connection 

mechanism. Further, the platform may be arranged to receive and transmit data according to 

dataflow technology, such as TPL Dataflow or NiFi, among other examples. The platform may 

take other forms as well.  

[31] In general, the communication network 108 may include one or more computing systems 

and network infrastructure configured to facilitate transferring data between the platform 102.  

The communication network 108 may be or may include one or more Wide-Area Networks 

(WANs) and/or Local-Area Networks (LANs) and/or wired and/or wireless networks. In some 
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examples, the communication network 108 may include one or more cellular networks and/or 

the Internet, among other networks. The communication network 104 may operate according to 

one or more communication protocols, such as LTE, CDMA, WiMax, WiFi, Bluetooth, HTTP, 

TCP, and the like. Although the communication network 108 is shown as a single network, it 

should be understood that the communication network 108 may include multiple, distinct 

networks that are themselves communicatively linked. The communication network 108 could 

take other forms as well.  

[32] As shown in Figure 1, each platform 102, 104, 106 may be configured to receive data 

from one or more assets 110. These assets may be of various different types, examples of which 

may include transportation machines (e.g., locomotives, aircrafts, semi-trailer trucks, ships, 

etc.), industrial machines (e.g., mining equipment, construction equipment, etc.), medical 

machines (e.g., medical imaging equipment, surgical equipment, medical monitoring systems, 

medical laboratory equipment, etc.), and utility machines (e.g., turbines, solar farms, etc.), 

among other examples. Additionally, the assets of a given type may have various different 

configurations (e.g., brand, make, model, etc.). Those of ordinary skill in the art will appreciate 

that these are but a few examples of assets 110 and that numerous other examples are possible 

and contemplated herein.  

[33] In general, each asset 110 may take the form of any device configured to perform one or 

more operations (which may be defined based on the field) and may also include equipment 

configured to capture and transmit data indicative of the operation of the asset. This data may 

take various forms, examples of which may include operating data such as sensor/actuator data 

and/or abnormal-condition indicators (e.g., fault codes), identifying data for the asset 110, 

location data for the asset 110, etc. Representative assets are discussed in further detail below 

with reference to Figure 2.  

[34] As shown, the platforms 102, 104, and 106 may each receive data from a different set of 

assets 110. For instance, the owner platform 106 may only be configured to receive data from 

the smaller set of assets 110 that it owns, while the dealer platform 104 may be configured to 

receive data from a larger set of assets 110 that were provided by the dealer and the 

manufacturer platform 102 may be configured to receive data from an ever larger set of assets 

110 that it manufacturers. However, this is merely just one example that is provided for 

purposes of illustration. Which platform receives data from which assets 110 may depend on 

various factors.  

[35] While Figure 1 shows the platforms 102, 104, and 106 receiving data from the one or 

more assets 110 via the network 108, it should also be understood that the platforms 102, 104, 
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and 106 may receive the data via one or more intermediary systems. For example, an 

organization may operate a separate system that is configured to receive data from the one or 

more assets 110, and the organization's platform may then be configured to obtain the data from 

that separate system. Other examples are possible as well.  

[36] As shown in Figure 1, each platform 102, 104, 106 may further be configured to receive 

data from an asset-related data source 112 via the network 108. For example, in practice, each 

platform 102, 104, 106 may receive data from the asset-related data source 112 by "subscribing" 

to a service provided by the asset-related data source 112. However, the platforms 102, 104, 

106 may receive data from the asset-related data source 112 in other manners as well.  

[37] In general, the asset-related data source 112 may be or include one or more computer 

systems that are configured to collect, store, and/or provide data related to the one or more assets 

110. For example, similar to what is provided by the one or more assets 110 themselves the data 

may include data indicative of the operation of the one or more assets 110. Additionally, or 

alternatively, the data source 112 may be configured to generate and/or obtain data 

independently from the asset 110, in which case the data may be referred to herein as "external 

data." Examples of "external" data sources 112 may include environment data sources and 

asset-management data sources.  

[38] In general, environment data sources provide data indicating some characteristic of the 

environment in which the one or more assets 110 are operated. Examples of environment data 

sources include weather-data servers, global navigation satellite systems (GNSS) servers, map

data servers, and topography-data servers that provide information regarding natural and 

artificial features of a given area, among other examples.  

[39] In general, asset-management data sources provide data indicating events or statuses of 

entities that may affect the operation or maintenance of the one or more assets 110 (e.g., when 

and where an asset 110 may operate or receive maintenance). Examples of data sources include 

traffic-data servers that provide information regarding air, water, and/or ground traffic, asset 

schedule servers that provide information regarding expected routes and/or locations of assets 

110 on particular dates and/or at particular times, defect detector systems (also known as 

"hotbox" detectors) that provide information regarding one or more operating conditions of 

assets that pass in proximity to the defect detector system, part-supplier servers that provide 

information regarding parts that particular suppliers have in stock and prices thereof, and repair

shop servers that provide information regarding repair shop capacity and the like, among other 

examples.  
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[40] An "external" data source 112 may take other forms as well, examples of which may 

include power-grid servers that provide information regarding electricity consumption and 

external databases that store historical operating data for assets, among other examples. One of 

ordinary skill in the art will appreciate that these are but a few examples of data sources and that 

numerous others are possible.  

[41] While Figure 1 shows that each platform 102, 104, 106 may be configured to receive 

data from the asset-related data source 112, it should be understood that each platform 102, 104, 

106 may have access to a different set of asset-related data provided by the asset-related data 

source 112. For example, the owner platform 106 may only be provided with data from the data 

source 112 that relates to the owner's particular fleet of assets, whereas the dealer platform 104 

and the manufacturer platform 102 may be provided with data from the data source 112 that 

relates to a broader set of assets. Alternatively, it may be the case that only certain of the 

platforms 102, 104, 106 are capable of receiving data from the asset-related data source 112. In 

practice, which data provided by the asset-related data source 112 is accessible by which 

platform may depend on various factors.  

[42] Further, while Figure 1 shows the platforms 102, 104, and 106 receiving data from the 

asset-related data source 112 via the network 108, it should also be understood that the platforms 

102, 104, and 106 may receive the data via one or more intermediary systems. For example, an 

organization may operate a separate system that is configured to receive data from asset-related 

data source 112, and the organization's platform may then be configured to obtain the data from 

that separate system. Other examples are possible as well.  

[43] Further yet, it should be understood that a given organization's platform may interface 

with one or more organization-specific data sources such as an organization's pre-existing 

platform (not shown), and asset-related information obtained from such an organization-specific 

data source may then initially be available only to the given organization's platform.  

[44] It should be understood that the network configuration 100 is one example of a network 

in which embodiments described herein may be implemented. Numerous other arrangements 

are possible and contemplated herein. For instance, other network configurations may include 

additional components not pictured and/or more or less of the pictured components.  

II. EXAMPLE ASSET 

[45] Turning to Figure 2, a simplified block diagram illustrating some of the components that 

may be included in an example asset 200 is depicted. Any of the assets 110 from Figure 1 may 

have a configuration similar to that of example asset 200. As shown, the asset 200 may include 

one or more subsystems 202, one or more sensors 204, one or more actuators 205, a central 
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processing unit 206, data storage 224, a network interface 210, a user interface 212, and a local 

analytics device 220, all of which may be communicatively linked (either directly or indirectly) 

by a system bus, network, or other connection mechanism. One of ordinary skill in the art will 

appreciate that the asset 200 may include additional components not shown and/or more or less 

of the depicted components.  

[46] Broadly speaking, the asset 200 may include one or more electrical, mechanical, and/or 

electromechanical components configured to perform one or more operations. In some cases, 

one or more components may be grouped into a given subsystem 202.  

[47] Generally, a subsystem 202 may include a group of related components that are part of 

the asset 200. A single subsystem 202 may independently perform one or more operations or 

the single subsystem 202 may operate along with one or more other subsystems to perform one 

or more operations. Typically, different types of assets, and even different classes of the same 

type of assets, may include different subsystems.  

[48] For instance, in the context of transportation assets, examples of subsystems 202 may 

include engines, transmissions, drivetrains, fuel systems, battery systems, exhaust systems, 

braking systems, electrical systems, signal processing systems, generators, gear boxes, rotors, 

and hydraulic systems, among numerous other subsystems. In the context of a medical machine, 

examples of subsystems 202 may include scanning systems, motors, coil and/or magnet systems, 

signal processing systems, rotors, and electrical systems, among numerous other subsystems.  

[49] As suggested above, the asset 200 may be outfitted with various sensors 204 that are 

configured to monitor operating conditions of the asset 200 and various actuators 205 that are 

configured to interact with the asset 200 or a component thereof and monitor operating 

conditions of the asset 200. In some cases, some of the sensors 204 and/or actuators 205 may be 

grouped based on a particular subsystem 202. In this way, the group of sensors 204 and/or 

actuators 205 may be configured to monitor operating conditions of the particular subsystem 

202, and the actuators from that group may be configured to interact with the particular 

subsystem 202 in some way that may alter the subsystem's behavior based on those operating 

conditions.  

[50] In general, a sensor 204 may be configured to detect a physical property, which may be 

indicative of one or more operating conditions of the asset 200, and provide an indication, such 

as an electrical signal, of the detected physical property. In operation, the sensors 204 may be 

configured to obtain measurements continuously, periodically (e.g., based on a sampling 

frequency), and/or in response to some triggering event. In some examples, the sensors 204 may 

be preconfigured with operating parameters for performing measurements and/or may perform 
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measurements in accordance with operating parameters provided by the central processing unit 

206 (e.g., sampling signals that instruct the sensors 204 to obtain measurements). In examples, 

different sensors 204 may have different operating parameters (e.g., some sensors may sample 

based on a first frequency, while other sensors sample based on a second, different frequency).  

In any event, the sensors 204 may be configured to transmit electrical signals indicative of a 

measured physical property to the central processing unit 206. The sensors 204 may 

continuously or periodically provide such signals to the central processing unit 206.  

[51] For instance, sensors 204 may be configured to measure physical properties such as the 

location and/or movement of the asset 200, in which case the sensors may take the form of 

GNSS sensors, dead-reckoning-based sensors, accelerometers, gyroscopes, pedometers, 

magnetometers, or the like.  

[52] Additionally, various sensors 204 may be configured to measure other operating 

conditions of the asset 200, examples of which may include temperatures, pressures, speeds, 

acceleration or deceleration rates, friction, power usages, fuel usages, fluid levels, runtimes, 

voltages and currents, magnetic fields, electric fields, presence or absence of objects, positions 

of components, and power generation, among other examples. One of ordinary skill in the art 

will appreciate that these are but a few example operating conditions that sensors may be 

configured to measure. Additional or fewer sensors may be used depending on the industrial 

application or specific asset.  

[53] As suggested above, an actuator 205 may be configured similar in some respects to a 

sensor 204. Specifically, an actuator 205 may be configured to detect a physical property 

indicative of an operating condition of the asset 200 and provide an indication thereof in a 

manner similar to the sensor 204.  

[54] Moreover, an actuator 205 may be configured to interact with the asset 200, one or more 

subsystems 202, and/or some component thereof. As such, an actuator 205 may include a motor 

or the like that is configured to perform a mechanical operation (e.g., move) or otherwise control 

a component, subsystem, or system. In a particular example, an actuator may be configured to 

measure a fuel flow and alter the fuel flow (e.g., restrict the fuel flow), or an actuator may be 

configured to measure a hydraulic pressure and alter the hydraulic pressure (e.g., increase or 

decrease the hydraulic pressure). Numerous other example interactions of an actuator are also 

possible and contemplated herein.  

[55] Generally, the central processing unit 206 may include one or more processors and/or 

controllers, which may take the form of a general- or special-purpose processor or controller. In 

particular, in example implementations, the central processing unit 206 may be or include 
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microprocessors, microcontrollers, application specific integrated circuits, digital signal 

processors, and the like. In turn, the data storage 110 may be or include one or more non

transitory computer-readable storage media, such as optical, magnetic, organic, or flash 

memory, among other examples.  

[56] The central processing unit 206 may be configured to store, access, and execute 

computer-readable program instructions stored in the data storage 224 to perform the operations 

of an asset described herein. For instance, as suggested above, the central processing unit 206 

may be configured to receive respective sensor signals from the sensors 204 and/or actuators 

205. The central processing unit 206 may be configured to store sensor and/or actuator data in 

and later access it from the data storage 224.  

[57] The central processing unit 206 may also be configured to determine whether received 

sensor and/or actuator signals trigger any abnormal-condition indicators, such as fault codes.  

For instance, the central processing unit 206 may be configured to store in the data storage 224 

abnormal-condition rules, each of which include a given abnormal-condition indicator 

representing a particular abnormal condition and respective triggering criteria that trigger the 

abnormal-condition indicator. That is, each abnormal-condition indicator corresponds with one 

or more sensor and/or actuator measurement values that must be satisfied before the abnormal

condition indicator is triggered. In practice, the asset 200 may be pre-programmed with the 

abnormal-condition rules and/or may receive new abnormal-condition rules or updates to 

existing rules from a computing system, such as the analytics system 220.  

[58] In any event, the central processing unit 206 may be configured to determine whether 

received sensor and/or actuator signals trigger any abnormal-condition indicators. That is, the 

central processing unit 206 may determine whether received sensor and/or actuator signals 

satisfy any triggering criteria. When such a determination is affirmative, the central processing 

unit 206 may generate abnormal-condition data and then may also cause the asset's network 

interface 210 to transmit the abnormal-condition data to the analytics system 108 and/or cause 

the asset's user interface 212 to output an indication of the abnormal condition, such as a visual 

and/or audible alert. Additionally, the central processing unit 206 may log the occurrence of the 

abnormal-condition indicator being triggered in the data storage 110, perhaps with a timestamp.  

[59] Figure 3 depicts a conceptual illustration of example abnormal-condition indicators and 

respective triggering criteria for an asset. In particular, Figure 3 depicts a conceptual illustration 

of example fault codes. As shown, table 300 includes columns 302, 304, and 306 that 

correspond to Sensor A, Actuator B, and Sensor C, respectively, and rows 308, 310, and 312 
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that correspond to Fault Codes 1, 2, and 3, respectively. Entries 314 then specify sensor criteria 

(e.g., sensor value thresholds) that correspond to the given fault codes.  

[60] For example, Fault Code 1 will be triggered when Sensor A detects a rotational 

measurement greater than 135 revolutions per minute (RPM) and Sensor C detects a temperature 

measurement greater than 650 Celsius (C), Fault Code 2 will be triggered when Actuator B 

detects a voltage measurement greater than 1000 Volts (V) and Sensor C detects a temperature 

measurement less than 55'C, and Fault Code 3 will be triggered when Sensor A detects a 

rotational measurement greater than 100 RPM, Actuator B detects a voltage measurement 

greater than 750 V, and Sensor C detects a temperature measurement greater than 60'C. One of 

ordinary skill in the art will appreciate that Figure 3 is provided for purposes of example and 

explanation only and that numerous other fault codes and/or triggering criteria are possible and 

contemplated herein.  

[61] Referring back to Figure 2, the central processing unit 206 may be configured to carry 

out various additional functions for managing and/or controlling operations of the asset 200 as 

well. For example, the central processing unit 206 may be configured to provide instruction 

signals to the subsystems 202 and/or the actuators 205 that cause the subsystems 202 and/or the 

actuators 205 to perform some operation, such as modifying a throttle position. Additionally, 

the central processing unit 206 may be configured to modify the rate at which it processes data 

from the sensors 204 and/or the actuators 205, or the central processing unit 206 may be 

configured to provide instruction signals to the sensors 204 and/or actuators 205 that cause the 

sensors 204 and/or actuators 205 to, for example, modify a sampling rate. Moreover, the central 

processing unit 206 may be configured to receive signals from the subsystems 202, the sensors 

204, the actuators 205, the network interfaces 210, and/or the user interfaces 212 and based on 

such signals, cause an operation to occur. Further still, the central processing unit 206 may be 

configured to receive signals from a computing device, such as a diagnostic device, that cause 

the central processing unit 206 to execute one or more diagnostic tools in accordance with 

diagnostic rules stored in the data storage 110. Other functionalities of the central processing 

unit 206 are discussed below.  

[62] The network interface 210 may be configured to provide for communication between the 

asset 200 and various network components connected to communication network 106. For 

example, the network interface 210 may be configured to facilitate wireless communications to 

and from the communication network 106 and may thus take the form of an antenna structure 

and associated equipment for transmitting and receiving various over-the-air signals. Other 
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examples are possible as well. In practice, the network interface 210 may be configured 

according to a communication protocol, such as but not limited to any of those described above.  

[63] The user interface 212 may be configured to facilitate user interaction with the asset 

200 and may also be configured to facilitate causing the asset 200 to perform an operation in 

response to user interaction. Examples of user interfaces 212 include touch-sensitive interfaces, 

mechanical interfaces (e.g., levers, buttons, wheels, dials, keyboards, etc.), and other input 

interfaces (e.g., microphones), among other examples. In some cases, the user interface 212 

may include or provide connectivity to output components, such as display screens, speakers, 

headphone jacks, and the like.  

[64] The local analytics device 220 may generally be configured to receive and analyze data 

related to the asset 200 and based on such analysis, may cause one or more operations to occur 

at the asset 200. For instance, the local analytics device 220 may receive operating data for the 

asset 200 (e.g., data generated by the sensors 204 and/or actuators 205) and based on such data, 

may provide instructions to the central processing unit 206, the sensors 204, and/or the actuators 

205 that cause the asset 200 to perform an operation.  

[65] To facilitate this operation, the local analytics device 220 may include one or more asset 

interfaces that are configured to couple the local analytics device 220 to one or more of the 

asset's on-board systems. For instance, as shown in Figure 2, the local analytics device 220 may 

have an interface to the asset's central processing unit 206, which may enable the local analytics 

device 220 to receive operating data from the central processing unit 206 (e.g., operating data 

that is generated by sensors 204 and/or actuators 205 and sent to the central processing unit 206) 

and then provide instructions to the central processing unit 206. In this way, the local analytics 

device 220 may indirectly interface with and receive data from other on-board systems of the 

asset 200 (e.g., the sensors 204 and/or actuators 205) via the central processing unit 206.  

Additionally or alternatively, as shown in Figure 2, the local analytics device 220 could have an 

interface to one or more sensors 204 and/or actuators 205, which may enable the local analytics 

device 220 to communicate directly with the sensors 204 and/or actuators 205. The local 

analytics device 220 may interface with the on-board systems of the asset 200 in other manners 

as well, including the possibility that the interfaces illustrated in Figure 2 are facilitated by one 

or more intermediary systems that are not shown.  

[66] In practice, the local analytics device 220 may enable the asset 200 to locally perform 

advanced analytics and associated operations, such as executing a predictive model and 

corresponding workflow, that may otherwise not be able to be performed with the other on-asset 
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components. As such, the local analytics device 220 may help provide additional processing 

power and/or intelligence to the asset 200.  

[67] It should be understood that the local analytics device 220 may also be configured to 

cause the asset 200 to perform operations that are not related a predictive model. For example, 

the local analytics device 220 may receive data from a remote source, such as the analytics 

system 108 or the output system 110, and based on the received data cause the asset 200 to 

perform one or more operations. One particular example may involve the local analytics device 

220 receiving a firmware update for the asset 200 from a remote source and then causing the 

asset 200 to update its firmware. Another particular example may involve the local analytics 

device 220 receiving a diagnosis instruction from a remote source and then causing the asset 200 

to execute a local diagnostic tool in accordance with the received instruction. Numerous other 

examples are also possible.  

[68] As shown, in addition to the one or more asset interfaces discussed above, the local 

analytics device 220 may also include a processing unit 222, a data storage 224, and a network 

interface 226, all of which may be communicatively linked by a system bus, network, or other 

connection mechanism. The processing unit 222 may include any of the components discussed 

above with respect to the central processing unit 206. In turn, the data storage 224 may be or 

include one or more non-transitory computer-readable storage media, which may take any of the 

forms of computer-readable storage media discussed above.  

[69] The processing unit 222 may be configured to store, access, and execute 

computer-readable program instructions stored in the data storage 224 to perform the operations 

of a local analytics device described herein. For instance, the processing unit 222 may be 

configured to receive respective sensor and/or actuator signals generated by the sensors 204 

and/or actuators 205 and may execute a predictive model-workflow pair based on such signals.  

Other functions are described below.  

[70] The network interface 226 may be the same or similar to the network interfaces 

described above. In practice, the network interface 226 may facilitate communication between 

the local analytics device 220 and the analytics system 108.  

[71] In some example implementations, the local analytics device 220 may include and/or 

communicate with a user interface that may be similar to the user interface 212. In practice, the 

user interface may be located remote from the local analytics device 220 (and the asset 200).  

Other examples are also possible.  

[72] While Figure 2 shows the local analytics device 220 physically and communicatively 

coupled to its associated asset (e.g., the asset 200) via one or more asset interfaces, it should also 
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be understood that this might not always be the case. For example, in some implementations, 

the local analytics device 220 may not be physically coupled to its associated asset and instead 

may be located remote from the asset 220. In an example of such an implementation, the local 

analytics device 220 may be wirelessly, communicatively coupled to the asset 200. Other 

arrangements and configurations are also possible.  

[73] For more detail regarding the configuration and operation of a local analytics device, 

please refer to U.S. App. No. 14/963,207 [Uptake-00051], which is incorporated by reference 

herein in its entirety.  

[74] One of ordinary skill in the art will appreciate that the asset 200 shown in Figure 2 is but 

one example of a simplified representation of an asset and that numerous others are also 

possible. For instance, other assets may include additional components not pictured and/or more 

or less of the pictured components. Moreover, a given asset may include multiple, individual 

assets that are operated in concert to perform operations of the given asset. Other examples are 

also possible.  

III. EXAMPLE PLATFORM 

[75] An example platform will now be described with reference to Figures 4-5. Any of the 

platforms 102, 104, 106 from Figure 1 may have a configuration similar to that of this example 

platform.  

[76] Figure 4 is a simplified block diagram illustrating some components that may be 

included in an example platform 400 from a structural perspective. As noted above, a platform 

may generally comprise one or more computer systems (e.g., one or more servers), and these 

one or more computer systems may collectively include at least a processor 402, data storage 

404, network interface 406, and perhaps also a user interface 410, all of which may be 

communicatively linked by a communication link 408 such as a system bus, network, or other 

connection mechanism.  

[77] The processor 402 may include one or more processors and/or controllers, which may 

take the form of a general- or special-purpose processor or controller. In particular, in example 

implementations, the processing unit 402 may include microprocessors, microcontrollers, 

application-specific integrated circuits, digital signal processors, and the like.  

[78] In turn, data storage 404 may comprise one or more non-transitory computer-readable 

storage mediums, examples of which may include volatile storage mediums such as random 

access memory, registers, cache, etc. and non-volatile storage mediums such as read-only 

memory, a hard-disk drive, a solid-state drive, flash memory, an optical-storage device, etc.  
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[79] As shown in Figure 4, the data storage 404 may be provisioned with software 

components that enable the platform 400 to carry out the functions disclosed herein. These 

software components may generally take the form of program instructions that are executable by 

the processor 402, and may be arranged together into applications, software development kits, 

toolsets, or the like. In addition, the data storage 404 may also be provisioned with one or more 

databases that are arranged to store data related to the functions carried out by the platform, 

examples of which include time-series databases, document databases, relational databases (e.g., 

MySQL), key-value databases, and graph databases, among others. The one or more databases 

may also provide for poly-glot storage.  

[80] The network interface 406 may be configured to facilitate wireless and/or wired 

communication between the platform 400 and various network components coupled to the 

communication network 108, such as the asset 110 and the asset-related data source 112. As 

such, network interface 406 may take any suitable form for carrying out these functions, 

examples of which may include an Ethernet interface, a serial bus interface (e.g., Firewire, USB 

2.0, etc.), a chipset and antenna adapted to facilitate wireless communication, and/or any other 

interface that provides for wired and/or wireless communication. Network interface 402 may 

also include multiple network interfaces that support various different types of network 

connections, some examples of which may include Hadoop, FTP, relational databases, high 

frequency data such as OSI PI, batch data such as XML, and Base64. Other configurations are 

possible as well.  

[81] In some embodiments, the example platform 400 may support a user interface 410 that is 

configured to facilitate user interaction with the platform 400 and may also be configured to 

facilitate causing the platform 400 to perform an operation in response to user interaction. This 

user interface 410 may include or provide connectivity to various input components, examples 

of which include touch-sensitive interfaces, mechanical interfaces (e.g., levers, buttons, wheels, 

dials, keyboards, etc.), and other input interfaces (e.g., microphones). Additionally, the user 

interface 410 may include or provide connectivity to various output components, examples of 

which may include display screens, speakers, headphone jacks, and the like. Other 

configurations are possible as well.  

[82] In other embodiments, the user interface 410 may take the form of a client station. The 

client station may be communicatively coupled to the example platform via a communication 

network and the platform's network interface. Other configurations are possible as well.  

[83] Referring now to Figure 5, another simplified block diagram is provided to illustrate 

some components that may be included in an example platform 500 from a functional 
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perspective. For instance, as shown, the example platform 500 may include a data intake system 

502, a data analysis system 504, a data sharing system 506, each of which comprises a 

combination of hardware and software that is configured to carry out particular functions. The 

platform 500 may also include a plurality of databases 510 that are included within and/or 

otherwise coupled to one or more of the data intake system 502, data analysis system 504 and 

data sharing system 506. In practice, these functional systems may be implemented on a single 

computer system or distributed across a plurality of computer systems.  

[84] The data intake system 502 may generally function to receive asset-related data and then 

provide at least a portion of the received data to the data analysis system 504. As such, the data 

intake system 502 may be configured to receive asset-related data from various sources, 

examples of which may include an asset, an asset-related data source, or an organization's 

existing infrastructure. The data received by the data intake system 502 may take various forms, 

examples of which may include analog signals, data streams, and/or network packets. Further, in 

some examples, the data intake system 502 may be configured according to a given dataflow 

technology, such as a NiFi receiver or the like.  

[85] In some embodiments, before the data intake system 502 receives data from a given 

source (e.g., an asset, an asset-related data source, or an organization's existing infrastructure), 

that source may be provisioned with a data agent 508. In general, the data agent 508 may be a 

software component that functions to access asset-related data at the given source, place the data 

in the appropriate format, and then facilitate the transmission of that data to to the platform 500 

for receipt by the data intake system 502. As such, the data agent 508 may cause the given 

source to perform operations such as compression and/or decompression, encryption and/or de

encryption, analog-to-digital and/or digital-to-analog conversion, filtration, amplification, and/or 

data mapping, among other examples. In other embodiments, however, the given source may be 

capable of accessing, formatting, and/or transmitting asset-related data to the example platform 

500 without the assistance of a data agent.  

[86] The asset-related data received by the data intake system 502 may take various forms.  

As one example, the asset-related data may include operating data for an asset such as, for 

example, one or more sensor measurements, one or more actuator measurements, or one or more 

abnormal-condition indicators. As another example, the asset-related data may include external 

data about an asset such as, for example, asset inventory rental information, warranty 

information, or maintenance information. As yet another example, the asset-related data may 

include certain attributes regarding the origin of the asset-related data, such as a source 

identifier, a timestamp (e.g., a date and/or time at which the information was obtained), and an 
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identifier of the location at which the information was obtained (e.g., GPS coordinates). For 

instance, a unique identifier (e.g., a computer generated alphabetic, numeric, alphanumeric, or 

the like identifier) may be assigned to each asset, and perhaps to each sensor and actuator, and 

may be operable to identify the asset, sensor, or actuator from which data originates. These 

attributes may come in the form of signal signatures or metadata, among other examples. The 

asset-related data may take other forms as well.  

[87] The data intake system 502 may also be configured to perform various pre-processing 

functions on the received asset-related data, in an effort to provide data to the data analysis 

system 504 that is clean, up to date, consistent, accurate, usable, etc.  

[88] For example, the data intake system 502 may map the received data into defined data 

structures and potentially drop any data that cannot be mapped to these data structures. As 

another example, the data intake system 502 may assess the reliability (or "health") of the 

received data and take certain actions based on this reliability, such as dropping certain 

unreliable data. As yet another example, the data intake system 502 may "de-dup" the received 

data by identifying any data has already been received by the platform and then ignoring or 

dropping such data. As still another example, the data intake system 502 may determine that the 

received data is related to data already stored in the platform's databases 510 (e.g., a different 

version of the same data) and then merge the received data and stored data together into one data 

structure or record. As a further example, the data intake system 502 may identify actions to be 

taken based on the received data (e.g., CRUD actions) and then notify the data analysis system 

504 of the identified actions (e.g., via HTTP headers). As still a further example, the data intake 

system 502 may split the received data into particular data categories (e.g., by placing the 

different data categories into different queues). Other functions may also be performed.  

[89] In some embodiments, it is also possible that the data agent 508 may perform or assist 

with certain of these pre-processing functions. As one possible example, the data mapping 

function could be performed in whole or in part by the data agent 508 rather than the data intake 

system 502. Other examples are possible as well.  

[90] The data intake system 502 may further be configured to store the received asset-related 

data in one or more of the databases 510 for later retrieval. For example, the data intake system 

502 may store the raw data received from the data agent 508 and may also store the data 

resulting from one or more of the pre-processing functions described above. In line with the 

discussion above, the databases to which the data intake system 502 stores this data may take 

various forms, examples of include a time-series database, document database, a relational 

database (e.g., MySQL), a key-value database, and a graph database, among others. Further, the 
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databases may provide for poly-glot storage. For example, the data intake system 502 may store 

the payload of received asset-related data in a first type of database (e.g., a time-series or 

document database) and may store the associated metadata of received asset-related data in a 

second type of database that permit more rapid searching (e.g., a relational database). In such an 

example, the metadata may then be linked or associated to the asset-related data stored in the 

other database which relates to the metadata. The databases 510 used by the data intake system 

502 may take various other forms as well.  

[91] As shown, the data intake system 502 may then be communicatively coupled to the data 

analysis system 504. This interface between the data intake system 502 and the data analysis 

system 504 may take various forms. For instance, the data intake system 502 may be 

communicatively coupled to the data analysis system 504 via an API. Other interface 

technologies are possible as well.  

[92] The data analysis system 504 may generally function to receive asset-related data from 

the data intake system 502, analyze that data, and then take various actions based on that data.  

These actions may take various forms.  

[93] As one example, based on the received asset-related data, the data analysis system 504 

may provide various types of notifications, such as web notifications, email notifications, or the 

like. These notifications may be related to the operation of assets, the operation of the platform, 

or other related subjects that are of interest to a user.  

[94] As another example, based on the received asset-related data, the data analysis system 

504 may train and/or execute a data science model (e.g., a predictive model), which may be 

implemented in a data science engine. For more detail regarding predictive models related to 

asset operation, please refer to U.S. App. No. 14/732,258, which is incorporated by reference 

herein in its entirety. The data analysis system 504 may perform other types of data analytics 

based on the received asset-related data as well.  

[95] As yet another example, based on the received asset-related data, the data analysis 

system 504 may cause the platform 500 to dynamically push data and/or commands to other 

platforms in the network. For instance, based on the received data, the data analysis system 504 

may determine that certain data (e.g., a portion of the received asset-related data) and/or a 

certain command is to be pushed to another platform and then responsively push the data and/or 

the command to the data sharing system 506, which may handle the transmission of the data 

and/or the command to the other platform.  
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[96] As still another example, based on the received asset-related data, the data analysis 

system 504 may make certain data available for external access via an API. The data analysis 

system 504 may take various other actions based on the received asset-related data as well.  

[97] According to an embodiment, the received asset-related data may be passed through the 

data analysis system 504 via a messaging layer (sometimes referred to as a "Universal Data 

Bus"), which may provide for event-driven, push communication between the different modules 

of the data analysis system 504. This messaging layer may be configured according to various 

technologies, one example of which is Apache Kafka. Further, the data analysis system 504 

may analyze the received asset-related data to determine which actions to take based on a set of 

rules that correlate certain data received by the platform 500 with certain actions to be taken by 

the platform 500. These rules are described in further detail below.  

[98] In addition to analyzing the received asset-related data for taking potential actions based 

on such data, the data analysis system 504 may also be configured to store the received data into 

one or more of the databases 510. For example, the data analysis system 504 may store the 

received data into a given database that serves as the primary database for providing asset

related data to platform users as well as other platforms.  

[99] In some embodiments, the data analysis system 504 may also support a software 

development kit (SDK) for building, customizing, and adding additional functionality to the 

platform. Such an SDK may enable customization of the platform's functionality on top of the 

platform's hardcoded functionality.  

[100] As shown, the data ingestion system 502 and the data intake system 504 may both be 

communicatively coupled to the data sharing system 506. The data sharing system's interface 

with the data ingestion system 502 and the data analysis system 504 may take various forms.  

For instance, the data sharing system 506 may be communicatively coupled to the data ingestion 

system 502 and/or the data analysis system 504 via an API. Other interface technologies are 

possible as well.  

[101] The data sharing system 506 may generally function to facilitate communication 

between the example platform 500 and other platforms via a communication network. For 

instance, as noted above, the data analysis platform 504 may provide the data sharing platform 

506 with data and/or a command (e.g., for a CRUD action) to be pushed to another platform. In 

turn, the data sharing platform 506 may function to prepare the data and/or the command for 

transmission to the other platform (e.g., by creating a routing command, performing data 

scrubbing, etc.), establish a network connection with the other platform (e.g., a TCP or HTTP 
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connection), and then push the data and/or the command over the network connection to the 

other platform.  

[102] Correspondingly, the data sharing platform 506 may function to receive, validate, and 

route data and/or commands that have been pushed from another platform via a communication 

network. For example, if the data sharing platform 506 receives data pushed from another 

platform, the data sharing platform 506 may function to perform certain validation and pre

processing functions on the received data and/or commands and then push the data and/or 

commands to the data ingestion platform 502. In turn, the data ingestion platform 502 may 

perform one or more of the pre-processing functions described above and then communicate the 

data and/or the commands to the data analysis system 504, which may act accordingly. The data 

sharing platform 506 may perform other functions to facilitate communication with other 

platforms as well.  

[103] One of ordinary skill in the art will appreciate that the example platform shown in 

Figures 4-5 is but one example of a simplified representation of the components that may be 

included in a platform and that numerous others are also possible. For instance, other platforms 

may include additional components not pictured and/or more or less of the pictured components.  

Moreover, a given platform may include multiple, individual platforms that are operated in 

concert to perform operations of the given platform. Other examples are also possible.  

IV. EXAMPLE OPERATIONS 

[104] The configurations depicted in Figures 1 to 5 will now be discussed in further detail 

below. To help describe some of these operations, functional block diagrams may be referenced 

to describe operations that may be performed. In some cases, each block may represent a 

module or portion of program code that includes instructions that are executable by a processor 

to implement specific logical functions or steps in a process. The program code may be stored 

on any type of computer-readable medium, such as non-transitory computer-readable media. In 

other cases, each block may represent circuitry that is wired to perform specific logical functions 

or steps in a process. Moreover, the blocks shown in the flow diagrams may be rearranged into 

different orders, combined into fewer blocks, separated into additional blocks, and/or removed 

based upon the particular embodiment.  

[105] The following description may reference examples where the one or more assets 110 

and/or the asset-related data source 112 provide asset-related data to the platform and the asset

related data is then pushed to another platform via the communication network 108. It should be 

understood that this is done merely for sake of clarity and explanation and is not meant to be 
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limiting. In practice, the platform generally receives data from multiple sources, perhaps 

simultaneously, and performs operations based on such aggregate received data.  

A. PLATFORM DEPLOYMENT AND GOVERNANCE 

[106] In order to enable data sharing between a plurality of platforms, these platforms first 

need to be deployed, networked together, and configured (e.g., onboarded). In accordance with 

the present disclosure, one platform in the network may be designated as a "master" or "seed" 

platform that may govern how certain of these administrative functions are carried out at other 

platforms in the network.  

[107] In one aspect, the master platform may dictate whether a new platform is allowed 

participate in data sharing with other platforms. This may be based on various factors. For 

instance, in a preferred embodiment, the master platform may dictate that a new platform's 

ability to participate in data sharing is based on the reliability (or "health") of the new platform's 

stored data. According to this embodiment, the master platform may define a set of one or 

more reliability conditions that the new platform needs to meet in order to participate in data 

sharing. This set of reliability conditions may be sent from the master platform to the new 

platform via the communication network 108, or may be provided to the new platform in some 

other manner. Further, this set of reliability conditions may take various forms. According to 

one example, the set of reliability conditions may impose a requirement on how much of a new 

platform's stored data must be successfully mapped to the new data model during the initial data 

ingestion. According to another example, the set of reliability conditions may impose 

requirements related to which data fields should be present in the data being passed into the data 

analysis system 504. The set of reliability conditions may take other forms as well.  

[108] During the onboarding process, the new platform may then assess the reliability (or 

"health") of the new platform's stored data. The new platform may perform this function in 

various manners. According to one example, the new platform may assess the reliability of the 

platform's stored data by determining what proportion of the stored data was successfully 

mapped to the new data model during the initial data ingestion. According to another example, 

the new platform may assess the reliability of the platform's stored data by checking whether 

certain preferred data fields are present in the data being passed into the data analysis system 

504 and then determining what proportion of this data includes the preferred data fields. The 

new platform may assess the reliability of the platform's stored data in various other manners as 

well.  

[109] After assessing the reliability of the stored data, the new platform may then apply the set 

of reliability conditions defined by the master platform, to determine whether or not the 

24



WO 2017/049207 PCT/US2016/052311 

reliability of the new platform's stored data is sufficient. If the new platform determines that the 

master platform's set of reliability conditions has been met, the new platform may enable (i.e., 

"turn on") its data sharing capability so that it can exchange asset-related data and/or commands 

with other platforms. Alternatively, if the new platform determines that the master platform's 

set of reliability conditions has not been met, the new platform may disable (i.e., "turn off") its 

data sharing capability entirely or may impose certain restrictions this capability. For example, 

the new platform could disable its capability to send data and/or commands to other platforms 

but continue to allow the new platform to receive data and/or commands from other platforms.  

As another example, the new platform could impose restrictions on the type of data and/or 

commands that it is allowed to exchange with other platforms. The new platform may restrict 

its data sharing capabilities in other manners as well.  

[110] After determining whether or not to enable its data sharing capabilities, the new platform 

may also send a notification of this determination to the master platform and/or other platforms 

in the network. In turn, another platform in the network may later rely on this notification when 

deciding whether or not to share asset-related data with the new platform.  

[111] The master platform may also be capable of defining and sending updated conditions for 

allowing data sharing, which may cause the other platforms to repeat the process described 

above. Likewise, a platform may be configured to periodically reassess the reliability of its 

stored data and update its data sharing capabilities as appropriate.  

[112] In another aspect, the master platform may define and/or provide other platforms with 

other logic (e.g., data models, rules, etc.) that dictates how the other platforms perform certain 

functions. For instance, according to one embodiment, the master platform may be responsible 

for defining and distributing one or more data models (or aspects thereof) for use by the other 

platforms when ingesting and mapping data received from asset-related sources.  

[113] According to another embodiment, the master platform may be responsible for defining 

and distributing logic that dictates how the other platforms perform certain other pre-processing 

functions. For instance, the master platform may define and distribute logic related to data 

mapping, data cleansing, de-duplication, data merging, action identification, and/or data 

splitting, among other pre-processing functions. As one possible example, the master platform 

may define and distribute routing and/or transformation rules to be used during the data mapping 

process. Many other examples are possible as well.  

[114] According to yet another embodiment, the master platform may be responsible for 

defining and distributing logic that dictates the actions to be taken by other platforms based on 

received data. For instance, the master platform may define and distribute certain predefined 
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rules, workflows, predictive models, or the like. As one possible example, the master platform 

may define and distribute source-to-target rules that dictate how to route certain types of asset

related data within the platform. Other examples are possible as well.  

[115] The master platform may distribute data sharing conditions and/or other logic to the 

other platforms in various manners. According to one example, the master platform may send 

data sharing conditions and/or other logic to the other platforms via the communication network 

108. According to another example, the master platform may upload data sharing conditions 

and/or other logic to a common database that is accessible by the other platforms. Other 

examples are possible as well.  

[116] In connection with this functionality, the master platform may also provide a tool (which 

may be referred to as a "Data Steward" tool) through which a user of a master platform may 

define how other platforms are to be governed. As one possible example, this tool may take the 

form of a graphical user interface (GUI) that may be accessed by the user via a client station on 

communication network 108. Using this tool, a user may input data sharing conditions and/or 

other logic that is to be employed by other platforms (as examples), and the master platform 

may then cause the data sharing conditions and/or other logic to be distributed to the other 

platforms.  

[117] The master platform may perform other functions as well in addition to or instead of 

what is described.  

B. DATA INTAKE OF THE ASSET-RELATED INFORMATION 

[118] Figure 6 is a functional block diagram 600 that illustrates some representative functions 

that may be carried out by the data intake system 502 after it receives asset-related data from a 

source, such as an asset, an asset-related data source, or the like. As shown in Figure 6, these 

functions may include data mapping 602, data health evaluation 604, data de-duplication 606, 

data merging 608, action identification 610, and data queuing 612. The data intake system 502 

may support NiFi or some other data flow technology to send, receive, route the data, as needed, 

among the functional blocks. Other arangements are also possible.  

[119] While Figure 6 shows these functions taking place in a given sequence, it should be 

understood that this sequence is merely provided for purposes of illustration, and that the 

illustrated functions may be performed in various other sequences as well (including the 

possibility that certain functions may be performed in parallel). Further, it should be understood 

that some of these functions may be skipped and/or that functions may be added to the process 

flow.  
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[120] The mapping function 602 may generally serve to map the received asset-related data 

into one or more data models for use by the platform 500. The data received from a given 

source such as an asset 110 or an asset-related data source 112 may be in a particular format.  

The particular format may be a standard or generic format, a format specific to an asset 110 or 

type of asset 110, a format specific to the asset related data source 112, a format specific to the 

platform where the data is received from, or a format specific to a manufacturer, dealer, or 

owner, for example. The mapping function 602 may then convert the format of the asset-related 

data to a format for use by the platform 500, which may involve storing received asset-related 

data fields into the appropriate fields of the data model and transforming the contents of certain 

asset-related data fields. These function may be performed in accordance with routing and/or 

transformation mapping rules, which may be supplied by the platform provider, defined by the 

platform (e.g., based on user input or machine learning), and/or received from another platform.  

[121] In general, a data model may be a defined data structure that dictates the manner in 

which certain data should be organized and/or formatted, thereby enabling the platform to 

manage data coming from various different sources. According to one embodiment, a data 

model may define a data structure comprising a plurality of data fields that each have specified 

parameters, such as a specified namespace, a specified data type, a specified unit of measure, 

and/or specified data value constraints, as examples. These data fields may be configured to 

accept asset-identifying data as well as various data related to asset operation, such as 

sensor/actuator data, on-asset event data (e.g., abnormal-condition indicators), location data, 

inspection/maintenance/repair data, fluid data, weather data, job site data, configuration data, 

and transaction data, among many other examples. A data model may take other forms as well.  

In addition, the particular data model used by the mapping function 602 could vary depending 

on the source of the data (e.g., there may be different data models for different types of assets 

and/or different types of external data sources).  

[122] The data model used by the mapping function 602 may be defined in various manners.  

In one example, aspects of the data model may be predefined by the platform provider. In 

another example, as noted above, aspects of the data model may be defined by the master or 

seed platform. In yet another example, aspects of the data model may be defined by the 

platform 500 (e.g., based on user input or machine learning). A data model could be defined in 

other manners as well.  

[123] The mapping function 602 may additionally discard certain received asset-related data 

fields that cannot be mapped to a field of the data model, such as a received data field that is not 

sufficiently labeled, does not match the data managed by the data model, does not fall within a 
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range of values defined by a field in the model, or is otherwise identified to be corrupt, incorrect, 

incomplete, duplicative, or improperly formatted. This function, which may be referred to as 

"data cleansing," may help improve the integrity of the asset-related data that is ingested into the 

platform 500. It should be understood that other processes within the data ingestion system 502 

may also perform data cleansing functions.  

[124] In connection with the mapping function 602, a platform may also provide a tool (which 

may be referred to as a "Data Mapping" tool) through which a user of the platform may define 

aspects of the one or more data models and/or mapping rules used by the mapping function 602.  

As one possible example, this tool may take the form of a GUI that may be accessed by the user 

via a client station on communication network 108. Using this Data Mapping tool, a user of a 

given platform may input instructions on how to map certain source data fields to the one or 

more data models used by the mapping function 602, and these instructions may then be 

employed by the given platform's mapping function 602. Additionally, depending on the role of 

the given platform within the network configuration, user input received via this Data Mapping 

tool may also be distributed to and/or used by other platforms. For example, if the given 

platform is the master platform, user input received via the Data Mapping tool may be 

distributed for use by all other platforms in the network configuration. Other examples are 

possible as well.  

[125] The data health evaluation function 604 may generally serve to assess the reliability (or 

"health") of the received asset-related data and potentially discard any unreliable data. For 

example, the data intake system 502 may have criteria that it may use in assessing the reliability 

of the received data. As one possible example, the data health evaluation function 604 may 

assess the reliability of the received asset-related data by determining what proportion of the 

received asset-related data was successfully mapped to a data model during the mapping 

function 602. As another example, the data health evaluation function 604 may assess the 

reliability of the received asset-related data by checking whether certain preferred data fields are 

present in the data being passed to the data analysis system 504 and then determining what 

proportion of this data includes the preferred data fields. The data health evaluation function 

604 may assess the reliability of received asset-related data in various other manners as well.  

[126] The de-duplication function 606 may generally serve to determine whether the received 

data is stored already, e.g., duplicated in one of the databases 510, and if so, whether to update 

or delete the data in the database and replace with the received data. This process may be 

performed for all received data or when the metadata associated with data indicates that de
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duplication is to be performed. For example, the data intake system 502 may check a setting as 

indicated by the metadata associated with the data, if this de-duplication is to be performed.  

[127] Hashing may be one way for determining whether duplicates exist. Hashing can be a 

process of transforming of a string of characters into a usually shorter fixed-length value or key 

that represents the original string. In one example, a hashing function may be applied to the 

data generate a unique signature that identifies the data, called a hash.  

[128] The hashing function may be applied to the data received and the data in the model.  

Then the hash of the data received is compared to hashes representing the data in the model.  

The hash of the data in the model may be performed each time the data is accessed from the 

model or once a hash is performed on the data in the model, the hash may be also stored in the 

model for later use. If there is a match, then the data that is received may not be stored in the 

model because the hash indicates the data is already in the model. If there is no match, then the 

data received may be stored in the model.  

[129] The data merging function 608 may generally serve to determine whether received data 

is related to data already stored in one of the databases 510 (e.g., a different version of the same 

data) and then merge any such received data together with the stored data. For example, if the 

data ingestion system 502 receives new asset-related data for a given asset that includes certain 

fields that are more complete or up-to-date than the stored asset-related data for the given asset, 

the data ingestion system 502 may merge the new data with the stored data. As another 

example, if the data ingestion system 502 receives data records for the same given asset from 

multiple different sources, the data ingestion system 502 may combine the data records into a 

single, authoritative for the given asset. Other examples are possible as well.  

[130] The de-duplication function 606 and/or the data merging function 608 may sometimes be 

referred to as "Master Data Management" (or "MDM"). In connection with these MDM 

functions, the platform 500 may also provide a tool through which a user of the platform 500 

may define rules for performing certain de-duplication and/or merging functions, such as rules 

specifying the similarity requirements for data merging and/or rules specifying which data 

record should be treated as more authoritative during de-duplication and/or merging functions.  

As one possible example, this tool may take the form of a GUI that may be accessed by the user 

via a client station on communication network 108.  

[131] The action identification function 610 may generally serve to identify what actions 

should be taken based on the received data and then place the data into a form that serves to 

notify the data analysis system 504 of the identified actions. For instance, the action 

identification function 610 may analyze the data received by the data ingestion system 502 to 
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determine whether it comprises, includes, and/or is associated with a command specifying an 

action to take based on the data (e.g., a CRUD action). In turn, the action identification function 

610 may place the data into a form that will serve to notify the data analysis system 504 of the 

identified action, such as a particular API call. The action identification function 610 may 

notify the data analysis system 504 of the identified actions in other manners as well.  

[132] The data queuing function 612 may generally serve to split the data into different data 

categories. For example, the data ingestion system 502 may segregate the received data into 

different queues that correspond to different categories, which may facilitate specific processing 

based on the categories by the data analysis system 504 (which receives the data from the data 

intake system 502). For instance, the data intake system 502 may employ a first queue for 

sensor/actuator data (e.g., a fuel level), a second queue for event data (e.g., an abnormal

condition indicator), and a third queue for asset status information (e.g., location). Other 

arrangements are also possible depending on a level of desired granularity.  

[133] As noted above, the data intake system 502 may other perform other functions in 

addition to those illustrated in Figure 6. For instance, the data intake system 502 may also store 

the received asset-related data in one or more of the databases 510 for subsequent access or 

archival purposes. In one example, the data may be stored with a time stamp indicating a date 

and time at which the data was added to the database. The data may be stored in a number of 

manners in the database. For instance, data may be stored in time sequence, organized based on 

data source type (e.g., based on asset, asset type, sensor, or sensor type), or organized by 

abnormal-fault indicator, among other examples.  

C. DATA ANALYSIS OF THE ASSET-RELATED INFORMATION 

[134] Figure 7 is a functional block diagram 700 that illustrates some representative functions 

that may be carried out by the data analysis system 504 after it receives asset-related data from 

the data intake system 502. As show in Figure 7, the data analysis system 504 may include a 

rules engine 704, a routing engine 706, a notification engine 708, a data science engine 710, and 

a data sharing engine 712, all of which may be interconnected by a messaging layer (e.g., a 

Kafka messaging layer) that pushes data between these functional blocks. In addition, the data 

analysis system 504 may include and/or be coupled to at least one of the databases 510, which is 

shown here as database 714. The data analysis system 504 may include other functional 

components as well.  

[135] The data analysis system 504 may first receive the asset-related information from the 

data intake system 502 via an interface such as an API. In response, the data analysis system 

504 may place the received data on the messaging layer while at the same time storing a copy of 
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the received data in the database 714, which may serve as the platform's primary database for 

providing asset-related data to platform users and other platforms. As noted above, the data 

analysis system's messaging layer may provide for event-driven, push communication between 

the different engines of the data analysis system 504. In practice, the messaging layer may be 

comprised of various different topics (not shown) that facilitate this event-driven, push 

communication. For example, the messaging layer may include a plurality of intake topics, each 

of which is associated with a respective data category and corresponds to a respective queue in 

the data intake system 502, in which case the data analysis system 504 may place the received 

data on the messaging layer by writing the received data to the appropriate intake topic. The 

messaging layer may then route the received data to the rules engine 704.  

[136] In turn, the rules engine 704 may determine what the data analysis system 504 should do 

with the asset-related data received from the data intake system 502. The determination may 

take various forms. As one example, based on the asset-related information, the rules engine 

704 may determine that the data analysis system 504 should provide various types of 

notifications, such as web alerts and email notifications, or the like. These notifications may be 

related to the operation of assets, the operation of the platform, or other related subjects that are 

of interest to a user. As another example, based on the received asset-related data, the rules 

engine 704 may determine that the asset-related information should be provided to a data 

science engine. As still another example, the rules engine 704 may determine that certain data 

should be made available for external access via an API. As yet another example, the rules 

engine 704 may determine that certain data (e.g., a portion of the received asset-related data) 

and/or a certain command should be pushed to another platform via the communication network 

108. As still another example, the rules engine 704 may determine that the asset-related 

information should be routed to and stored in certain databases in the platform 500.  

[137] The rules engine 704 may make the determination of what the data analysis system 504 

should do with the asset-related data based on a set of rules. In one embodiment, these rules 

may be configured into two tiers. In general, the first tier rules may cause the rules engine 704 

to make a threshold determination of whether the received data has any possible relevance to the 

other engines of the data analysis system 504, and if not, to discard such data. As such, a first 

tier rule may generally take the form of a set conditions that define the data to be kept by the 

rules engine 704. These conditions may be directed to source, type, and/or content of the data, 

as examples. This may allow the data analysis system 504 to efficiently narrow down the set of 

data that needs to undergo further analysis.  
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[138] In turn, the second tier rules may enable the rules engine 704 to determine what action(s) 

to take based on the remaining data. A second tier rule may generally comprise (1) a set of one 

or more conditions related to the source, type, and/or content of the received data (among other 

factors) and (2) a corresponding action to be carried out by the platform when this set of 

conditions are met. These conditions and corresponding actions may take many different forms.  

[139] For instance, one category of second tier rules may be directed to generating 

notifications based on the received data. A representative example of this category of rule may 

specify that a given user notification is to be generated when operating data for an asset meets 

certain content conditions (e.g., when sensor data values meets certain thresholds or certain 

abnormal-condition indicators have been received).  

[140] Another category of second tier rules may be directed to running data science models on 

the received data. A representative example of this category of rule may specify that certain 

types of asset operating data are to be input into a data science engine that is configured to apply 

a given data science model (e.g., sensor data and/or abnormal-condition indicators for an asset 

are to be input into predictive failure model).  

[141] Yet another category of second tier rules may be directed to pushing certain data (and/or 

related commands) to other platforms in the network configuration. A representative example of 

this category of rule may specify that asset operating data from a certain source, having a certain 

type, and/or meeting certain content conditions is to be pushed to a specific list of one or more 

other platforms in the network configuration (which may be referred to as an "access list"). For 

instance, one real world illustration of this type of rule may specify that, when a dealer's 

platform receives data related to the operation of certain asset models, the dealer's platform is to 

push such data to the manufacturer of those asset models. Another representative example of 

this category of rule may specify that the output of a certain data science model is to be pushed 

to a specific list of one or more other platforms in the network configuration. (In this respect, 

the output of the data science model could be fed back to the rules engine 704 via the messaging 

layer, or there could be another instance of a rules engine implemented at the output of the data 

science model). Other examples are possible as well.  

[142] In some examples, the rules employed by the rules engine 704 may also be organized by 

data type. For example, the rules engine 704 may have different sets of rules that correspond to 

the different intake topics of the messaging layer, so that the data analysis system 504 can more 

efficiently process the data by applying a specific set of rules directly relevant to the data in the 

topic and not apply rules that are unrelated to the data in the topic. The rules employed by the 

rules engine 704 may take various other forms as well.  
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[143] Further, the rules employed by the rules engine 704 may be defined in various manners.  

In one implementation, the rules may be defined by a user of the platform. For example, the 

platform may provide a tool (which may be referred to as a "Data Fencing" tool) through which 

a user can create, modify, and/or delete rules used by the rules engine 704. As one possible 

example, this tool may take the form of a GUI that may be accessed by the user via a client 

station on communication network 108. Using this tool, a user may input rules such as those 

described above.  

[144] In another implementation, certain rules could be received from another platform, such 

as a master platform. For instance, a manufacturer may release a new product such as a new 

model of locomotive that may need to be managed by the platform. In connection with this 

product release, the master platform may define a new rule related to the type and/or content of 

the data received from the new locomotive model, and may then provide access to this rule to 

the other platforms.  

[145] In yet another implementation, certain rules could be predefined by the platform 

provider. The rules may be defined in other manners as well.  

[146] It should also be understood that certain rules may be based on factors other than the 

source, type, and/or content of the received data. For example, a rule directed to pushing certain 

received data (and/or related commands) to another platform in the network configuration may 

also include conditions related to the recipient platform, such as conditions related to whether or 

not the recipient platform is qualified to participate in data sharing.  

[147] As a result of applying the rules, the rules engine 704 may generate an indication of what 

action should be performed based on the received data. In one example, this indication may take 

the form of metadata that is added to or otherwise associated with the received data (e.g., in a 

header field). In another example, this indication may take the form of a separate command that 

is not associated with any underlying data. Other examples are possible as well.  

[148] Depending on the type of action, this indication of what action should be performed may 

take various forms and include various information. For example, if the action is to generate a 

given notification, the indication may specify the type of notification, the content of the 

notification, and/or the intended recipient(s) of the notification. As another example, if the 

action is to apply a data science model to received data, the indication may specify the data 

science model that is to be applied the data. As yet another example, if the action is to push 

received data to one or more other platforms, the indication may specify the one or more other 

platforms that are to receive the data. The indication of what action should be performed may 

take various other forms as well.  
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[149] The messaging layer may push the output of the rules engine 704 to the routing engine 

706. In practice, this may be carried out by a message layer topic that sits between the rules 

engine 704 to the routing engine 706. In turn, the routing engine 706 may generally function to 

route the rule engine's output to the appropriate engine in the data analysis platform 704. For 

instance, the routing engine 706 may (1) determine where to route the rule engine's output based 

on the indication of what action should be performed, (2) prepare the output for routing to the 

destination engine (which may involve functions such as generating an appropriate command to 

send the designation engine), and then (3) cause the output to be pushed to the destination 

engine via the messaging layer (e.g., by writing the output to an appropriate message layer 

topic). In practice, this routing engine 706 may take the form of an event-to-command engine.  

[150] For example, if the action is to generate a given notification, then the routing engine 706 

may cause the rule engine's output to be pushed via the messaging layer to the notification 

engine 708, which may then generate the given notification. As another example, if the action is 

to apply a given data science model to the received data, then the routing engine 706 may cause 

the rule engine's output to be pushed via the messaging layer to the data science engine 710, 

which may then run apply the given data science model on the received data. As yet another 

example, if the action is to push certain received and/or generated data to another platform, then 

the routing engine 706 may cause the rule engine's output to be pushed via the messaging layer 

to the data sharing engine 712, which may in turn push the data to the data sharing system 506.  

[151] As noted above, the data analysis system 504 may other perform other functions in 

addition to those illustrated in Figure 7.  

D. DATA SHARING OF THE ASSET-RELATED INFORMATION 

[152] Figure 8 is a functional block diagram 800 that illustrates some representative functions 

that may be carried out by the data sharing system 506 after it receives data from the data 

analysis system 504. As shown in Figure 8, the data sharing system 506 may include functions 

for pushing data to another platform, and these functions may include creating a routing 

command 802, preparing the data 804, and pushing the data 806. In addition, the data sharing 

system 506 may also include functions for receiving data from another platform, and these 

functions may include validating the data 812 and pre-processing the data 814. These functional 

blocks may enable data sharing system 506 to generally facilitate communication between the 

example platform 500 and other platforms via the communication network 108.  

[153] The create routing message function 802 may serve to generate the message to push to 

each of the one or more other platforms. In practice, the create routing message function 802 

may generate these messages based on the data received from the data sharing engine 712 
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(which may include the results of the rules engine's determination of what action to take), and 

each such message may include (1) a command that instructs a given platform as to what action 

to take and (2) data to use in the performance of this action.  

[154] The messages generated by the create routing message function 802 may take various 

forms. In one embodiment, such a message may comprise a command that instructs another 

platform to take a CRUD action (e.g., create, read, update, or delete) with respect to certain 

asset-related data. In this respect, along with the command, the message may include an 

identification of the asset-related data and perhaps also the contents of the asset-related data that 

is the subject of the CRUD action (e.g., for create, read, and update actions). This type of 

routing message may thus enable different platforms in the network configuration to share and 

synchronize their asset-related data.  

[155] In another embodiment, such a message may comprise a command that instructs another 

platform to implement new logic, such as a new data model, new rules for pre-processing 

received data, and/or new rules dictating what actions to take based on received data. In this 

respect, along with the command, the message may include a definition of the new logic. This 

type of routing message may thus enable certain platforms (e.g., the master platform) to 

distribute logic to other platforms in the network configuration.  

[156] The messages generated by the create routing message function 802 may take other 

forms as well, including the possibility that such messages may comprise asset-related data 

without any corresponding commands-in which case the data sharing system 506 may rely on 

the receiving platform to determine what action to take on the asset-related data.  

[157] The prepare data function 804 may generally serve to prepare the message before being 

sent outside the platform. This preparation function may take various forms. As one example, 

the preparation function 804 may include formatting the message in accordance with the 

platform which is to receive the data. As another example, the preparation function 804 may 

include scrubbing the data and/or cleaning the data before routing the data to the other platform.  

For instance, the data may have location information, sensitive personal information (e.g., a 

social security number), or sensitive financial information that should not be released outside of 

the platform, and this information may be removed from the data. The prepare data function 

804 may also take other forms as well.  

[158] The push data function 806 may generally serve to push the routing messages to the one 

or more other platforms via the communication network 108. As part of this process, the push 

data function 806 may begin by establishing a connection with the one or more other platforms 

via the communication 108. For instance, as noted above, the data routed to the data sharing 
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system 506 via the sharing engine 712 may specify the one or more other platforms that are to 

receive the data, and the push data function 806 may use this information to establish a 

connection with the one or more other platforms. As one possible example, the received data 

may include IP addresses (or the like) for the one or more other platforms, and the establish 

connection function 802 may use these IP addresses to establish TCP or HTTP connections with 

each of the one or more other platforms via the communication network 108. Additionally, the 

push data function 806 may need to provide authentication information (e.g., user name, 

password, etc.) for the one or more other platforms in order to establish a connection.  

Thereafter, the push data function 806 may then push the routing messages to the one or more 

other platforms over the established connection with each such platform.  

[159] As noted above, the data sharing system 506 may also carry out certain functions after it 

receives routing messages from another platform, such as a validate data function 812 and a 

preprocess data function 814.  

[160] The validate data function 812 may serve to validate routing messages that are received 

from other platforms. For example, the validate data function 812 may validate the sender of the 

routing message and/or the contents of the routing message. The preprocess data function 814 

may perform one or more pre-processing functions on the receiving routing message, such as 

data mapping, data de-duplication and/or data merging.  

[161] The data sharing system 506 may then provide routing messages received from other 

platforms to the data intake system 502 (e.g., via an API POST), which may then carry out one 

or more of the functions described above on the routing messages. For instance, at a minimum, 

the data intake system 502 may carry out the action identification function 610 on the routing 

messages to identify what actions should be taken based on the received routing messages and 

then place the routing messages into a form that serves to notify the data analysis system 504 of 

the identified actions. In practice, this may involve interpreting a command included in a 

routing message and then causing the platform 500 to execute this command.  

[162] For example, if a routing message includes a command to take a CRUD action with 

respect to asset-related data, the action identification function 610 may interpret this command 

and then cause the data analysis system 504 to take the requested CRUD action (e.g., by 

creating, reading, updating, or deleting certain asset-related data). As another example, if a 

routing message includes a command to implement new logic, the action identification function 

610 may interpret this command and then cause the data intake system 502 and/or the data 

analysis system 504 to implement the new logic. Other examples are possible as well.  
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V. EXAMPLE FLOW DIAGRAMS 

[163] Turning now to Figure 9, a flow diagram is depicted illustrating an example method 900 

for determining whether to share asset-related data in a network of platforms based on criteria 

received from another platform (e.g., a master or seed platform). For the method 900 and other 

methods discussed below, the operations illustrated by the block in the flow diagrams may be 

performed in line with the above discussion. Moreover, one or more operations discussed above 

may be added to a given flow diagram.  

[164] At block 902, the method 900 may involve a first platform in the network configuration 

100, such as the owner platform 106, receiving criteria from a second platform, such as the 

manufacturer platform 102, that governs whether the owner platform 106 is permitted to share 

asset-related data with other platforms in the system. This criteria may be based on the 

reliability of asset-related data stored at the first platform. At block 904, the method 900 may 

involve the first platform assessing the reliability of its stored asset-related data. At block 906, 

the method 900 may involve the first platform applying the received criteria to the assessed 

reliability of its stored asset-related data stored and thereby making a determination as to 

whether the first platform is permitted to share asset-related data with one or more other 

platforms in the network configuration 100. At block 908, the method 900 may involve the first 

platform operating in accordance with the determination made at block 906.  

[165] Figure 10 depicts a flow diagram of an example method 1000 for sharing asset-related 

data with another platform over a network. At block 1002, the method 1000 may involve a first 

platform in the network configuration 100, such as the owner platform 106, receiving data 

associated with one or more assets. At block 1004, the method 1000 may involve the first 

platform making a determination that a given portion of the received data is to be pushed to a 

second platform in the network configuration 100, such as the manufacturer platform 102. At 

block 1006, the method 1000 may involve the first platform preparing the given portion of the 

received data for transmission to the second platform. At block 1008, the method 1000 may 

involve the first platform pushing the given portion of the received data to the second platform 

over a network connection.  

VI. CONCLUSION 

[166] The description above discloses, among other things, various example systems, methods, 

apparatus, and articles of manufacture including, among other components, firmware and/or 

software executed on hardware. It is understood that such examples are merely illustrative and 

should not be considered as limiting. For example, it is contemplated that any or all of the 

firmware, hardware, and/or software aspects or components can be embodied exclusively in 
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hardware, exclusively in software, exclusively in firmware, or in any combination of hardware, 

software, and/or firmware. Accordingly, the examples provided are not the only way(s) to 

implement such systems, methods, apparatus, and/or articles of manufacture.  

[167] Additionally, references herein to "embodiment" means that a particular feature, 

structure, or characteristic described in connection with the embodiment can be included in at 

least one example embodiment of an invention. The appearances of this phrase in various places 

in the specification are not necessarily all referring to the same embodiment, nor are separate or 

alternative embodiments mutually exclusive of other embodiments. As such, the embodiments 

described herein, explicitly and implicitly understood by one skilled in the art, can be combined 

with other embodiments.  

[168] The specification is presented largely in terms of illustrative environments, systems, 

procedures, steps, logic blocks, processing, and other symbolic representations that directly or 

indirectly resemble the operations of data processing devices coupled to networks. These 

process descriptions and representations are typically used by those skilled in the art to most 

effectively convey the substance of their work to others skilled in the art. Numerous specific 

details are set forth to provide a thorough understanding of the present disclosure. However, it is 

understood to those skilled in the art that certain embodiments of the present disclosure can be 

practiced without certain, specific details. In other instances, well known methods, procedures, 

components, and circuitry have not been described in detail to avoid unnecessarily obscuring 

aspects of the embodiments. Accordingly, the scope of the present disclosure is defined by the 

appended claims rather than the forgoing description of embodiments.  

[169] When any of the appended claims are read to cover a purely software and/or firmware 

implementation, at least one of the elements in at least one example is hereby expressly defined 

to include a tangible, non-transitory medium such as a memory, DVD, CD, Blu-ray, and so on, 

storing the software and/or firmware.  

[170] To the extent that examples described herein involve operations performed or initiated 

by actors, such as "humans", "operators", "users" or other entities, this is for purposes of 

example and explanation only. The claims should not be construed as requiring action by such 

actors unless explicitly recited in the claim language.  
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CLAIMS 

1. In a system comprising a plurality of platforms that are communicatively coupled 

via a network, wherein each platform is configured to receive, process, and store respective 

asset-related data, a computer-implemented method comprising: 

receiving, at a first platform, data associated with one or more assets; 

making a determination, by the first platform, that a given portion of the received data is 

to be pushed to a second platform; and 

based on the determination, the first platform (a) preparing the given portion of the 

received data for transmission to the second platform and (b) pushing the given portion of the 

received data to the second platform over a network connection.  

2. The computer-implemented method of claim 1, wherein receiving the data 

associated with the one or more assets comprises receiving the data on a messaging layer of the 

first platform.  

3. The computer-implemented method of claim 1, further comprising: 

maintaining, at the first platform, a set of rules that includes at least one rule indicating 

which data is to be pushed to the second platform.  

4. The computer-implemented method of claim 3, wherein making the 

determination that the given portion of the received data is to be pushed to a second platform 

comprises: 

applying the set of rules to the received data to determine that the given portion of the 

received data is to be pushed to a second platform.  

5. The computer-implemented method of claim 3, wherein the at least one rule 

indicating which data is to be pushed to the second platform is defined by a user of the first 

platform.  

6. The computer-implemented method of claim 3, wherein the at least one rule 

indicating which data is to be pushed to the second platform comprises a rule indicating that data 

associated with a given group of assets is to be pushed to the second platform.  
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7. The computer-implemented method of claim 3, wherein the at least one rule 

indicating which data is to be pushed to the second platform comprises a rule indicating that data 

of a given type to be pushed to the second platform.  

8. The computer-implemented method of claim 1, wherein preparing the given 

portion of the received data for transmission to the second platform comprises generating a 

given command associated with the given portion of the received data, and wherein pushing the 

given portion of the received data to the second platform over the network connection comprises 

pushing the given command with the given portion of the received data to the second platform 

over the network connection.  

9. The computer-implemented method of claim 8, wherein the given command 

comprises a command to perform one of a create action, a read action, an update action, or a 

delete action.  

10. The computer-implemented method of claim 1, wherein preparing the given 

portion of the received data for transmission to the second platform comprises cleansing the 

given portion of the received data.  

11. The computer-implemented method of claim 1, wherein the first platform is 

associated with a first one of an asset manufacturer, an asset dealer, and an asset owner, and 

wherein the second platform is associated with a second one of the asset manufacturer, the asset 

dealer, and the asset owner.  

12. A non-transitory computer-readable medium having instructions stored thereon 

that are executable to cause a first platform to: 

receive data associated with one or more assets; 

make a determination that a given portion of the received data is to be pushed to a 

second platform; and 

based on the determination, (a) prepare the given portion of the received data for 

transmission to the second platform and (b) push the given portion of the received data to the 

second platform over a network connection.  
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13. The non-transitory computer-readable medium of claim 12, wherein the 

instructions that are executable to cause the first platform to receive the data associated with the 

one or more assets comprises instructions that are executable to cause the first platform to 

receive the data on a messaging layer of the first platform.  

14. The non-transitory computer-readable medium of claim 12, further comprising 

instructions stored thereon that are executable to cause the first platform to: 

maintain a set of rules that includes at least one rule indicating which data is to be 

pushed to the second platform.  

15. The non-transitory computer-readable medium of claim 14, wherein instructions 

that are executable to cause the first platform to make the determination that the given portion of 

the received data is to be pushed to a second platform comprises instructions that are executable 

to cause the first platform to apply the set of rules to the received data to determine that the 

given portion of the received data is to be pushed to a second platform.  

16. The non-transitory computer-readable medium of claim 14, wherein the at least 

one rule indicating which data is to be pushed to the second platform is defined by a user of the 

first platform.  

17. The non-transitory computer-readable medium of claim 14, wherein the at least 

one rule indicating which data is to be pushed to the second platform comprises a rule indicating 

that data associated with a given group of assets is to be pushed to the second platform.  

18. The non-transitory computer-readable medium of claim 14, wherein the at least 

one rule indicating which data is to be pushed to the second platform comprises a rule indicating 

that data of a given type to be pushed to the second platform.  
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19. The non-transitory computer-readable medium of claim 14, wherein preparing 

the given portion of the received data for transmission to the second platform comprises 

generating a given command associated with the given portion of the received data, and wherein 

pushing the given portion of the received data to the second platform over the network 

connection comprises pushing the given command with the given portion of the received data to 

the second platform over the network connection.  

20. A first platform comprising: 

a network interface configured to facilitate communication with one or more data 

sources and one or more other platforms via a communication network; 

at least one processor; 

a non-transitory computer-readable medium; and 

program instructions stored on the non-transitory computer-readable medium that are 

executable by the at least one processor to cause the first platform to: 

receive data associated with one or more assets; 

make a determination that a given portion of the received data is to be pushed to a 

second platform; and 

based on the determination, (a) prepare the given portion of the received data for 

transmission to the second platform and (b) push the given portion of the received data to 

the second platform over a network connection.  

21. In a system comprising a plurality of platforms that are communicatively coupled 

via a network, wherein each platform is configured to receive, process, and store respective 

asset-related data, a computer-implemented method comprising: 

receiving, at a first platform from a second platform, criteria that governs whether the 

first platform is permitted to share asset-related data with one or more other platforms in the 

system, wherein the criteria is based on the reliability of asset-related data stored at a platform; 

the first platform assessing the reliability of asset-related data stored at the first platform; 

the first platform applying the received criteria to the assessed reliability of asset-related 

data stored at the first platform and thereby making a determination as to whether the first 

platform is permitted to share asset-related data with the one or more other platforms; and 

the first platform operating in accordance with the determination.  
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22. The computer-implemented method of claim 21, wherein assessing the reliability 

of asset-related data stored at the first platform comprises one or both of (a) determining what 

proportion of the asset-related data stored at the first platform is successfully mapped to a given 

data model and (b) determining what proportion of the asset-related data stored at the first 

platform includes a set of preferred data fields after data mapping.  

23. The computer-implemented method of claim 21, wherein making a determination 

as to whether the first platform is permitted to share asset-related data with one or more other 

platforms in the system comprises making a determination that the first platform is permitted to 

share asset-related data with the one or more other platforms.  

24. The computer-implemented method of claim 23, wherein the first platform 

operating in accordance with the determination comprises: 

the first platform beginning to share asset-related data with the one or more other 

platforms.  

25. The computer-implemented method of claim 23, wherein the first platform 

operating in accordance with the determination comprises: 

the first platform notifying the one or more other platforms that the first platform is 

permitted to share asset-related data.  

26. The computer-implemented method of claim 21, wherein making a determination 

as to whether the first platform is permitted to share asset-related data with one or more other 

platforms in the system comprises making a determination that the first platform is not permitted 

to share asset-related data with the one or more other platforms.  

27. The computer-implemented method of claim 26, wherein the first platform 

operating in accordance with the determination comprises: 

the first platform disabling its ability to share asset-related data to the one or more 

platforms.  

28. The computer-implemented method of claim 21, further comprising: 

receiving, at the first platform from the second platform, logic that dictates the manner in 

which the first platform is to process asset-related data; and 

43



WO 2017/049207 PCT/US2016/052311 

the first platform operating in accordance with the received logic.  

29. The computer-implemented method of claim 28, wherein the logic comprises a 

data model to be used by the first platform to map incoming asset-related data.  

30. The computer-implemented method of claim 28, wherein the logic comprises a 

data analysis rule to be applied to incoming asset-related data by the first platform.  

31. The computer-implemented method of claim 21, wherein the second platform 

comprises a master platform for the system.  

32. A non-transitory computer-readable medium having instructions stored thereon 

that are executable to cause a first platform to: 

receive, from a second platform, criteria that governs whether the first platform is 

permitted to share asset-related data with one or more other platforms in the system, wherein the 

criteria is based on the reliability of asset-related data stored at a platform; 

assess the reliability of asset-related data stored at the first platform; 

apply the received criteria to the assessed reliability of asset-related data stored at the 

first platform and thereby make a determination as to whether the first platform is permitted to 

share asset-related data with the one or more other platforms; and 

operate in accordance with the determination.  

33. The non-transitory computer-readable medium of claim 32, wherein the 

instructions that are executable to cause the first platform to assess the reliability of asset-related 

data stored at the first platform comprise instructions that are executable to cause the first 

platform to assess the reliability of asset-related data stored at the first platform by one or both 

of (a) determining what proportion of the asset-related data stored at the first platform is 

successfully mapped to a given data model and (b) determining what proportion of the asset

related data stored at the first platform includes a set of preferred data fields after data mapping.  

34. The non-transitory computer-readable medium of claim 32, wherein the 

instructions that are executable to cause the first platform to make the determination as to 

whether the first platform is permitted to share asset-related data with the one or more other 

platforms comprise instructions that are executable to cause the first platform to make a 
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determination that the first platform is permitted to share asset-related data with the one or more 

other platforms.  

35. The non-transitory computer-readable medium of claim 34, wherein the 

instructions that are executable to cause the first platform to operate in accordance with the 

determination comprise: 

instructions that are executable to cause the first platform to begin sharing asset-related 

data with the one or more other platforms.  

36. The non-transitory computer-readable medium of claim 34, wherein the 

instructions that are executable to cause the first platform to operate in accordance with the 

determination comprise: 

instructions that are executable to cause the first platform to notify the one or more other 

platforms that the first platform is permitted to share asset-related data.  

37. The non-transitory computer-readable medium of claim 34, wherein the 

instructions that are executable to cause the first platform to make the determination as to 

whether the first platform is permitted to share asset-related data with the one or more other 

platforms comprise instructions that are executable to cause the first platform to make a 

determination that the first platform is not permitted to share asset-related data with the one or 

more other platforms, and wherein the instructions that are executable to cause the first platform 

to operate in accordance with the determination comprise instructions that are executable to 

cause the first platform to disable its ability to share asset-related data to the one or more 

platforms.  

38. The non-transitory computer-readable medium of claim 32, further comprising 

instructions that are executable to cause the first platform to: 

receive, from the second platform, logic that dictates the manner in which the first 

platform is to process asset-related data; and 

operate in accordance with the received logic.  

39. The non-transitory computer-readable medium of claim 38, wherein the logic 

comprises one of a data model to be used by the first platform to map incoming asset-related 

data or a data analysis rule to be applied to incoming asset-related data by the first platform.  
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40. A first platform comprising: 

a network interface configured to facilitate communication with one or more data 

sources and one or more other platforms via a communication network; 

at least one processor; 

a non-transitory computer-readable medium; and 

program instructions stored on the non-transitory computer-readable medium that are 

executable by the at least one processor to cause the first platform to: 

receive, from a second platform, criteria that governs whether the first platform is 

permitted to share asset-related data with one or more other platforms in the system, 

wherein the criteria is based on the reliability of asset-related data stored at a platform; 

assess the reliability of asset-related data stored at the first platform; 

apply the received criteria to the assessed reliability of asset-related data stored at 

the first platform and thereby make a determination as to whether the first platform is 

permitted to share asset-related data with the one or more other platforms; and 

operate in accordance with the determination.  
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