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RETINAL ENCODER FOR MACHINE VISION

Cross Reference to Related Application
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61/527493 (filed August 25, 2011) and 61/657406 (filed June 8, 2012). The contents of

each of the forgoing applications are incorporated by reference in their entirety.

This application is also related to U.S. Provisional Application Nos. 61/308,681
(filed on February 26, 2010), 61/359,188 (filed on June 28, 2010), 61/378,793 (filed on
August 31, 2010), and 61/382,280 (filed on September 13, 2010); to U.S. Patent
Application 13/230,488, (filed on September 12, 2011); and to International Patent
Application Nos. PCT/US2011/026526 (filed on February 28, 2011) and
PCT/US2011/049188 (filed August 25, 2011). The contents of each of the forgoing

applications are incorporated by reference in their entirety.

Statement Regarding Federally Sponsored Research or Development

This invention was made with U.S. Government support under is RO1 EY12978
awarded by the National Eye Institute of the National Institute of Health (NIH). The U.S.

Government has certain rights in the invention.

Field

The present disclosure relates to methods and devices for use in machine vision.
In particular, the present disclosure relates to methods and devices for processing images
using encoders that mimic the performance of an animal retina, and using the processed

images in machine vision applications.
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Background

Machine vision (or computer vision) refers to technology that allows a computer
to use visual information, e.g., to extract information from an image, to solve some task,
or perhaps "understand" the scene in either a broad or limited sense. In general, machine
vision is concerned with the extraction of information from image data. The image data
can take many forms, such as single images, video sequences, views from multiple
cameras, or higher dimensional data (e.g., three dimensional images from a medical

scanner).

Machine vision has numerous applications, ranging from relatively simple tasks,
such as industrial systems used to count objects passing by on a production line, to more
complicated tasks such as facial recognition, and perceptual tasks (e.g., to allow robots to
navigate complex environments). A non-limiting list of examples of applications of
machine vision include systems for controlling processes (e.g., an industrial robot or an
autonomous vehicle), detecting events (e.g., for visual surveillance or people counting),
organizing information (e.g., for indexing databases of images and image sequences),
modeling objects or environments (e.g., industrial inspection, medical image analysis or
topographical modeling), and interaction (e.g., as the input to a device for computer-

human interaction).

In many applications, machine vision involves highly computationally expensive
tasks. A single color digital image may be composed of millions of pixels or more, each
pixel having an associate value, such as a multiple (e.g., 8 or 24) bit value defining the
coordinates of the pixel in a color space (e.g., the familiar RGB color space, the YCbCr
space, the HSV space, etc.). Video streams may include sequences of such images at
frame rates of, e.g., dozens of frames per second, corresponding to bit rates of hundreds
of megabits per second or more. Many machine vision applications require quick

processing of such images or video streams (e.g., to track and react to the motion of an
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object, to identify or classify an object as it moves along an assembly line, to allow a

robot to react in real time to its environment, etc.).

Processing such a large volume of data under such time constraints can be
extremely challenging. Accordingly, it would be desirable to find techniques for
processing image data to reduce the raw amount of information while retaining (or even
accentuating) the features of the image data that are salient for the machine vision task at
hand. This pre-processed image data, rather than the raw data, could then be input to a
machine vision system, reducing the processing burden on the system and allowing for

sufficiently speedy response and potentially improved performance.

It has been recognized that the retina of the vertebrate eye provides image
processing of this just this nature, taking in a visual stimulus and converting the stimulus
into a form that can be understood by the brain. This system (developed over the course
of millions of years of evolution) is remarkably efficient and effective, as evidenced by

high level of complex visual perception in mammals (particularly monkeys and humans).

Several approaches have been proposed for developing image data pre-processing
schemes for machine vision based on abstract models of the operations of the retina.
However, these models have been based on rough approximations to the actual

performance of the retina.

Portions of this Background section are adapted from the Wikipedia article on
computer visions available at http://en.wikipedia.org/wiki/Computer_vision and used
pursuant to the Creative Commons Attribution-ShareAlike License.

Summary

Embodiments described in the present disclosure utilize an encoder that provides

a near-complete replication of the operations performed by the retina. As described in
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detail in International Patent Applications, incorporated by reference above (henceforth
the “Prosthesis Applications”) this encoder may be used to develop a highly effective
retinal prosthetic. In the present disclosure, the encoder is applied to machine vision.
When used as a preprocessing step (in particular, a dimension-reduction step), the
encoder substantially enhances the performance of machine vision algorithms. In some
embodiments, the encoder allows the machine vision algorithm to extract information
very effectively in a broad range of environments and lighting conditions, including
information that could not be extracted by other methods. In cases where existing
machine vision algorithms are in part effective, this dimension reduction may serve as a
strong enhancer. The encoder may allow the extraction to be carried out more cffectively

(higher performance), as well as faster and more efficiently.

As described in detail in the Prosthesis Applications the applicants have
developed a prosthetic device that receives a stimulus, and transforms the stimulus into a
set of codes with a set of encoders, transforms the codes into signals with an interface,
which then activate a plurality of retinal cells with a high resolution transducer driven by
the signals from the interface. Activation of the plurality of retinal cells results in retinal
ganglion cell responses, to a broad range of stimuli, which are substantially similar to the
time dependent responses of retinal ganglion cells from a normal retina to the same
stimuli. The applicants have realized that the encoders used in such devices may be

adapted to process image data for use in machine vision applications.

The retina prosthesis described in the Prosthesis Applications, like the normal
retina, is an image processor - it extracts essential information from the stimuli it
receives, and reformats the information into patterns of action potentials the brain can
understand. The patterns of action potentials produced by the normal retinal are in what
is referred to as the retina’s code or the ganglion cell’s code. The retina prosthesis
converts visual stimuli into this same code, or a close proxy of it, so that the damaged or
degenerated retina can produce normal or near-normal output. Because the retina
prosthesis uses the same code as the normal retina or a close proxy of it, the firing

patterns of the ganglion cells in the damaged or degenerated retina, that is, their patterns
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of action potentials are the same, or substantially similar, to those produced by normal
ganglion cells. Thus, this prosthetic allows the retina to send to the brain the same signals

about the visual world as the normal retina.

As detailed in the Prosthesis Application, the encoders use input/output models
for retinal cells which were generated using data obtained from studies of the
input/output response of actual retinal cells to a variety of stimuli, €.g., both white noise
(WN) and natural scene (NS) movies. In some embodiments, the encoders are based on a
linear nonlinear cascade model that includes a spatiotemporal transformation
characterized by a number of parameters. These parameters arc optimized based on data
obtained through experiments in the real retina, resulting in transformation that closely
mimics the response of the actual cells to a broad range of stimuli. The result is a model
that captures the input/output relations for natural images (static or spatiotemporally-
varying), such as faces, landscapes, people walking, children playing, etc., not just for
white noise stimuli or stimuli with Gaussian statistics. The effectiveness on a broad range
of stimuli is shown in the Prosthesis Applications, and in Figs. 18A-18F discussed in

detail below.

Because this approach leverages data obtained through experiments, the generated
encoders can accurately simulate retinal processing, without requiring a detailed abstract
understanding of the retina’s underlying processing schemes. For example, it is believed
that retinal processing in primates and humans highlights features in the visual stimulus
useful for pattern recognition tasks (e.g., facial recognition) while de-emphasizing or
eliminating other features (e.g., redundant information or noise) to allow for efficient
processing in the brain. As of yet, there is no complete abstract understanding of the
details of this processing scheme, which developed as the result natural selection over the
course of eons. However, despite this lack of abstract understanding, the devices and
techniques described herein can capture the benefit of this processing, by accurately

mimicking the retinal response.
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In other words, in various embodiments described herein, the approach is data-
driven — that is, it uses a data-driven model of retinal input/output relations, and thus
provide realistic image pre-processing. This gives downstream machine vision algorithms
a pre-processing step that accomplishes the same kind and the same magnitude of
dimension reduction as the biological retina, and, therefore, offers the same array of

advantages as the biological retina.

Note that in general, the approaches described herein differ from previous
preprocessors that filter image data with, for example, a difference-of-Gaussians type
filter, because they may provide a complete or near complete mimicking of the retina.
Similarly, it differs from other linear-nonlinear cascade models in that it is effective on a
broad range of stimuli, not just white noise stimuli or stimuli with Gaussian statistics.
Thus, the filtering is much more complete, and it greatly enhances the power of current
machine vision algorithms. Most importantly, it allows current machine vision algorithms
to generalize, i.¢., to be trained in one setting (one environment or lighting condition) and
generalize to other environments, which has been a long-standing challenge (see e.g.,

Figs. 10, 11, and 15 as described in detail below).

Moreover, in some embodiments, because the retinal processing is accurately
modeled for a broad range of stimuli (e.g., as a result of optimization using both WN- and
NS-generated data), the pre-processing for the machine vision system works well over a
broad range of conditions (similar to the way the retina works over a broad range of
conditions). Advantageously, this allows the retinal preprocessing techniques to be used
in machine vision applications that require robust performance under a variety of
conditions (c.g., lighting changes, complex, changing visual scenes, many different

environments, etc.).

In one aspect, a method is disclosed including: receiving raw image data
corresponding to a series of raw images; processing the raw image data with an encoder
to generate encoded data, where the encoder is characterized by an input/output

transformation that substantially mimics the input/output transformation of one or more
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retinal cells of a vertebrate retina; and applying a first machine vision algorithm to data

generated based at least in part on the encoded data.

Some embodiments include generating a series of retinal images based on the
encoded data. Some embodiments include determining pixel values in the retinal images
based on the encoded data. In some embodiments, determining pixel values in the retinal
images based on the encoded data includes determining a pixel intensity or color based

on encoded data indicative of a retinal cell response.

In some embodiments, the data indicative of a retinal cell response is indicative of
at least one from the list consisting of: a retinal cell firing rate, a retinal cell output pulse

train, and a generator potential.

Some embodiments include applying the first machine vision algorithm to the

series of retinal images.

In some embodiments, the machine vision algorithm includes at least one select
from the list consisting of: an object recognition algorithm, an image classification
algorithm, a facial recognition algorithm, an optical character recognition algorithm, a
content-based image retrieval algorithm, a pose estimation algorithm, a motion analysis
algorithm, an egomotion determination algorithm, a movement tracking algorithm, an
optical flow determination algorithm, a scene reconstruction algorithm, a 3D volume

recognition algorithm, and a navigation algorithm.

In some embodiments, the machine vision algorithm cxhibits better performance
when applied to the series of retinal images than when applied to a corresponding set of

raw images that have not been processed using the encoder.

In some embodiments, the machine vision algorithm exhibits better performance
when applied to a series of retinal images including natural scenes than when applied to a

corresponding series of raw images that have not been processed using the encoder.
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In some embodiments, the machine vision algorithm includes an algorithm for the
detection or identification of a human within a series of images; and where the machine
vision algorithm exhibits better detection or identification accuracy when applied to a
range of retinal images including the human than when applied to a corresponding set of

raw images that have not been processed using the encoder.

In some embodiments, the series of images includes the human includes images

of the human located in a natural scene.

In some embodiments, the series of images including the human includes images
of the human located in a natural scene that is different from natural scenes used to train

the machine vision algorithm.

In some embodiments, the machine vision algorithm includes an algorithm for
navigation through a real or virtual environment, and where the machine vision algorithm
exhibits better navigation performance when applied to a series of retinal images
including a natural scene than when applied to a corresponding set of raw images that

have not been processed using the encoder.

In some embodiments, the machine vision algorithm exhibits fewer unwanted
collision events during navigation when applied to a series of retinal images including a
natural scene than when applied to a corresponding set of raw images that have not been

processed using the encoder.

In some embodiments, the series of retinal images correspond to an environment

that was not used to train the machine vision algorithm.

Some embodiments include applying a machine imaging algorithm to the series of
retinal images to identify one or more retinal images of interest; and identifying one or

more raw images of interest corresponding to the retinal images of interest. Some
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embodiments include processing the raw images of interest. In some embodiments,
processing the raw images of interest includes applying a second machine vision
algorithm to the raw images of interest. In some embodiments, the first machine vision
algorithm includes an algorithm that has been trained on a set of retinal images; and the
second machine vision algorithm includes an algorithm that has been trained on a set of

raw images.

In some embodiments, applying the first machine vision algorithm includes applying a
navigation algorithm. In some embodiments, applying the navigation algorithm includes:
processing the series of retinal images to determine motion information indicative of
motion at a plurality of image locations in the series of images; classifying spatial regions
in the series of images based on the motion information; and generating a navigation
decision based on the classification of the spatial regions. In some embodiments, the
motion information is indicative of an optical flow in the series of images. Some

embodiments include using a convolutional neural network to classify the spatial regions.

Some embodiments include controlling the motion of a robotic apparatus based

on results from navigation algorithm.

Some embodiments include controlling the motion of a virtual object in a virtual

space based on results from navigation algorithm.

Some embodiments include training a machine vision algorithm based on the
retinal images. In some embodiments, training the machine vision algorithm includes: (1)
applying the machine vision algorithm to a sct of retinal images to generate an output; (i)
determining performance information indicative of the performance of the machine
vision algorithm based on the output; and (iii) modifying one or more characteristics of
the machine vision algorithm based on the performance information. Some embodiments
include iteratively repeating steps (i) through (iii) until a selected performance criteria is

reached.
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In some embodiments, the trained machine vision algorithm is characterized by a
set of parameters, and where the parameters differ from the corresponding parameters
that would be obtained by equivalent training of the machine vision algorithm using raw

images corresponding to the retinal images.

In some embodiments, processing the raw image data with an encoder to generate
encoded data includes generating encoded data that contains a reduced amount of
information relative to the corresponding raw image data. In some such embodiments,
the machine vision algorithm exhibits better performance when applied to the series of
retinal images than when applied to a corresponding sct of raw images that have not been

processed using the encoder.

In some embodiments, the amount of information contained in the encoded data is
compressed by a factor of at least about 1.5,2,3,4,5,6,7, 8,9, 10, or more, ¢.g. in the
range of 1.1 — 1,000 or any subrange thereof, relative to the corresponding raw image
data.

In some embodiments, the vertebrate includes at least one selected from the list

consisting of: a mouse, and a monkey.

In some embodiments, the retinal cells include ganglion cells. In some
embodiments, the retinal cells include at least two classes of cells. In some embodiments,

the at least two classes of cells includes ON cells and OFF cells.

In some embodiments, the encoder is characterized by an input/output
transformation that substantially mimics the input/output transformation of one or more
retinal cells of a vertebrate retina over a range of input that includes natural scene images,

including spatio-temporally varying images.

In some embodiments, processing the raw image data with an encoder to generate

encoded data includes: processing the raw image data to generate a plurality of values, X,

10
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transforming the plurality of X'values into a plurality of response values, A, indicative of
a corresponding response of a retinal cell in the retina, m, and generating the encoded
data based on the response values. In some embodiments, the response values
correspond to retinal cell firing rates. In some embodiments, the response values
correspond to a function of the retinal cell firing rates. In some embodiments, the
response values correspond to retinal cell output pulses. In some embodiments, the
response values correspond to retinal cell generator potential, i.e., the output of the

convolution of the image with the spatiotemporal filter(s).

In some embodiments, processing the raw image data with an encoder to generate
encoded data includes: receiving images from the raw image data and, for each image,
rescaling the luminance or contrast to generate a rescaled image stream; receiving a sct of
N rescaled images from the rescaled image stream and applying a spatiotemporal
transformation to the set of N images to generate a set of retinal response values, each
value in the set corresponding to a respective one of the retinal cells; generating the

encoded data based on the retinal response values.

In some embodiments, the response values include retina cell firing rates. In
some embodiments N is at least 5, at least about 20, at least about 100 or more, €.g., in

the range of 1-1,000 or any subrange thereof.

In some embodiments, applying a spatiotemporal transformation includes:
convolving of the N rescaled images with a spatiotemporal kernel to generate one or more
spatially-temporally transformed images; and applying a nonlinear function to the

spatially-temporally transformed images to generate the set of response values.

In some embodiments, applying a spatiotemporal transformation includes:
convolving the N rescaled images with a spatial kernel to generate N spatially
transformed images; convolving the N spatially transformed images with a temporal
kernel to generate a temporal transformation output; and applying a nonlinear function to

the temporal transformation output to generate the set of response values.

11
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In some embodiments, the encoder is characterized by a set of parameters, and
where the values of the parameters are determined using response data obtained
experimentally from a vertebrate retina while said retina is exposed to white noise and

natural scene stimuli.

In some embodiments, the encoder is configured such that the Pearson’s
correlation coefficient between a test input stimulus and a corresponding stimulus
reconstructed from the encoded data that would be generated by the encoder in response
to the test input stimulus is at least about 0.35, 0.65, at least about 0.95, or more, ¢.g., in
the range of 0.35-1.0 or any subrange thereof. In some embodiments, the test input

stimulus includes a series of natural scenes.

In another aspect, an apparatus is disclosed including: at least one memory
storage device configured to store raw image data; at least one processor operably
coupled with the memory and programmed to execute one or more of the methods

described herein.

In some embodiments, a non-transitory computer-readable medium having
computer-executable instructions for implementing the steps of one or more of the

methods described herein.

In another aspect, a system is disclosed including: at least one memory storage
device storing encoded data corresponding to a series of images, where the encoded data
has been generated by: receiving raw image data corresponding to a series of raw images;
and processing the raw image data with an encoder to generate encoded data, where the
encoder is characterized by an input/output transformation that substantially mimics the
input/output transformation of one or more retinal cells of a vertebrate retina. In some
embodiments, the at least one storage device stores database information indicative of a

correspondence between the encoded data and the raw image data.

12



WO 2013/029008 PCT/US2012/052348

Some embodiments include a processor configured to: receive query image data
corresponding to a series of query images; process the query image data with an encoder
to generate encoded data, where the encoder is characterized by an input/output
transformation that substantially mimics the input/output transformation of one or more
retinal cells of a vertebrate retina; compare the encoded query image data to the encoded
data on the memory storage device; and based on (a) the comparison of the encoded
query data to the encoded data on the memory storage device, and (b) the database
information indicative of a correspondence between the encoded data and the raw image

data, determine a correspondence between the query image data and the raw image data.

In another aspect, a method is disclosed including: receiving raw image data
corresponding to a series of raw images; processing at least a first portion of the raw
image data with an encoder to generate first encoded data, where the encoder is
characterized by an input/output transformation that substantially mimics the input/output
transformation of one or more retinal cells of a first vertebrate retina from a first
vertebrate type; and processing at least a second portion of the raw image data with an
encoder to generate encoded data, where the encoder is characterized by an input/output
transformation that substantially mimics the input/output transformation of one or more
retinal cells of a second vertebrate retina from a second vertebrate type different from the

first vertebrate type.

Some embodiments include based on the first encoded data, selecting the second

portion of the raw image data for processing.

In various embodiments, the raw image data is received in substantially real time
from an image detector or from a memory that stores the raw image data, or from a
combination thereof.

In another aspect, an apparatus is disclosed including: at least one memory

storage device configured to store raw image data; at least one processor operably

13
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coupled with the memory and programmed to execute one or more of the methods

described herein.

In another aspect, a non-transitory computer-readable medium having computer-
executable instructions for implementing the steps of one or more of the methods

described herein.

In another aspect, a system is disclosed including: at least one memory storage
device storing encoded data corresponding to a series of images, where the encoded data
has been generated by: receiving raw image data corresponding to a series of raw images;
and processing the raw image data with an encoder to generate encoded data, where the
encoder is characterized by an input/output transformation that substantially mimics the
input/output transformation of one or more retinal cells of a vertebrate retina. In some
embodiments, the at least one storage device stores database information indicative of a

correspondence between the encoded data and the raw image data.

Various embodiments may include any of the above described elements, alone or

in any suitable combination.
Brief Description of the Drawings
Fig. 1 is a block diagram showing an exemplary machine vision system.
Fig. 2 is a flow chart illustrating the operation of an encoder module.

Fig. 3A illustrates the conversion of a raw image stream (a person walking
through a complex environment) into a retinal image stream. Panel A shows several
frames from the raw image stream, which was acquired by a camera. Panel B shows
several frames from the corresponding retinal image stream. Four different retinal image
streams are shown, each using a different array of cells (OFF midget cells, ON midget

cells, OFF parasol cells, and ON parasol cells, as indicated on figure).

14
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Figs. 3B-3F show enlarged views of the raw image (Fig. 3B) and retinal images

Figs. 3C-3F corresponding to the last column of Fig. 3A.

Fig. 4 is a block diagram showing a training system for training the machine

vision module of the machine vision system of Fig. 1.

Fig. 5 is a flowchart illustrating the operation of the training system of Fig. 4.

Fig. 6 illustrates a machine vision system uscd to control the navigation of a robot

through a maze. The path traveled by the robot is indicated with a dashed line.

Fig. 7 is a flow chart for one embodiment of a machine vision system used to

control a navigation task.

Fig. 8 shows frames from the raw image streams (movies) used to train the
navigator. These image streams were generated in a virtual environment using a rural
environment as indicated in the main text. The top panel shows the first 5 frames in the
image stream. The bottom panel shows selected frames from the rest of the image stream;

one of every 30 frames (that is, one frame per second) is shown.

Fig. 9 shows frames from the raw image streams (movies) used to test the
navigator. Three sets are shown: A, frames from a rural environment (one different from
that used to train the navigator); B, a suburban environment; and C, a playground
environment (a tire obstacle course). As in Fig. 9, the image streams were generated in a
virtual environment, the top panel of each set shows the first four frames, and the bottom
panel shows selected frames from the rest of the movies (in this case, one of every 15

frames (that is, one frame every half-second).

Fig. 10 illustrates trajectories showing the performance of the navigator and its

ability to generalize to different environments. As described in the text and in flow chart

15
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in Fig. 7, the leading algorithm used to learn navigation tasks, the convolutional neural
network (CNN), was trained two ways: 1) the standard way, i.e., using the raw visual
environment (the raw image streams), and 2) using the environment after it had its
dimension reduced, i.e., after it was processed through the encoder. (The training
environment used was a rural environment, as shown in Fig. 8). The performance of the
navigator was then tested in 3 new environments: a rural environment that was different
from the one used to train the navigator, a suburban environment, and a playground
environment. (Samples from each environment are shown in Fig. 9.) A. The navigator’s
performance when it learned the environment from the raw image stream. Note the
disorganized trajectorics and collisions. B. The navigator’s performance when it learned
the environment from the retinal image stream (the image stream produced by the

encoder). Note the straight paths and obstacle avoidance.

Fig. 11 shows further demonstration of the navigator’s high performance;
specifically, it shows that the high performance generalizes not just to different
environments (from rural environment to suburban environment to playground), but it
also generalizes to different lighting conditions within an environment. A through F
correspond to different positions of the sun, and therefore, different shadow conditions in
the playground environment; the light conditions span sunrise to sunset, i.¢., 30 degrees
above the horizontal on the left side of the environment to 30 degrees above the
horizontal on the right side. Light gray, the performance of the navigator when it was
trained on raw image streams (from the rural environment using one lighting condition,
as shown in Fig. 8). As shown here, the performance of the navigator is low when it is
placed in a new environment, and this remains true across light conditions. The height of
cach bar corresponds to the fraction of trials in which the navigator successfully stayed
within the playground tire course without colliding with one of the tires. Error bars
indicate the standard error of the mean (SEM). Dark grey, the performance of the
navigator when it was trained on the refinal image streams (same rural environment using
same single lighting condition, but this time processed through the encoder). As shown,
the performance of the navigator is high, and the high performance holds across light

conditions. Thus, training on the retinal image streams (i.c., training on the dimension-
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reduced images produced by the encoder) leads to high performance that generalizes both

to new environments and to multiple lighting conditions (sunrise to sunset, see above).

Fig. 12 is a flow chart for one embodiment of a machine vision system used to

control a face recognition task.

Fig. 13 shows frames from a raw image stream (movie) used to train the face
recognition algorithm (the Viola-Jones-Snow algorithm as mentioned in the main text).
The image stream was recorded at a rate of 24 frames per second; here, every 12th frame

is shown (one frame every half-sccond).

Fig. 14 shows frames from a raw image stream (movie) used to fest the face
recognition algorithm’s performance. Note that this is the same person as shown in Fig,
13, but in a different environment with different hairstyle, etc. As indicated in the main
text, the goal of the face recognition algorithm is to recognize new image streams as
belonging to the target person, even though the algorithm was only trained on other
images streams of this person). As in Fig. 13, the image stream was recorded at a rate of

24 frames per second; here, every 12th frame is shown (one frame every half-second).

Fig. 15 shows the performance of the face recognition algorithm when it was
trained two ways: 1) using the standard approach, i.e., training it with raw image streams,
and 2) using the approach described in this application (that is, using the raw image
streams processed by the encoder). In both cases, the face recognition algorithm was
trained on many image streams (250-800 two-frame image streams from 4-5 videos of
the target face and 2000 two-frame image streams from >100 videos of others faces).
Performance was then measuring using 50-800 two-frame image streams from a
previously unseen video, that is, a video not used in the training set. (See F igs. 13 and 14
for sample frames from both the training and testing sets.) Performance is shown for two
sets of tasks, one where the standard approach performs very weakly, and one where it
performs moderately well. The height of the bars indicates the fraction of trials in which

the face recognizer successfully recognized the target face. Error bars indicate the
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standard error of the mean (SEM). As shown, when the task was challenging (A), the
approach described in this application, provides a major (4-fold) improvement, over the
standard approach. When the task was less challenging, i.e., when the standard approach
performs moderately well, the approach described in this application still provides

improvement (by a factor of 1.5).

Fig. 16 shown a process flow for an exemplary hybrid image processing method

using both a retinal encoder approach and a traditional approach to image processing

Fig. 17 is a block diagram of a system for digital fingerprinting using retinal

encoded data.

Figs. 18A-18F illustrate the performance of a retinal encoder models when tested
with movies of natural scenes. In each figure, the performance of a conventional linear-
nonlinear (LN) model is shown on the left, and the performance of the linear-nonlinear
(LN) model of the type described in this application is shown on the right. Performance is

shown via raster plots and peri-stimulus time histograms (PSTHs).

Detailed Description

Fig. 1 shows an exemplary machine vision system 100 featuring a camera 102, an
encoder module 104, a machine vision module 106, and a system 108 controlled by the
machine vision module. The camera 102 receives visual stimulus and converts it to
digital image data e.g., a stream of digital images. This digital image data may be
referred to herein as a “raw” image data. It is to be understood that raw image data may

include any image data prior to processing by a retinal encoder.

The encoder module 104 receives the image data and processes the data using one
or more retinal encoders of the type described herein and/or in the Prosthesis
Applications. The output of the encoder module, referred to as “retinal image data” is

passed to the machine vision module, which processes the retinal image data, e.g., using
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one or more machine vision techniques know in the art and/or described herein. Based
on the machine vision processing, the machine vision module 106 generates output that
that may be used for any suitable purpose. As shown, the output controls one or more

systems 108, e.g., a robotic system. In some embodiments the image processing and/or

control may be performed in real time or near real time.

It is to be understood that the system shown in Fig. 1 is exemplary only, and
various other types of machine vision systems may be used. For example, in some
embodiments, the controlled system 108 may be absent, e.g., where the output of the
machine vision module is stored, output for further processing, ctc., rather than used for
control. In some embodiments, the camera 102 may be replaced, e.g., by a source of
stored image data. In some embodiments additional elements may be included, e.g.,

various processors or controller, user controls, input or output devices, etc.

In various embodiments, the camera 102 may be any device capable of converting
visual stimulus to a digital form, e.g., a stream of digital images. Various embodiments
may include devices based on charge-coupled devices (CCDs); active pixel sensors
(APS) such as complimentary metal-oxide-semiconductor (CMOS) sensors, thin-film

transistors (TFTs), arrays of photodiodes; and the combinations thereof.

The digital images generated by the camera 102 may each include at least 0.01
megapixels, at least 0.1 megapixels, at least 1 megapixel, at least 2 megapixels, or more,
e.g., in the range of 0.01-1000 megapixels or any subrange thereof. The stream of digital
images may be characterized by a frame rate (i.e., the number of image frames per
second) of at least 10 Hz, at least 50 Hz, at least 100 Hz, or more, ¢.g., in the range of 1-
1000 Hz or any subrange thereof. The digital images may be color, grayscale, black and

white, or other suitable types of images.

In some embodiments, the camera is based around a charge-coupled device
(CCD). In one embodiment, the camera 100 is a Point Grey Firefly MV device (capable
of 752x480 pixels, 8 bits/pixel, at 60 frames per second) (Point Grey Research,
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Richmond, BC, Canada). In another embodiment, the camera 100 is an E-consystems e-
CAMS50 OMAP_GSTIX, which integrates an Omnivision OV5642 camera module,
capable of 1280x720 pixels, 8 bits/pixel, at 30 frames per second).

In some embodiments, images are acquired by the camera 102 and transmitted to
the encoder module 104 with sufficient speed to allow the device 100 to operate without
undesirable lag times. To accomplish this, in some embodiments, a high bandwidth
connection is provided between the camera 102 and the encoder module 104. For
example, a data transfer of greater than 20 MB/sec can be achieved using a USB 2.0
interface between the camera and the processing device. In other embodiments, a parallel
interface is used between the camera and the processing device, such as the parallel
interface integrated into the Camera Image Signal Processor on the OMAP 3530
processor (Texas Instruments, Dallas, TX). In various embodiments, other suitable
connections may be used, including wired or wireless connections. The camera 102 can
be interfaced with the encoder module 104 using any connection capable of high speed
data transfer, including, but not limited to, serial interfaces, such as IEEE 1394 or USB
2.0; parallel interfaces; analog interfaces, such as NTSC or PAL; a wireless interface. In
some embodiments, the camera could be integrated onto the same board as the encoder

module.

The encoder module 104 implements processing of the image stream using the
techniques described herein, including, e.g., implementing encoders perform a conversion
from images to codes, mimicking the operation of retinal circuitry The transformations
specified by the encoders are applied to the series of input images, producing encoded
output. For example, the encoded output may be in the form of values indicative of the
firing rates of retinal cells that would have been generated had the images been received
by a retina. The output can also be, for example, information indicative of the retinal cells
“generator potential”, i.e., the output of the linear component of the retinal model (the
output of the convolution of the image with the linear filters). The encoded output may

be indicative of the pulse train of “spikes” generated by the retinal cells.

20



WO 2013/029008 PCT/US2012/052348

In some embodiments, sets of different encoders may be used to better mimic the
processing of a normal retina, since there are different types of retinal output cells.
Differences may correspond to a particular cell type (e.g, ON cell or OFF cell) or to the
cell position on the retina (e.g., ON cell in central retina versus periphery). When the
encoder module 104 has more than one encoder, the encoders may operate in parallel,

either independently or through at least one or more coupling mechanisms.

Fig. 2 is a flow chart illustrating the operation of an exemplary embodiment of the
encoder module 104. In step 201, the encoder module 104 receives a series of images
from the camera 102 (or some other suitable source). In optional step 202, these raw
images undergo pre-processing, e.g., to rescale the contrast/intensity of the images, to

apply a noise filter to the images, to crop the images, etc.

In step 203 the raw images are processed to determine information indicative of
the retinal cell response to the images. For example, in one embodiment, for various
positions in the image field, the encoders process the image stream and output a time
dependent value corresponding to the firing rate that would be generated by a retinal cell
(or group of cells) if the image stream were to impinge on a retina. In one embodiment,
the firing rate output is formatted as follows: for a given time ¢, the output is a matrix of
bits where the element at position (x,y) corresponds to the firing rate of the retinal cell at

position (x,y).

Note that in some embodiments, the encoders may generate information
indicative of the response of the retinal cell using a metric other than firing rate. For
example, the output of the encoders could correspond to the activation state of the cell,

the intracellular potential, the generator potential mentioned above, etc.

In step 204, the encoded information from step 203 is used to generate images
(referred to herein as “retinal images” or when referring to time-varying images, the
“retinal image stream” or the “retinal image data stream”) suitable for processing by the

machine vision module 106. For example, where the encoded information is output as a

21



WO 2013/029008 PCT/US2012/052348

matrix of firing rates, as described above, a firing rate retinal image may be generated,
where the intensity of each pixel in the “retinal image” is determined by the firing rate
value of a corresponding element in the matrix (see Fig. 3 for an example). Any suitable
relationship between firing rate and pixel intensity may be used, including a linear
relationship, a non-linear relationship, a polynomial relationship, a logarithmic
relationship, ctc. The conversion between firing rate and pixel intensity may be
implement using any suitable technique including the use of a look-up table. In some
embodiments, the firing rate may be represented in the retinal image using an image
characteristic other than intensity. For example, in embodiment where the retinal images
are color images, a color space coordinate of each pixel could correspond to the firing

rate.

In optional step 205 the retinal images undergo post-processing. Any suitable
processing technique may be used, including, e.g., rescaling, filtering, cropping,
smoothing, etc. In step 206, the retinal images are output to the machine vision module

106.

Note that in some embodiments, step 204 and step 205 may be omitted. In this
case, the output of the encoder may be sent directly to a machine vision algorithm for
processing. As will be apparent to one skilled in the art, in some cases this may require
the modification of known machine vision algorithms to accept input data that is not
formatted as traditional image data. However, in many embodiments, this can be
accomplished in a straightforward fashion, without the need for modification of the core

concepts of the particular algorithm.

In some embodiments, each encoder performs a preprocessing step, followed by a
spatiotemporal transformation step. The preprocessing step is a rescaling step, which
may be performed in a preprocessor module of the processing device, that maps the real
world image, I, into quantities, X, that are in the operating range of the spatiotemporal
transformation. Note that / and X are time-varying quantities, that is, /(7,f) represents the

intensity of the real image at each location j and time ¢, and X{j,f) represents the
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corresponding output of the preprocessing step. The preprocessing step may map as
follows: I(j,£) is mapped to X(j,f) by X(j,t)=atbl(j,t), where a and b are constants chosen
to map the range of real world image intensities into the operating range of the

spatiotemporal transformation.

The rescaling can also be done using a variable history to determine the quantities
a and b, and a switch can be used to set the values of these quantities under different

conditions (e.g., different lighting or different contrast).

For grayscale images, both 1(j,#) and X(j,#) have one value for each location j and

time ¢.

For color images, the same strategy is used, but it is applied separately to each
color channel, red, green, and blue. In one embodiment, the intensity /(7,2) has three
values (I}, I, I5) for each location j and time ¢, where the three values I, I, I3 represent
the red, green, and blue intensities, respectively. Each intensity value is then rescaled into

its corresponding X value (X;, X>, X3) by the above transformation.

In one embodiment, the spatiotemporal transformation step is carried out using a
linear-nonlinear cascade (reviewed in Chichilnisky EJ 2001; Simoncelli et al 2004),

where the firing rate, A, for each ganglion cell, m, is given by
A (:X) =N, (X *L,)(j,1) 1)

where * denotes spatiotemporal convolution, L, is a linear filter corresponding to the mth
cell’s'spatiotemporal kernel, and N,, is a function that describes the mth cell’s
nonlinearity, and, as in the previous section X is the output of the preprocessing step, j is
the pixel location, and ¢ is time. The firing rates, Am, may then be used to generate a

firing rate retinal image as discussed above.
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L, is parameterized as a product of a spatial function and a temporal function. For
example, in one embodiment, the spatial function consists of a weight at each pixel on a
grid (e.g., the digitized image in a camera), but other alternatives, such as a sum of
orthogonal basis functions on the grid, can be used. In one embodiment, the grid consists
of a 10 by 10 array of pixels, subserving a total of 26 by 26 degrees of visual space
(where each pixel is 2.6 by 2.6 degrees in visual space), but other alternatives can be
used. For example, because the area of visual space that corresponds to a retinal ganglion
cell varies with spatial position on the retina and from species to species, the total array
size can vary (e.g., from at or around from 0.1 by 0.1 degree to 30 by 30 degrees, which
corresponds to at or around 0.01 by 0.01 degree to 3 by 3 degrees in visual space for each
pixel in a 10 by 10 array of pixels.) It is appreciated that the angle ranges and size of the
pixel array are only provided for illustration of one particular embodiment and that other
ranges of degrees or size of pixel arrays are encompassed by the present invention. For
any chosen array size, the number of pixels in the array can also vary, depending on the
shape of the area in visual space that the cell represents (e.g., an array of at or around
from 1 by 1 to 25 by 25 pixels). Similarly, the temporal function consists of a sum of
weights at several time bins and raised cosine functions in logarithmic time at other time
bins (Nirenberg et al. 2010; Pillow JW et al. 2008). Other alternatives, such as a sum of

orthogonal basis functions, can also be used.

In this embodiment, the time samples span 18 time bins, 67 ms each, for a total
duration of 1.2 sec, but other alternatives can be used. For example, because different
ganglion cells have different temporal properties, the duration spanned by the bins and
the number of bins needed to represent the cell’s dynamics can vary (e.g., a duration at
or around from 0.5 to 2.0 scc and a number of bins at or around from 5 to 20). Temporal
properties can also vary across species, but this variation will be encompassed by the

above range.

Eq. 1 can also be modified to include terms that modify the encoder’s output

depending on its past history (i.c., the spike train already produced by cell m), and on the
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past history of the output of other ganglion cells (Nirenberg et al. 2010; Pillow JW et al.
2008).

In another embodiment, the linear filter L,, is parameterized as the sum of O
terms, where each of the terms is the product of a spatial function and a temporal

function.
o
L,=Y 8 ®T
k

where ® denotes the outer product, and Sy and T} are the k¢4 spatial and temporal

functions, respectively (k ranges from 1 to Q).

In this embodiment, individual spatial functions may be parameterized as
described earlier, for example, as weights at each pixel on a grid, or as the sum of
orthogonal basis functions on the grid. Individual temporal functions may also be
parameterized as before, for example, as the sum of weights at several time bins and
raised cosine functions in logarithmic time at other time bins. Other alternatives, such as

a sum of orthogonal basis functions, can also be used.
In one embodiment, Q is 2, and L,, may be written as
L =85®L+S,®T,

where ® denotes the outer product, and S; and T are the first pair of spatial and temporal

functions, and S, and T are the second pair of spatial and temporal functions.

For both sets of parameters for L (spatial and temporal), the choice of resolution
(pixel size, bin size) and span (number of pixels, number of time bins) may determined
by two factors: the need to obtain a reasonably close proxy for the retina’s code, and the
need to keep the number of parameters small enough so that they can be determined by a
practical optimization procedure (e.g., as detailed in the Prosthesis Applications). For

example, if the number of parameters is too small or the resolution is too low, then the
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proxy will not be sufficiently accurate. If the number of parameters is too large, then the
optimization procedure will suffer from overfitting, and the resulting transformation (Eq.
1) will not generalize. The use of a suitable set of basis functions is a strategy to reduce
the number of parameters and hence avoids overfitting, i.c., a “dimensionality reduction”
strategy. For example, the temporal function (that covers 18 time bins, 67 ms each) may
be parameterized by a sum of 10 weights and basis functions; see section “Example 1,
Method of building the encoder” of the Prosthesis Application and (Nirenberg et al.,
2010; Pillow JW et al. 2008)

The nonlincaritics Ny, are parameterized as cubic splines, but other
parameterizations can be used, such as, piecewise linear functions, higher-order splines,
Taylor series and quotients of Taylor series. In one embodiment, the nonlinearities N, are
parameterized as cubic spline functions with 7 knots. The number of knots is chosen so
that the shape of the nonlinearity is accurately captured, while overfitting is avoided (see
above discussion of overfitting). At least two knots are required to control the endpoints,
and thus the number of knots can range from about 2 to at least about 12. Knots are

spaced to cover the range of values given by the linear filter output of the models.

For the spatiotemporal transformation step, in addition to the linear-nonlinear
(LN) cascade described above, alternative mappings are also within the scope of the
present invention. Alternative mappings include, but are not limited to, artificial neural
networks and other filter combinations, such as linear-nonlinear-linear (LNL) cascades.
Additionally, the spatiotemporal transformation can incorporate feedback from the spike
generator stage (see below) to provide history-dependence and include correlations
among the neurons as in (Pillow JW et al. 2008; Nichols et al, 2010). For example, this
can be implemented by convolving additional filter functions with the output of the spike
generator and adding the results of these convolutions to the argument of the nonlinearity

in Eq. 1.

Other models may also be used for the spatiotemporal transformation step. Non-

limiting examples of the models include the model described in Pillow JW et al. 2008,
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dynamic gain controls, neural networks, models expressed as solutions of systems of
integral, differential, and ordinary algebraic equations approximated in discrete time
steps, whose form and coefficients are determined by experimental data, models
expressed as the result of a sequence of steps consisting of linear projections (convolution
of the input with a spatiotemporal kernel), and nonlinear distortions (transformations of
the resulting scalar signal by a parameterized nonlinear function, whose form and
coefficients are determined by experimental data, models in which the spatiotemporal
kernel is a sum of a small number of terms, each of which is a product of a function of
the spatial variables and a function of the spatial variables and a function of the temporal
variables, determined by experimental data, models in which these spatial and/or
temporal functions are expressed as a linear combination of a set of basic functions, with
the size of the set of basis function smaller than the number of spatial or temporal
samples, with the weights determined by experimental data, models in which the
nonlinear functions are composed of one or segments, each of which is a polynomial,
whose cut points and/or coefficients are determined by experimental data, and models
that combine the outputs of the above models, possibly recursively, via computational
steps such as addition, subtraction, multiplication, division, roots, powers, and

transcendental functions (e.g., exponentiation, sines, and cosines).

As described in the Prosthesis Applications, encoders of the type descried above
can very closely mimic the input/output function of real retinal cells. As detailed therein,
in some cases this may be characterized by determining a standard Pearson correlation
coefficient between a reconstructed retinal image’s values at each pixel, and that of the
corresponding raw image. Thus, a correlation coefficient of 1 indicates that all of the
original image’s information was perfectly retained, while a correlation coefficient of 0
indicates that the resemblance of the reconstruction to the real image was no greater than

chance.

For example, in some embodiments, the encoder is configured such that the
Pearson’s correlation coefficient between a test input stimulus and a corresponding

stimulus reconstructed from the encoded data that would be generated by the encoder in
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response to the test input stimulus is at least about 0.35, 0.65, at least about 0.95, or more,
e.g., in the range of 0.35-1.0 or any subrange thereof. In some embodiment, the test input

stimulus includes a series of natural scenes (e.g. spatiotemporally changing scenes).

In some embodiments, the retinal encoders of the type described herein mimic the
input/output function of real retinal cells for a wide range of inputs, e.g., spatio-
temporally varying natural scenes. In typical embodiments, this performance is

substantially better that conventional encoders.

Figs. 18A-F illustrates the performance of retinal encoder models for various cells
(cells 1-6, respectively) when tested with movies of natural scenes, including landscapes,
people walking, etc. In each figure, the performance of a conventional lincar-nonlinear
(LN) model is shown on the left, and the performance of the linear-nonlinear (LN) model
of the type described in this application is shown on the right. Performance is shown via
raster plots and peri-stimulus time histograms (PSTHs). The conventional (LN) model
was developed based only on the experimental response of retinal cells to a white noise
stimulus. In contrast, the linear-nonlinear (LN) models of the type described in this
application are developed based on recorded cell responses to both white noise and

natural scene stimuli.

For the examples shown, the input test stimulus for both types of models is a
movie of natural scenes, taken in Central Park in New York City. As shown, the standard
LN model is not highly effective on natural scene stimuli: that is, this model, which is
built using white noise stimuli, does not produce spike patterns that closely match those
of the real cell. In contrast, the LN model described in this application, which is built
using white noise and natural scene stimuli, is highly effective. The spike patterns it
produces closely match those of the real cell. (Note that the natural scene movie used to
test the models is different from that used to train the models, as is required for validating
any model. Note also that in each figure, the same real cell is used as the basis for both
types of models. Finally, note that performance of the encoder models of the type

described herein has been demonstrated with a host of other stimuli, including movies, of
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faces, people walking, children playing, landscapes, trees, small animals, etc., as shown
in the Prosthetic Application, and in Nirenberg, et al. Retinal prosthetic strategy with the
capacity to restore normal vision, PNAS 2012 and the accompanying Supplementary
Information section available at

www pnas.org/lookup/suppl/doi:10.1073/pnas.1207035109/-/DCSupplemental).

The same conclusions about performance can be drawn from the PSTHs. The
light gray trace shows the average firing rate of the real cell; the dark grey trace shows
the average firing rate of the model cell. The standard LN model misses many features of
the firing rate; cach of the different Figs. 18A-18F, show examples of the different
features missed by the standard model. The model described in this application, though,
captures the features of the firing rates reliably and does so for an array of different cells

(many other examples are shown in the Prosthetic Application).

Fig. 3A illustrates the conversion of a raw image into a retinal image. Panel A
shows several frames of the raw image stream acquired by camera 102. As shown, the
raw image stream includes a person walking through a complex environment. Panel B
shows the corresponding retinal image frames, where the retinal image pixel intensities
correspond to firing rates generated by the encoders of the encoder module 104. Four
different retinal image streams are shown, each using a different array of cells (OFF
midget cells, ON midget cells, OFF parasol cells, and ON parasol cells, as indicated on
figure). Note that, the retinal image frames shown are produced by the encoder module
104 after a brief time delay, corresponding processing delay time in a natural retina (as

show, approximately 80 ms).

Note that it is apparent that the total amount of information contained in the
retinal images is less than that of the raw images. This reduction in information can
advantageously reduce the processing load on the machine vision. Moreover, because the
encoders mimic the behavior of the retina, for some machine vision applications, the

information retained in the retinal images will include the salient features required for the
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machine vision task at hand, allowing for efficient and effective operation of the machine

vision module 106.

Figs. 3B-3F show enlarged views of the raw image (Fig. 3B) and retinal images
(Figs. 3C-3F) corresponding to the last column of Fig. 3A. In the raw image, a human
figure is moving from right to left within a relatively static, but complex, environment.
Note that in all of retinal images (Figs. 3C-3F), the static environment has been de-
emphasized to vary degrees, while the moving human form has been emphasized.
Moreover, in both images, a “motion shadow” type effect is apparent trailing the human
figure that provides an indication of the direction of motion. Accordingly, although the
overall amount of information contained in the image has been reduced, that which

remains emphasizes features important features, i.e., the moving human form.

Note that none of these effects are the result of any intentionally designed
programming. That is, the encoder was not intentionally programmed to identify moving
features. Instead the emphasis of these features is a result of the fact that the encoder
mimics the natural processing that occurs in the retina. Although certain kinds of
emphasized features are apparent in the present example (a human form moving against a
static background), it is to be understood that for other types of input images the retina
may emphasize other types of features. The key concept is that, in general, the features
emphasized for any given set of images will be those determined to be salient based on
millions of years of evolution of the retina. Accordingly, as described in detail below, the
retinal images will be particularly advantageous when used in machine vision
applications where it is known that biological vision systems perform well (e.g., certain
types of pattern recognition tasks such as facial recognition, identification of human or
other living forms against a complicated background, navigation through a complicated
environment, rapid tracking of and reaction to moving objects, etc.).

In some embodiments, the encoders encode the image data on about the same
time scale as the encoding carried out by the normal or near-normal retina. In various
embodiments, the encoder operates with an acceptable processing lag time. As used

herein, processing lag time refers to the amount of time between the occurrence of an
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event in the visual stimuli received by the camera 102, and the delivery of corresponding
output code (e.g., the corresponding retinal images) to the machine vision module 106.

In some embodiments, encoding module has a lag time of less than about 50 ms, less than
about 20 ms, less than about 10 ms, less than about 5 ms, etc., e.g., in the range of 5-50

ms or any subrange thereof.

Referring back to Fig. 1, the machine vision module 106 receives the retinal
images from the encoder module 104 and process the image using any suitable machine
vision technique. Although a number of such techniques are mentioned herein, it is to be
understood that these examples are not limiting, and other techniques may be used. For
example, in various embodiments, one or more of the techniques described in D. A.
Forsyth, J. Ponce Computer Vision: A Modern Approach, Second edition Prentice Hall,
2011 and/or D.H. Ballard, C.M. Brown; Computer Vision, Prentice-Hall Inc New Jersey,
1982 (available online at http://homepages.inf.ed.ac.uk/rbf/BOOKS/BANDB/bandb.htm),
R. Szeliski, Computer Vision: Algorithms and Applications, Springer 2010, available
online at http:/szeliski.org/Book/drafts/SzeliskiBook_20100903_draft.pdf); and E.R.
Davies, Computer and Machine Vision, Fourth Edition: Theory, Algorithms,

Practicalities, Elsevier 2012, may be used.

In various embodiments, the machine vision module 106 may implement one or

more available computer vision algorithms or software tools, e.g., any of those included

in the OpenCV software package, available at http:/opencv.willowgarage.com/wiki/ or
the Gandalf computer vision software package, available at http://gandalf-

library.sourceforge.net/.

The machine vision module 106 may use the retinal images to perform any
suitable task including recognition tasks (e.g., object recognition, image classification,
facial recognition, optical character recognition, content-based image retrieval, pose
estimation, etc.), motion analysis tasks (e.g., egomotion determination, movement

tracking, optical flow determination, etc.), modeling tasks (e.g., scene reconstruction, 3D
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volume recognition, etc.).

In some embodiments, the machine vision module 106 may divide the visual field
into domains, which may be equally or unequally sized. The domains may or may not
overlap. The domains may cover a band of the visual field (for instance the entire field of
view on a horizontal axis and a limited span on a vertical axis) or may cover the entire

field of view.

In some embodiments, the machine vision module 106 may apply boundary edge
detection techniques to the retinal images, including, ¢.g., first order edge detection
techniques such as Canny edge detection, second order edge detection techniques, or
phase congruency based edge detection techniques. Edge detection may involve the
application of one or more transformations to the retinal images, e.g., the Hough

transformation.

In some embodiments, the machine vision module 106 may calculate an optical
flow based on the stream of retinal images. An optical flow may be indicative of a pattern
of apparent motion of objects, surfaces, and edges in a visual scene caused by the relative
motion between an observer (an eye or a camera) and the scene. The optical flow may be
used for any number of applications including motion detection, object segmentation,
time-to-collision and focus of expansion calculations, etc. Method for calculating optical
flow may include, phase correlation methods, block-based methods, differential methods
(such as the Lucas—Kanade, Hom—Schunck, Buxton-Buxton, and Black—Jepson

methods), variational methods, discrete optimization methods, etc.

In some embodiments, the machine vision module 106 may apply one or more
image segmentation techniques to segment the retinal images (e.g., to identify areas of
interest). Exemplary segmentation techniques include thresholding, clustering methods,
compression-based methods, histogram-based methods, edge detection (e.g., using the
edge detection techniques described above), region growing methods split-and-merge

methods, partial differential equation based methods (e.g., level set methods), graph
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partitioning methods, watershed transformation based methods, model based
segmentation methods, multi-scale segmentation, semi-automatic segmentation, neural

network based segmentation, etc.

In various embodiments, the machine vision module 106 may be trained using
any computer learning technique known in the art. Computer learning techniques include
supervised learning (e.g., including statistical classification techniques), unsupervised
learning, reinforcement learning, etc. In some embodiments, machine vision module 106
may include one or more artificial neural networks which may be trained to perform

various tasks.

Fig. 4 illustrates an exemplary training system 400 for training the machine vision
module 106 of the machine vision system 100. The training system includes a source 402
of raw training images (e.g., a database of stored images), and encoder module 404 that
generates retinal images based on the raw training images using the techniques described
herein, the machine vision module 108 that receives the retinal images from the encoder,
and a controller 406 that monitors and modifies the operation of the machine vision

module based on the monitored performance.

Fig. 5 is a flowchart illustrating the operation of the training system 400. In step
501, the encoder 404 receives the training images from the source 402. For example, the
training images may be a series of medical images of tumors, where a first portion of the
images are know to correspond to malignant tumors, while a second portion of the

training images correspond to benign tumors.

In step 502, the encoder converts the raw training images into retinal images. In

step 503, the retinal images are output to the machine vision module 106.

In step 504, the controller 406 monitors the performance of the machine vision
module 106 as it processes the retinal images to perform a task. In the case of the

medical images, the machine vision module 106 may apply an image recognition
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technique differentiate the images of malignant tumors from images of benign tumors.
The controller monitors the performance of the machine vision module 106 as it performs
this task (e.g., calculating the error rate in discriminating malignant tumors). If the
performance is acceptable, the process ends in step 505. If the performance is
unacceptable (e.g., if the error rate is above a threshold level), in step 506 the controller
406 adjusts the machine vision module 106 (e.g., by modifying one or more parameter,
by changing the connections in an artificial neural network, etc.), and the process returns
to step 503. Accordingly, the controller 406 iteratively adjusts the machine vision
module 106 until its performance reaches an acceptable level (e.g., the error rate is below

the threshold level).

Note that in various embodiments, other suitable types of training may be used.
For example, in addition or alternative to comparing the performance to a fixed threshold,
the training may instead implement a convergence criteria (e.g., where iterative training
continues until the incremental increase in performance per iteration falls below a

threshold level).

In various embodiments, the machine vision module 106 may include any suitable
control techniques, including the use of complicated artificial intelligence based systems.
However, for a number of applications, machine vision module 106 may implement a
relatively simple control scheme. In some such embodiments, the machine vision 106
controls the some or all of the operation of one or more systems (¢.g., the movement
trajectory of a robot) based on a relatively simple moment to moment classification of the
retinal images received from the encoder module. That is, the control does not depend on
complicated planning, but only on temporally localized classifications. Advantageously,
learning algorithms know in the art are known to be amenable to the performance of

these types of relatively simple classification tasks.

For example, referring to Fig. 6, in one embodiment, the machine vision system

100 is used to control a robot 600 to navigate through an environment featuring obstacles,
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€.g., a maze, as shown. The camera 102 of the machine vision system is mounted on the

robot 600, and has a field of view that captures the scene in front of the robot.

A video stream from the camera 102 is processed by the encoder module 104 to
generate a stream of retinal images. In one case, the encoder module may mimic the
performance of mouse retinal ganglion cells (e.g., using a encoder characterized by the
encoder parameters set forth in the subsection the Prosthesis Applications entitled
“Example set of encoder parameters for a mouse ganglion cell”). In another case, the
encoder module may mimic the performance of monkey retinal ganglion cells (e.g., using
a encoder characterized by the encoder parameters set forth in the subsection of the
Prosthesis Applications entitled “Example set of encoder parameters for a monkey

ganglion cell”).

The stream of retinal images is processed, e.g., using optical flow techniques, to
determine the speed of motion at various locations in the images. In general, locations or
domains in the image with slower speeds will correspond to objects that are distant from
the robot 600, while locations with faster speed will correspond to objects that are close
to the robot. To avoid running into obstacles, the machine vision module 106 controls the

robot to move in a direction corresponding to the slower moving locations in the image.

For example, in one embodiment (shown in Fig. 7), the visual field (i.e., the retinal image
data stream) is divided into N=7 equally-sized regions by an image segmentation step,
702. In this embodiment, the regions do not overlap, and they divide up the camera’s
horizontal field of view (which is 40 °) from left to right, so that each region spans 5.7 °
horizontally; in the vertical direction, they are limited to the bottom half of the
navigator’s field of view (which is 27 °), so that these regions span 13.5 ° vertically.)

At regular intervals (e.g., every 2 seconds), two consecutive retinal images from the
retinal image sequence are taken and sent to the machine vision module 106 for
classification. Since each retinal image has been divided into N regions, the machine
vision module receives N pairs of regions. Each pair is passed through a convolutional

neural network (CNN) 704, which classifies the optical flow speed in that region. The
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output of this classification may be a speed label L; for each region i, where L; is a
number between 1 and M, 1 representing a very slow average speed in the region, and M
representing a very fast average speed. For example, M can be 8, so that there are 8

different speed classes.

The result is an array of N classifications 706; based on these, a turn decision is made by
a turn decision module 708. The “target region” (the region to head towards) is chosen to
be the region with the slowest speed classification, that is, the smallest number L;. If there
are multiple regions that are tied for having the slowest speed classification, the turn
decision module 708 may sclect the region that is closest to center (so as to minimize the
amount of turning) or some other region based on the desired use of the system. Once a
target region is chosen, the machine vision module 106 (specifically, the turn decision
module 708 in machine vision module 106) initiates a turn so that the navigator comes to

face the center of the target region.

The example above refers to navigation of a robot. It is to be understood that in
various embodiments, the techniques above may be used for other types of navigation,

including navigation through a virtual world, as described in the example below.

For example, the machine vision module 106 may identify and avoid obstacles by
dividing the image field of the retinal image stream into several regions or domains, and
classifying the regions, into speed categories, and controlling the robot 600 to move in
the direction corresponding to the image region in the lowest speed category. The
machine vision module 106 may be trained to perform this classification task using a
relatively simple training algorithm, such as the CNN described above and in the example
below or a boosting algorithm (e.g., the AdaBoost algorithm, see Yoav Freund, Robert E.
Schapire. "A Decision-Theoretic Generalization of on-Line Learning and an Application

to Boosting", 1995).

In general, the devices and techniques may be used for any suitable application

including, medical image processing (e.g., automated or computer aided medical
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diagnosis), robotic control or navigation, industrial process monitoring and control,
automated sorting applications, motion tracking based interfaces (e.g., as used with
computer gaming systems), etc. The devices and techniques described herein may
operate in real time or near real time, e.g., allowing for practical automation of the

applications mentioned above.

Example — Virtual World Navigation

In one example assessing the effectiveness of one approach to machine vision, a
navigation task was used, as this is particularly challenging (requiring processing in both
space and time). This approach applied aspects of several learning algorithms commonly
used for navigation, e.g., as described in LeCun, Y. et al. (2010) Convolutional Networks
and Applications in Vision. Proc. International Symposium on Circuits and Systems
(ISCAS'10), pp. 253-256. IEEE; Szarvas, M. et al. (2005) Pedestrian detection with
convolutional neural networks. Proc. Intelligent Vehicles Symposium, pp. 224- 229.
IEEE; Jackel, L. D. et al. (2006) The DARPA LAGR program: Goals, challenges,
methodology, and phase I results. Journal of Field Robotics, 23, 945-973, each
incorporated herein in its entirety by reference. Using these techniques a navigator was
constructed that learns its environment using a Convolutional Neural Network (CNN) - a
learning algorithm. The CNN was constructed using an open-source numerical
processing and automatic differentiation package called Theano (available to the public at

http://deeplearning.net/software/theano/).

The navigator was designed to learn the speed of things in its training
environment. The navigator was given a training environment, and was used it to divide
the training environment at each moment in time into n domains. The navigator then
learns the speeds in the domains. The speeds provide useful information for navigating. If
something is moving very quickly, it means it's very close to the virtual object navigating
the environment (it's moving rapidly across your retina). If it is close, the virtual object is
likely going to hit it. So the navigator assesses the domains in the environment and then

moves toward the domain with the slowest speed (the one with the slowest speed is the
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furthest away and the safest). In this example, the navigator is not directed to head to a

particular end point, but to move forward and not collide with anything.

More specifically in this example, using the method show in Fig. 7, as the
navigator traverses an environment, its visual field is divided into 7 equally-sized regions
by an image segmentation step, 702. In this cmbodiment, the regions do not overlap, and
they divide up the camera’s horizontal field of view (which is 40 °) from left to right, so
that each region spans 5.7 © horizontally; in the vertical direction, they are limited to the
bottom half of the navigator’s field of view (which is 27 °), so that these regions span

13.5 ° vertically.).

At each decision time point, an algorithm based on convolutional neural networks
(CNNGs) classifies the optical flow speeds in each of the domains (step 704). The output
of this classification is a speed label L; for each domain i (step 706), where L; is a number
between 1 and 8, 1 representing a very slow average speed in the domain, and 8

representing a very fast average speed.

As described earlier, based on these classifications, one for each of the 7 domains,
a navigation decision is made by the turn decision module (708). The “target domain”
(the domain to head towards) is chosen to be the domain with the slowest speed
classification. If there are multiple domains that are tied for having the slowest speed
classification, the navigator selects the one that is closest to center (so as to minimize the
amount of turning); if there is still a tie, the navigator breaks it by choosing the domain to
the left. Once a target region is chosen, the machine vision module (106) initiates a turn

so that the navigator comes to face the center of the chosen region.

Virtual environments were created for training and testing using an open-source
3D rendering framework called Panda3D (available to the public at

http://www.panda3d.org/). Streams of frames from the training set are shown in Fig. 8;

streams of frames from the three testing sets are shown in Fig. 9A, B, C. As shown, the

training set was a rural environment. The three testing sets were as follows: a rural
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environment that is different from the one used in the training set, a suburban

environment, and a playground.

The performance of the navigator was compared under two conditions: 1) when it
was trained the standard way, i.e., using the raw image stream as the input, and 2) when it
was trained using the “retinal image stream” as the input - that is, when it used images
that were processed through our encoder. In this case, the encoder used was generated
using monkey midget and parasol cells as per the methods described in Nirenberg, S. and
Pandarinath, C. (2012) A retinal prosthetic with the capacity to restore normal vision.
Proc. Natl. Acad., in press; and Nirenberg, S. et al. (2011) Retina prosthesis and the

Prosthesis Applications; each incorporated herein in its entirety by reference.

As shown in Fig 10A, when the navigator learned its environment from the raw
image stream, its performance is low, many collisions occur; what is learned with the
training set does not generalize to the new environments. As shown in Fig 10B, when the
navigator learned the environment from the retinal image stream, performance was
dramatically better: note the straight paths and the lack of collisions. There is clear
generalization to new environments (rural, suburban, playground) - issues that have been
highly problematic for artificial navigation systems, and machine learning algorithms in

general.

Fig. 11 shows further demonstration of the navigator’s high performance when it
uses the retinal image streams as input. Specifically, it shows that the high performance
generalizes not just to different environments (from rural to suburban to playground), but
it also generalizes to different lighting conditions within an environment. A through F
correspond to different positions of the sun, and therefore, different shadow conditions, in
the playground environment; the light conditions span sunrise to sunset, i.c., 30 degrees
above the horizontal on the left side of the environment to 30 degrees above the
horizontal on the right side. As shown in the figure, when the navigator was trained on
raw image streams (from the rural environment using one lighting condition), its

performance does not generalize: its performance in the playground is low and this is true
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across light conditions. The height of each bar in the figure corresponds to the fraction of
trials in which the navigator successfully stayed within the playground tire course without
colliding with one of the tires. The error bars indicate the standard error of the mean
(SEM). In contrast, when the navigator when it was trained on the retinal image streams
(same rural environment using same single lighting condition, but this time processed
through the encoder), its performance is high, and the high performance holds across

light conditions. Thus, training on the retinal image streams (i.¢., training on the images
processed through the encoder) leads to high performance that generalizes both to new

environments and to multiple lighting conditions (sunrise to sunset, see above).

Note that the encoders operate in real time, indicating that the processing
techniques can be readily applied to non-virtual environments as well, e.g., to control the

motion of a robot in a real world environment,
Example — Face Recognition

This example assesses the effectiveness of the approach described in this
application to another long-standing problem in machine vision, the recognition of faces
in video. Using a learning algorithm commonly used for face recognition and pedestrian '
detection [see Viola and Jones 2001; Viola, Jones, and Snow 2005], a system was
constructed to recognize an individual’s face in video, i.e., one that can classify a
previously unseen image stream as a “target face” versus another or “non-target” face.
The same approach can be used for many other purposes, such as, but not limited to,
pedestrian detection, object recognition, object tracking, whole-person recognition, iris
detection, ctc. The system was implemented using the Python programming language and

the NumPy numerical computing package.

An embodiment of the approach is described in Fig. 12. An input video (raw ‘
image stream) is passed through the retinal encoder 104, producing the retinal image
stream. Since the task focuses on faces, the retinal image stream is then cropped to locate

a face-containing region 1202. (The cropping is done after the encoder processes the raw
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stream, so as to avoid edge effects when the encoding is carried out.) In this example,
face-containing regions were selected manually, so as to construct a training and testing
set of known face examples. In other embodiments, face-containing regions could be
detected in the raw image stream or in the processed image stream using the Viola-Jones
algorithm [Viola and Jones, 2001]. The cropped video is then fed through a classifier
1206 (e.g., one based on a boosted cascade of Haar filters, such as in Viola Jones and
Snow, 2005). The classifier 1206 designates it either as a “tafget face” (meaning that it is
the face of the target individual) or “non-target face” (meaning that it is the face of a

different individual).

Fig. 15 shows an example of the effectiveness of our approach. For this analysis a

data set of faces in video was used from http:/www.cs.tau.ac.il/~wolf/ytfaces/. The

reference is Lior Wolf, Tal Hassner and Itay Maoz. Face Recognition in Unconstrained
Videos with Matched Background Similarity. [EEE Conf. on Computer Vision and
Pattern Recognition (CVPR), 2011.

Using this data set, several face recognition tasks were performed. The general
procedure was to train the face recognition algorithm on a “target face”. The algoritm
was presented with an array of videos showing a person’s face, the target face. The
algorithm’s ability to recognize the face was tested by presenting it with previously
unseen videos of the same person’s face along with videos of other faces, “non-target
faces”. The job of the algorithm was to correctly classify the test videos as either target

faces or a non-target faces.

Figs. 13 and 14 show images from example videos. Fig. 13 shows frames from a
video that was used to train the face recognition algorithm, and Fig. 14 shows frames
from a video that was used to test the algorithm. As shown, the person in the test video
(Fig, 14) is the same as that in the training video (Fig. 13), but shown in a different

environment with a different hairstyle, etc.

41



WO 2013/029008 PCT/US2012/052348

The performance of the algorithm was tested under two conditions: when we
trained it in the standard way, i.e., using the raw image streams of the faces, and when we
trained it using the retinal image streams of the faces (that is, the raw image streams after
they were processed by our encoder). In both cases, the training was performed using
short (two-frame) movies. The number of two-frame movies used in the training ranged
from 250-800 for the target face (taken from 4-5 different videos), and 2000 for the non-
target faces (taken from >100 videos). Performance was then measuring using 50-800
two-frame movies taken from previously unseen video, that is, videos not used for the

training.

As shown in Fig. 15, the use of the encoder had a clear impact on performance.
The results for two kinds of tasks are shown: the first consists of very challenging tasks,
defined as ones where the standard approach performs very weakly; the second consists
of easier tasks, where the standard approach performs moderately well. As shown, when
the task was difficult (Fig. 15A), the approach that incorporates the encoder provides a
major (4-fold) improvement, over the standard approach. When the task was less
challenging, i.e., when the standard approach performs moderately well, the approach
that incorporates the encoder still prbvides substantial improvement (a factor of 1.5 over

the standard method).

In an alternate embodiment, the task is slightly modified, so that the face
detection step is bypassed, and instead, cropped videos of the appropriate size for the
classifier 1206 are generated in an automated fashion from the input video, whether or
not faces are present in a particular part of the video. Then, classification is applied to
these new cropped videos as before, or a modified classification is performed, where the

output classes are “target face” and “non-target face,” or “non-face.”
In an alterative embodiment, the analysis could be performed using N frames,

where N could be 1, 3 or more frames, as many as the processor can handle, as opposed

to the 2-frame videos used for the analysis in Fig. 15.
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In addition, these classifications may be used by themselves, for instance to alert a
user to the presence of the individual in the video, or they may be combined in some way,
for instance by waiting for several positive detections (“target face” classifications) to

occur within a specified time window before issuing a signal.

Note that, although a number of exemplary applications of retinal processing to
machine vision have been described, embodiments directed to numerous other

applications may be used.

In general, the encoder approach is likely to be advantageous for visual tasks that
animals (vertebrates) perform well, especially those where animal visual systems are
known to perform better than existing machine techniques. As noted above, the encoder
approach may be particularly effective in cases where it would be advantageous to reduce
the total amount of information from the raw image stream (e.g., to allow or faster
processing), while maintaining salient features in the data. For example, as noted above,
in some embodiments, the encoder approach will typically be particularly advantageous
when used in, e.g., certain types of pattern recognition tasks such as facial recognition,
identification of human or other living forms against a complicated background,
navigation through a complicated environment, rapid tracking of and reaction to moving
objects, etc.

Note that for certain applications where biological systems do not typically
perform well, the encoder approach may have limitations. This may particularly be the
case in applications that require a high level of detailed information or precision
measurement. For example, referring back to retinal images shown Figs. 3B-F, note that
while these images advantageously emphasize the presence and motion of the human
figure, the retinal images do not provide a sharp outline of the human figure that would
be useful, e.g., in determining precise biometric information such as the human’s absolute
height or other absolute bodily dimensions. To determine this type of information, it may

be better to apply machine vision algorithms to the raw image.
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In some embodiments, a hybrid approach may be used to provide the advantages
of both the encoder based approach to machine vision and a traditional approach applied

to the raw image data.

For example, in some embodiments, a raw image stream may be processed using
any of the retinal encoder based techniques described herein. The resulting retinal image
data may be processed (e.g., using a machine vision algorithm, such as machine vision
algorithm trained using retina images), and the results used to inform subsequent analysis
of the corresponding raw images (e.g., using a machine vision algorithm, such as

machine vision algorithm trained using raw images).

Fig. 16 illustrates an exemplary process of this type. In steps 1701 and 1702, raw
images are obtained and used to generate a stream of retinal images, using any of the
techniques described herein. In step 1703, the retinal images are analyzed, ¢.g., using a

machine vision algorithm.

In step 1704, the results of the analysis of the retinal images are used to-identify
retinal images (or segments thereof) that are of interest. For example, in a person-
recognition task, the encoder approach, which performs dimension reduction on the
image in the way that the normal retina does to generate retinal images, can allow rapid
identification of body types - by gait, signature gestures, etc. One of its strengths is that it
rapidly pulls out motion information, which is particularly useful for this purpose. The
encoder approach can thus serve as a prescreening approach to reduce the space of
possible matches to the target individual (by excluding candidates with the wrong body

type, gait, gestures, etc.)

In step 1705, the raw images (or segments thereof) that correspond to the
identified retinal images may are analyzed. For example, in the case of a person
recognition-task, an algorithm that uses the raw image (where little or no dimension

reduction is used) may be applied to a subset of images to more positively identify the
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person using more detailed feature analysis (e.g., by extracting detailed biometric

information such as an accurate height or other bodily dimensions of the person).

In various embodiments, the method described above may be reversed, with
prescreening done on raw images, followed by subsequent analysis using a retinal
encoder approach. In some embodiments, an iterative technique may be applied, with
multiple rounds of alternative raw and encoder based analysis. In other embodiments, the
different types of processing may occur in parallel, and the results synthesized. In
general any suitable combination of traditional and encoder based approaches may be

used.

As noted above, in various embodiments, the retinal processing operates to reduce
the total amount of information from the raw image data (to achieve efficiency, in a way
analogous to the way the retina does) while retaining salient features for a given
application. For example, in some embodiments, even though the total amount of
information in the retinal encoded data is reduced, the machine vision algorithm may
exhibit better performance when applied to the encoded data than when applied to
corresponding raw image data. This result was seen in both of the examples provided
above, where navigation and facial recognition algorithms applied to “compressed”

retinal images substantially outperformed the same algorithm applied to raw images.

In various embodiments, the retinal encoded data may be compressed by a factor
of at least 1.5, at least 2, at least 3, at least 4, at least 5, or more, e.g., in the range of 1-
100 or any subrange thereof. In some embodiments, this compression corresponds to a
dimension reduction produced by the encoders. For example, in some embodiments, the
bit rates of the retinal encoders may be quantified and can be compared to the entropy of
the raw image data used as stimulus by the encoder (also measured in bits per unit time),
and the ratio taken to determine a compression ratio. For example, in some cases
described in the Prosthesis applications an encoder is described with a bit rate of 2.13
bits/s compared to an input raw data bit rate of 4.9 bits/s. Thus, the data compression

produced by the encoders was in this example nearly 7-fold.
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In some embodiments, the processing techniques described herein may be applied
in an information storage and retrieval context. Referring to Fig. 17, a system 1800
includes a memory storage device 1801 (e.g., a hard drive or other compute memory)
operatively coupled to a processor 1802. The storage device 1801 stores retinal image
data that has been generated from raw image data using the techniques described herein.
As detailed above, in some embodiments, the retinal image data may be compressed
relative to the raw data, while maintaining certain salient features. Accordingly, the
stored retinal data may, in some embodiments, be used as a representation, or
“fingerprint” of corresponding raw data. In some embodiments, storage device stores
database information indicative of a correspondence between the encoded data and the
raw image data. For example, a particular video clip could be used to generate a
corresponding retinal image stream, and the retinal image stream stored on the device

1801 with a tag identifying it with the raw video clip.

In some embodiments, the processor 1802 can be used to match incoming data
with data stored on the storage device 1801. In some embodiments, the processor 1802
may receive query image data (e.g., a raw video clip) corresponding to a series of query
images. The processor 1802 may then process the query image data with a retinal
encoder to generate retinal encoded query data. The processor can then compare the
retinal encoded query data with retinal encoded data stored on the storage device 1801. If
a match is found, the processor can then read the tag on the stored data, and output
information associating the query data video clip with the video clip used to generate the
matching stored retinal image. In some embodiments, because the retinal encoded data is
compressed and/or has had salient features enhanced, the matching of the encoded stored
and query data may be faster and/or more accurate than trying to directly match the

corresponding raw image clips.

The examples shown in this application and the Prosthetic Application used
encoders built from data obtained from the mouse and monkey retina. However, it is to

be understood that various embodiments may use encoders built from other species as
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well, such as, but not limited to birds, cats, snakes, and rabbits, which can be constructed

using the procedure described in complete detail in the Prosthetic Applications.

In various embodiments, the overall function of the techniques described here 1s
to utilize the preprocessing (particularly the dimension reduction) performed by the
visual system (particularly the retina) to advance machine vision. For some applications,
the preprocessing performed by retinas of other species may apply; €.g., encoders
constructed from bird retinas may be particularly effective for flying navigators;
similarly, encoders constructed from fast moving animals, such as tigers, may be
particularly effective for navigators that need to operate at high speeds. In some
embodiments, encoders based on multiple species may be used, and the results combined
to provide advantageous synergies (e.g., using bird based encoders for basic flight
navigation tasks, while using monkey based encoders for object recognition tasks when

an object of interest is encountered during the flight).

Similarly, the approach generalizes to encoders built from higher visual areas,
such as the lateral geniculate nucleus, superior colliculus, or visual cortex. The Prosthetic
Applications describe the construction of encoders for retinal cells; the same method,
again described in complete detail, including the mathematical formalism, can be also
used to obtain encoders for higher visual areas, which can similarly serve as a

preprocessing step for machine vision algorithms.

The invention techniques described herein can be used as front end processing (or
filtering) for essentially any machine vision algorithm, as it works in an analogous way to
the retina. Just as the retina preprocesses visual information for use by the brain — to
allow it to perform a host of visually-guided activities, such as navigation, object and face
recognition, figure-ground discrimination, predator detection, food versus non-food
detection, among many others - the encoder(s), which together form a “virtual retina”,

can preprocess visual information for a host of machine algorithms.
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What the retina does essentially is take the staggering amount of information in
the visual world and reduces it to the essentials, the essentials needed by the brain for the
survival of living beings. Because the encoders very accurately mimic the input/output
relations of the retina (and do this for essentially any visual input, as shown in the
prosthetic application), this means that the encoders reduce the information in the visual
world in the same way. Thus, in various embodiments, the techniques described herein
may provide front end processing for machine vision algorithms that is the same, or close
to the same, as what the retina offers the brain, that is, it has the same speed, efficiency,

and qualitative and quantitative filtering.

A corollary of this is that the encoders also impact the way machine vision
algorithms are, or can be, constructed. Current algorithms are constructed to use raw
images as their input, or images preprocessed in other ways (e.g. using difference of
Gaussians filters). When images are processed through retinal encoders as described
herein, the result is a new type of input for machine vision algorithms, i.e., input that has
never previously been available. In some embodiments, this new input may allow for
particular classes of algorithms to be adapted or optimized in a new way. For example,
various machine vision algorithms are classified by a set of parameters which may be
determined at least partially by on a training set of images, and/or images processed by
the algorithm while completing a given task. When retinal image data are used in place
of raw images, the resulting parameters of the algorithm will differ from those that would
have been obtained using corresponding raw image data. In some cases, this will cause

the algorithm to exhibit improved performance for a given task.

In some cases, because the machine vision algorithm is being trained using
images that mimic the visual system of a vertebrate, the algorithm may advantageously
adapt to acquire some of the performance qualities of the system. For example, because
the retinal processing highlights the salience of certain aspects of images, a machine
vision algorithm trained on retinal encoded data may “learn” to become more sensitive to

these image aspects.
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The examples above show two instances of machine vision algorithms — a
navigator and a face recognizer — and in both cases, the algorithms changed their
structure when applied to retinal processed input. Both algorithms were learning
algorithms characterized by a set of weight parameters, and it was found that these
parameters were different when the algorithm was applied to retinal image data versus
when the images were applied to raw image data. The improved performance of the
algorithms in the retinal processed case (relative to the raw image case) was due largely
or completely to the change in the weight parameters. Note that this improved
performance generalized to navigation and recognition tasks in environments and
conditions that differed from the environment and conditions used in the training. This is
evidence that, in some embodiments, the structure of a machine vision algorithm trained
using retinal image data may fundamentally changes in a way that is beneficial and
generalizes beyond the training environment and conditions. Similarly, new algorithm
constructions may be developed to utilize this new input data; that is, not just new
weights or parameters on current algorithms but new algorithms that more directly match

or utilize the new input data described here.

The present methods and devices may process any type of image data. For
cxample, the image data may be generated in response to visible light, but may also be
generated by other types of electromagnetic radiation such as infrared, ultraviolet or other
wavelengths across the electromagnetic spectrum. In some embodiments, the image data
may be artificial or virtual image data (e.g., generated based on a model of a virtual
environment). In some embodiments, the artificial image data may be related to the
visualization of any kind of suitable data, including for example, medical imaging data
(magnetic resonance imaging data, computer aided tomography data, scismic imaging

data, etc.).

The image data may be a single image or a plurality of images; additionally, the
images may be static or may vary in a spatiotemporal fashion. Simple shapes such as
diagrams or comparatively complex stimuli such as natural scenes may be used.

Additionally, the images may be grayscale or in color or combinations of grey and color.
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In one embodiment, the stimuli may comprise white noise ("WN") and/or natural stimuli

("NS") such as a movie of natural scenes or combinations of both.

The scope of the present invention is not limited by what has been specifically
shown and described hereinabove. Those skilled in the art will recognize that there are
suitable alternatives to the depicted examples of materials, configurations, constructions
and dimensions. Numerous references, including patents and various publications, are
cited and discussed in the description of this invention and attached reference list. The
citation and discussion of such references is provided merely to clarify the description of
the present invention and is not an admission that any reference is prior art to the
invention described herein. All references cited and discussed in this specification are

incorporated herein by reference in their entirety.

While various inventive embodiments have been described and illustrated herein,
those of ordinary skill in the art will readily envision a variety of other means and/or
structures for performing the function and/or obtaining the results and/or one or more of
the advantages described herein, and each of such variations and/or modifications is
deemed to be within the scope of the inventive embodiments described herein. More
generally, those skilled in the art will readily appreciate that all parameters, dimensions,
materials, and configurations described herein are meant to be exemplary and that the
actual parameters, dimensions, materials, and/or configurations will depend upon the
specific application or applications for which the inventive teachings is/are used. Those
skilled in the art will recognize, or be able to ascertain using no more than routine
experimentation, many equivalents to the specific inventive embodiments described
herein. It is, therefore, to be understood that the foregoing embodiments are presented by
way of example only and that, within the scope of the appended claims and equivalents
thereto, inventive embodiments may be practiced otherwise than as specifically described
and claimed. Inventive embodiments of the present disclosure are directed to each
individual feature, system, article, material, kit, and/or method described herein. In

addition, any combination of two or more such features, systems, articles, materials, kits,
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and/or methods, if such features, systems, articles, materials, kits, and/or methods are not
mutually inconsistent, is included within the inventive scope of the present disclosure.
The above-described embodiments can be implemented in any of numerous ways. For
example, the embodiments may be implemented using hardware, software or a
combination thereof. When implemented in software, the software code can be executed
on any suitable processor or collection of processors, whether provided in a single

computer or distributed among multiple computers.

Further, it should be appreciated that a computer may be embodied in any of a
number of forms, such as a rack-mounted computer, a desktop computer, a laptop
computer, or a tablet computer. Additionally, a computer may be embedded in a device
not generally regarded as a computer but with suitable processing capabilities, including
a Personal Digital Assistant (PDA), a smart phone or any other suitable portable or fixed

electronic device.

Also, a computer may have one or more input and output devices. These devices
can be used, among other things, to present a user interface. Examples of output devices
that can be used to provide a user interface include printers or display screens for visual
presentation of output and speakers or other sound generating devices for audible
presentation of output. Examples of input devices that can be used for a user interface
include keyboards, and pointing devices, such as mice, touch pads, and digitizing tablets.
As another example, a computer may receive input information through speech

recognition or in other audible format.

Such computers may be interconnected by one or more networks in any suitable
form, including a 1oca1‘ area network or a wide area network, such as an enterprise
network, and intelligent network (IN) or the Internet. Such networks may be based on
any suitable technology and may operate according to any suitable protocol and may

include wireless networks, wired networks or fiber optic networks.
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A computer employed to implement at least a portion of the functionality
described herein may include a memory, one or more processing units (also referred to
herein simply as “processors”), one or more communication interfaces, one or more
display units, and one or more user input devices. The memory may include any
computer-readable media, and may store computer instructions (also referred to herein as
“processor-executable instructions™) for implementing the various functionalities
described herein. The processing unit(s) may be used to execute the instructions. The
communication interface(s) may be coupled to a wired or wireless network, bus, or other
communication means and may therefore allow the computer to transmit communications
to and/or receive communications from other devices. The display unit(s) may be
provided, for example, to allow a user to view various information in connection with
execution of the instructions. The user input device(s) may be provided, for example, to
allow the user to make manual adjustments, make selections, enter data or various other
information, and/or interact in any of a variety of manners with the processor during

execution of the instructions.

The various methods or processes outlined herein may be coded as software that
is executable on one or more processors that employ any one of a variety of operating
systems or platforms. Additionally, such software may be written using any of a number
of suitable programming languages and/or programming or scripting tools, and also may
be compiled as executable machine language code or intermediate code that is executed

on a framework or virtual machine.

In this respect, various inventive concepts may be embodied as a computer
readable storage medium (or multiple computer readable storage media) (¢.g., a computer
memory, one or more floppy discs, compact discs, optical discs, magnetic tapes, flash
memories, circuit configurations in Field Programmable Gate Arrays or other
semiconductor devices, or other non-transitory medium or tangible computer storage
medium) encoded with one or more programs that, when executed on one or more
computers or other processors, perform methods that implement the various embodiments
of the invention discussed above. The computer readable medium or media can be

transportable, such that the program or programs stored thereon can be loaded onto one
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or more different computers or other processors to implement various aspects of the

present invention as discussed above.

The terms “program” or “software” are used herein in a generic sense to refer to
any type of computer code or set of computer-executable instructions that can be
employed to program a computer or other processor to implement various aspects of
embodiments as discussed above. Additionally, it should be appreciated that according to
one aspect, onc or more computer programs that when executed perform methods of the
present invention need not reside on a single computer or processor, but may be
distributed in a modular fashion amongst a number of different computers or processors

to implement various aspects of the present invention.

Computer-executable instructions may be in many forms, such as program
modules, executed by one or more computers or other devices. Generally, program
modules include routines, programs, objects, components, data structures, etc. that
perform particular tasks or implement particular abstract data types. Typically the
functionality of the program modules may be combined or distributed as desired in

various embodiments.

Also, data structures may be stored in computer-readable media in any suitable
form. For simplicity of illustration, data structures may be shown to have ficlds that are
related through location in the data structure. Such relationships may likewise be
achieved by assigning storage for the fields with locations in a computer-readable
medium that convey relationship between the fields. However, any suitable mechanism
may be used to establish a relationship between information in fields of a data structure,
including through the use of pointers, tags or other mechanisms that establish relationship

between data elements.

Also, various inventive concepts may be embodied as one or more methods, of
which an example has been provided. The acts performed as part of the method may be
ordered in any suitable way. Accordingly, embodiments may be constructed in which

acts arc performed in an order different than illustrated, which may include performing
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some acts simultaneously, even though shown as sequential acts in illustrative

embodiments.

As used herein, natural scene is to be understood to refer to an image of a natural
environment, e.g., as described in Geisler WS Visual perception and the statistical of
properties of natural scenes. Annu. Rev. Psychol. 59:167-92 (2008). In some
embodiments, natural scenes may be replaced with any suitable complex image, €.g., an
image characterized by a spatial and/or temporal frequency power spectrum that
generally conforms to a inverse frequency squared law. In some embodiments, ¢.g.,
where a short video clip is used, the spectrum of the complex image may deviate
somewhat from the inverse square law. For example, in some embodiments, the complex
image may have a spatial or temporal a power spectrum of the form 1/f*x, where f is the
frequency and x is in the range of, e.g., 1-3, or any subrange thereof (e.g. 1.5-2.5, 1.75-
2.25,1.9-2.1, etc.)

A white noise image refers to a noise image having a spatial frequency power

spectrum that is essentially flat.

As used herein the term “light” and related terms (e.g. “optical”, “visual”) are to
be understood to include electromagnetic radiation both within and outside of the visible

spectrum, including, for example, ultraviolet and infrared radiation.

The indefinite articles “a” and “an,” as used herein in the specification and in the
claims, unless clearly indicated to the contrary, should be understood to mean “at least

kAl

one.

The phrase “or,” as used herein in the specification and in the claims, should be
understood to mean “either or both” of the elements so conjoined, i.e., elements that are
conjunctively present in some cases and disjunctively present in other cases. Multiple

elements listed with “or”” should be construed in the same fashion, i.e., “one or more” of

54



WO 2013/029008 PCT/US2012/052348

the elements so conjoined. Other elements may optionally be present other than the
elements specifically identified by the “or” clause, whether related or unrelated to those
elements specifically identified. Thus, as a non-limiting example, a reference to “A or
B”, when used in conjunction with open-ended language such as “including” can refer, in
one embodiment, to A only (optionally including elements other than B); in another
embodiment, to B only (optionally including elements other than A); in yet another

embodiment, to both A and B (optionally including other elements); etc.

As used herein in the specification and in the claims, “or” should be understood to
have the same meaning as “or”” as defined above. For example, when separating items in
a list, “or” or “or” shall be interpreted as being inclusive, i.e., the inclusion of at least one,
but also including more than one, of a number or list of elements, and, optionally,
additional unlisted items. Only terms clearly indicated to the contrary, such as “only one
of” or “exactly one of,” or, when used in the claims, “consisting of,” will refer to the
inclusion of exactly one element of a number or list of elements. In general, the term
“or” as used herein shall only be interpreted as indicating exclusive alternatives (i.e. “one

k11

or the other but not both””) when preceded by terms of exclusivity, such as “either,” “one
of,” “only one of,” or “exactly one of.” “Consisting essentially of,” when used in the

claims, shall have its ordinary meaning as used in the field of patent law.

In the claims, as well as in the specification above, all transitional phrases such as
“including,” “including,” “carrying,” “having,” “containing,” “involving,” “holding,”
“composed of,” and the like are to be understood to be open-ended, i.e., to mean
including but not limited to. Only the transitional phrases “consisting of” and “consisting
essentially of” shall be closed or semi-closed transitional phrases, respectively, as set
forth in the United States Patent Office Manual of Patent Examining Procedures, Section
2111.03.

All definitions, as defined and used herein, should be understood to control over
dictionary definitions, definitions in documents incorporated by reference, and/or

ordinary meanings of the defined terms.
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Variations, modifications and other implementations of what is described herein
will occur to those of ordinary skill in the art without departing from the spirit and scope
of the invention. While certain embodiments of the present invention have been shown
and described, it will be obvious to those skilled in the art that changes and modifications
may be made without departing from the spirit and scope of the invention. The matter set
forth in the foregoing description and accompanying drawings is offered by way of

illustration only and not as a limitation.
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CLAIMS

What is claimed is:

L. A method including:

receiving raw image data corresponding to a series of raw images;

processing the raw image data with an encoder to generate encoded data, where
the encoder is characterized by an input/output transformation that substantially mimics
the input/output transformation of one or more retinal cells of a vertebrate retina; and

applying a first machine vision algorithm to data gencrated based at least in part

on the encoded data.

2. The method of any preceding claim, further including generating a series of

retinal images based on the encoded data.

3. The method of claim 2, including determining pixel values in the retinal images

based on the encoded data.

4, The method of claim 3, where determining pixel values in the retinal images
based on the encoded data includes determining a pixel intensity or color based on

encoded data indicative of a retinal cell response.

5. The method of claim 4, where the data indicative of a retinal cell response is
indicative of at least one from the list consisting of: a retinal cell firing rate, a retinal cell

output pulse train, and a generator potential.

6. The method of any one of claims 2-6, further including:

applying the first machine vision algorithm to the series of retinal images.

7. The method of claim 6, where the machine vision algorithm includes at least one

select from the list consisting of: an object recognition algorithm, an image classification
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algorithm, a facial recognition algorithm, an optical character recognition algorithm, a
content-based image retrieval algorithm, a pose estimation algorithm, a motion analysis
algorithm, an egomotion determination algorithm, a movement tracking algorithm, an
optical flow determination algorithm, a scene reconstruction algorithm, a 3D volume

recognition algorithm, and a navigation algorithm.

8. The method of any preceding claim, where the machine vision algorithm exhibits
better performance when applied to the series of retinal images than when applied to a

corresponding set of raw images that have not been processed using the encoder.

9. The method of claim 8, where the machine vision algorithm exhibits better
performance when applied to a series of retinal images including natural scenes than
when applied to a corresponding series of raw images that have not been processed using

the encoder.

10.  The method of claim & or 9, where the machine vision algorithm includes an
algorithm for the detection or identification of a human within a series of images; and
where the machine vision algorithm exhibits better detection or identification accuracy
when applied to a range of retinal images including the human than when applied to a

corresponding set of raw images that have not been processed using the encoder.

11.  The method of claim 10, where the series of images including the human includes

images of the human located in a natural scene.

12.  The method of claim 11, where the scries of images including the human includes
images of the human located in a natural scene that is different from asny natural scenes

used to train the machine vision algorithm

13.  The method of claim 8 or 9, where the machine vision algorithm includes an
algorithm for navigation through a real or virtual environment, and where the machine

vision algorithm exhibits better navigation performance when applied to a series of
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retinal images including a natural scene than when applied to a corresponding set of raw

images that have not been processed using the encoder.

14.  The method of claim 13, where the machine vision algorithm exhibits fewer
unwanted collision events during navigation when applied to a series of retinal images
including a natural scene than when applied to a corresponding set of raw images that

have not been processed using the encoder.

15.  The method of claim 14, where the series of retinal images correspond to an

environment that was not used to train the machine vision algorithm.

16.  The method of any preceding claim, further including:

applying a machine imaging algorithm to the series of retinal images to identify
one or more retinal images of interest; and

identifying one or more raw images of interest corresponding to the retinal images

of interest.

17.  The method of claim 16, further including processing the raw images of interest.

18.  The method of claim 17, where the processing the raw images of interest includes

applying a second machine vision algorithm to the raw images of interest.

19. The method of claim 18, where:

the first machine vision algorithm includes an algorithm that has been trained on a
set of retinal images; and

the second machine vision algorithm includes an algorithm that has been trained

on a set of raw images.

20.  The method of any preceding claim, where applying the first machine vision

algorithm includes applying a navigation algorithm,
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21.  The method of claim 20, where applying the navigation algorithm includes:
processing the series of retinal images to determine motion information indicative
of motion at a plurality of image locations in the series of images;
classifying spatial regions in the series of images based on the motion
information; and

gencrating a navigation decision based on the classification of the spatial regions.

22.  The method of claim 21, where motion information is indicative of an optical

flow in the series of images.

23.  The method of claim 21 or 22, including:

using a convolutional neural network to classify the spatial regions.

24,  The method of any one of claims 21-23 further including controlling the motion

of a robotic apparatus based on results from navigation algorithm.

25.  The method of any one of claims 18-24, further including controlling the motion

of a virtual object in a virtual space based on results from navigation algorithm.

26.  The method of claim 24 or 25, wherein the navigation algorithm was trained

based on image data representative of a virtual space.

27.  The method of any preceding claim, further including: training a machine vision

algorithm based on the retinal images.

28.  The method of claim 27, where training the machine vision algorithm includes:
(i) applying the machine vision algorithm to a set of retinal images to generate an
output; '
(ii) determining performance information indicative of the performance of the

machine vision algorithm based on the output;
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(iii) modifying one or more characteristics of the machine vision algorithm based

on the performance information.

29.  The method of claim 28, further including:
iteratively repeating steps (i) through (iii) until a selected performance criteria is

reached.

30.  The method of any one of claims 27-29, where the trained machine vision
algorithm is characterized by a set of parameters, and where the parameters differ from
the corresponding parameters that would be obtained by equivalent training of the

machine vision algorithm using raw images corresponding to the retinal images.

31.  The method of any one of claims 6-30, where:

processing the raw image data with an encoder to generate encoded data includes
generating encoded data that contains a reduced amount of information relative to the
corresponding raw image data; and

where the machine vision algorithm exhibits better performance when applied to
the series of retinal images than when applied to a corresponding set of raw images that

have not been processed using the encoder.

32, The method claim 31, where the amount of information contained in the encoded
data is compressed by a factor of at least about 2 relative to the corresponding raw image

data.

33. The method claim 31, where the amount of information contained in the encoded
data is compressed by a factor of at least about 5 relative to the corresponding raw image

data.

34. The method claim 31, where the amount of information contained in the encoded
data is compressed by a factor of at least about 10 relative to the corresponding raw

image data.
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35.  The method of any preceding claim, where the vertebrate includes at least one

selected from the list consisting of: a mouse, and a monkey.

36.  The method of any preceding claim, where the retinal cells include ganglion cells.

37.  The method of any preceding claim, where the retinal cells include at least two

classes of cells.

38.  The method of any preceding claim, where the at least two classes of cells

includes ON cells and OFF cells.

39.  The method of any preceding claim, where the encoder is characterized by an
input/output transformation that substantially mimics the input/output transformation of
one or more retinal cells of a vertebrate retina over a range of input that includes natural

scene images, including spatio-temporally varying images.

40.  An apparatus including:
at least one memory storage device configured to store raw image data; and
at least one processor operably coupled with the memory and programmed to

execute the method of any one of claims 1-38.

41. A non-transitory computer-readable medium having computer-executable

instructions for implementing the steps of the method of any one of claims 1-38.
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104, L AR & 100 oW 5 e ATHME . BRI —f, fE— L sui R, Bk
102 AR D SL M 104 2 ()R B A m 8 5 E 5. Bl an, AT LUAE 3R Sk I AL 2 iR 4% 2 18]
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ff] USB2. 0 4% MR SEHU AT 20 B 5 ¥4 / BHHdR &Y. R eElET P, EHE LM
IR (BT AT E O, Wi AR TZE OMAP3530 AbFE S8 R K BB E S AL HES (Texas
Instruments, IXHLHT, M EERT M ) P IFATED . &R T P, 0T DUFH M EE
R RE, AIEA LB L IE R . B8k 102 S4mIMAEE 104 198 O v B8 SR e AL
PE AT T SE T, A FEEAN R T, #4741, flhn TEEE1394 BF USB2. 0 ; FHATHE D B34
I, 40 NTSC 8% PAL ; ok . 78— Esoitih AP, 383k 7T BLS G R SR AR TR AR Rl B[R] —
AR L

[0092]  E A SCHT IR B FE A, SrhD SRR 104 S FE5 I A9 AL T2, 41 3 4L 15 S 4 65 2%
14 % 5 i A ARG, ASLADLAT IO I B B OB 1 . R RAS B B S L B RV BE R,
FEAE R A o 9040, SR EE S B H T DR FE AL 0 RN B S AR (M (BRI FE X, BT IR IR
S5 Sy 5B PR 44 el W D0 SR, R AL R A BB R A . BT IR i HE R R LU, 4 m, FR oAl
X P L A 3 B 3R (A3 R, B, WL PR RS R R £ PR o 0 ) ( B R DB s A I
AT ) o JRED S % TT LAFE AR Hh A D R LT 7 A Y ORI Tk R

[0093] fE—6szifi A R, o TAEAE AN FI SR A4 0 Byt 40 B, TN Rl dm i s i SR & Al
A FE T 58 D R IF 5 UL BB B b B . 25 R T e R A MRS A (BT, ON 40 L B OFF 48 )
it R, BRSO b S AL (A, E R R R ke 5 40 M SR I A B ) XA . A4S
R R 104 B Ik —ANGRIE ST, BTk 4 088 7] LA AT 84, 3X AT LA 57 #b Bl E i 22 /b
—ANERZ N E AL SR SE .

[0094] 2 J2 56451 15t B 4 A B2 A SR 104 B 451 M SE e 7 I BRAE AR . ZE2P R 201 7,
SRk B 104 BRCR B AL 102 (B — S H e A HIRIE ) M—RIER. ETEK
IR 002 o, X E 4 G 4 T TRAL IR, 450 40, EFTA MG RO LU / B, S IR PR IR IR A
TR %G, #eI G,

[0095]  ZEHIE 203 1, X B 4A G BE AT 4 31, LA R 5 7 AL X HE 40 P v N T 3k TR 1
(=8, Fitn, E—A i R, 76 B G KR 0B, 4545 40 38 Bk B 5 I 4t B
AV AS Ak H AR, BT (B 5 4 ik PR 7 45 5T 38 400 I 5Bt , el W0 U S 4 B ( B e ) B
AR N . E— AN R, AR AR S T X T4 B R E €,
ok B S P, O ZEALE (x, y) ARITTE, SR E (x, v) Ak EA0 10 5 40 M A 0 r 43 2R ot
[0096] {78 B IR, 75 —LesoiE 7 AR, $ifig 28 AT LU= A4 P B B0 T AN A TR R AR
o 7R B PR 40 L S B Lo 53 , S T3S O HE AT LA S b SO R R 40 R IR S
AP A KA RS BEXT N .

[0097]  7EABIE 204 ¥, 3k B 1R 203 HIgmid s B TAEBOE THAAS AR R 106 4
H O (FEAS ST ABORR A A0 0 JEE P15 k24 PR sk e R B e T A2 A £ 46 B BT PR ) “ A Y
R G R BE “AR I EE BRI ) » 040, TR G AE BAE i A AR SR PR AR L
U0 SCET AR, BT LA AR i e ST AL B P 5, e AR IR EMR R NG R SR AR R
ch B ST RO AR (R R (WS B 3) « BT LA P e S 2R A5 2R 0 B 2 T8 A AT
BEMFRR, AFEE AR LN RR BARNXER KRR, S, BERHENGRRE
2 [ B ET LU AR A @ MR, SIS A BRI, FE— ity A, R
14 Hh s e A7 2 T DA P R BT T AS R SR SR s (0, 70 WL P I I 4 e £ R AR ) S I
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H R, BAMEE B S [ A AR AL LS B S X Y

[0098]  FERIIEAIZEIR 205 HF, AL A B B 0t 5 BAAG B . T LAT AR AT B @ B AL BB,
FE, 000, BRI R BUY) SRR AL B , 7EA5 IR 206 H, AR R A R 500 e 1 BUMLAS AL
FEER 106,

[0099] HMEIERERIE, £ — Lo N, AT LA WS P38 204 FIP 3R 205. FEXMIELL T,
D B f % Y AT DL S A BN BS L R AT A B . XA PR AR AR S, W F 3
1 58 0 B 5 T, 78 B L i R X W] RE A B B0l AN IO ML AL SR, DABRIBCR % 3
17 G B SR BV N . AR, FE A2 SEE T R, BT DUE S ] S i J7 NSEE, A
EEMHE RN OEE.

lo100] ZE—sssEii TR T, BRI PATHUCEE B IR, G 4 B T BB K. Prid Fisk
T A 0B R B T VRS (2B U, I AT LAFE AL BR R % B TIAL B SR MR P AT, BT IR T AL T 2P R
HAH REE G 1, B R X, X EER SR TAEGEN. ERERENE, T X 2R
B ARG EE, B 1 (G, t) RFEEZEG TG MIE § M6« FERE, HH X3, ) AR
BB AR N S . FAL S A R LUHEAT A0 T RS 83 X (G, t) = atb I(5, ) ¥ 10, )
BRET B X (G, t) , o a il b G T MR 8, Bd % S5OH % B0 S tH 57 BB R B2 Ve EE A O
I 2 5 B TAEVE R .

[0101] A LMFFHAZE S (variable history) BHATEFTHEE, LIFHE o A1 b K&, FF H
A LAE AT AR B X EBIEARSLMT (B, RNREREA RS ) HWE.

(01021 SFREERGET S, 4 &8 jAE ¢, 1, t) fXG, 0 HRE—ME.
[0103] Xt FHGEMET S, RAMRRER, BELEA B HTFL.GNESSEEE.
TE—ANSEiE 7 A, S &AL FIRS IR ¢, 58 1G5, t) A=AME (1, I, Iy, B =4

K X AE (X, Xy, X3) o

[0104] FE— A sEi R, KA &M - JE4% MK (7 Chichilnisky EJ2001 ;
Simoncelli et al2004 &k ) LU P IR, KPP &AL 4 Mim FITERATZE A
g

1051 X, (t:X) =N, (XxL) (5, t) (D

[0106]  Hoof * BRETEHM, L, R IERS, L, XN FH o MRKN &, FFEN, =2
Bk m AR AL R, I AT ET TR, X BTGP RNME, | RBRELE, t
BAE], FEJS B AR ARZE N, SRAE RN b ST BT I R R A R Y R PR AR

[0107]  SE 2 (6] o oM e 1) BR B B SR A% L, S8tk Bldm, FE— AN sE 7 e, 25 [8) B
W PR P SR EIARCE SR (B, FARNLF Mk F B ) (BT LUE R e B A
FR, W FERER M., £ P, A E 10X 10 FIEREETIH K,
AR ZSIE Hy 26X 26 B (HPEMRE SRS MEERN 2.6X2.6 ), ERBAT LM
TR TR, BN, TR TR0 R R 2 ST 41 A 2 (8] T AR B M IR =S (Rl B
Ak 7R R T AN R, ST S e 2 RSP ET BEASIR) (g, AR B4 2 0. 1}0. 1 &2 30X 30
BE, Hood B F7E 10X 10 BB RS h, £ KRB 80 ELL 0 0. 01X0. 01 EE 3X3
BE). BILLERfR, 152 REF B0 A R G AR ~HUR TR 5N e I SE it 77 20, FEA R Bk
BREL TG EMENAEGEBR . ST EREERRES R, 5 rE R BaE T U
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ARG MAR 2R A3 23 18] Fp RIS TR T AN [R) (B, A ERZY R 1X 1 = 25X 25 R &K
REF ) o AR, B ] R B e T B 18] SR O AL BB 2 FH4H B, L 70 e B ) B ) 3o S5 i) 1) O
£E5 % (Nirenberg 2 2010 ;Pillow JW %5 2008) . AT LIER HEBAHE, NERE
Rz .,

[0108]  FEFTIRSEHE T A, B [EREAESBE 0 18 AN BF (] 3R, 908 67 240, BHFLERTIRIN 1. 2
Fb, B T DME I ECE AR T . B0, B T R IR 40 o EL A5 AN [B] B Asf AR 1 5, R T LA
B B SR 4 I ) % BE R 26 7R 41 R h ) 22 B B BR B AT LA TR (8 G, 85 2 1 18] Oy B
MO.5F 2. 0%, BRECHERL MM 5 FE 20) . AR FE AT LA A0 A B i A F , B2 b
AR IEAE LIRTEE Z Y .

[0109] EFTLART 23 1 BT TN, LLELIEE B dm il a8 B i A0, RSB R4 s (B, 40fE m
BZFE A IE AT TS ) FNEE A M HE BEAE 2 (Nirenberg 5% 2010 ;Pillow JW
% 2008) .

[0110]  ¥ESA—ANSziiy 2, ik vEses L, WS HL QI A, Hooh & T0k 25 1] o 25
A 18] B B AR ‘

¢
o111l L,=Y.5.®T,
k

l0112]  HFR®FTRAMA, S, F1 .k 45k kth Z A F06 (A %k k WTEEA 1 £ Q) .

[0113]  ZEASZHEFT R, (BT SCHTHIR I, AT LAXT 4% 25 18] & B AT S 804k, Bl an e g R4
AR AT, BRAE S PR b IE AT R R B R . AT TR , 8 AT LU % B ) iR HodE AT B4
A, 4811 7 58 BT 1) R AR A AL EE 2 0, LA B 7 JECAth B (R SR A by 3 BT TR RO PR SE R B )
IS HA A T 58, W IEAT B pR 2 A

[0114] ZE—ANEHiF A, Q2 2, M L, ATRLRR A

ro115] L, =857 +S5,8T,

[0116] HrH®FTRAME, S, Fl T, Form & — 25 (A FNET 18] R 40, LR S, 7N T, R R X =8
V) 0 B ) 8 4

01171 % L WA S5 (RREE ), TRERANREHE PR (GRS B/R
~}) FIESEE (R ZB WP ) HOEEE - T RN M ARG B & BRI AR, HF LTS
LS H R B /D, A A B T SEPR B AL FE PR () n, e R AR R A 1
R . B, B SEEE RS BRSPERE, WEREABHER. WRSHUELLZ, N
BT S HELE SRS, B RER BB ER (AR D FHEENERBESE
BE TR/ 2 OB 3 DR G 3B 4 ok B UL FR SR, BN “ Bl Smg o il wT LA 10 MXE
2RISR R HO I A R # (B3 18 M EIER, &0k 67 =) #ATSHUL 5 RN A K
“SeRAm) 1, MIERGRAD SR T VE” 330 (Nirenberg %5 , 2010 ;Pillow JW %5 2008) .

[0118]  SEF S RBELA BT IELME N, BT S5, BR BT LURAR S MM ITIE, i1
SRR BN R A RS BV EB AR R TE. E-AEET R, AwE T
ANGE S SRS R BT IR N, BT S 5L, X4 SR TR B LIVER IR AR
TR, BB ERE (B R ERATEEMEIITR) . FEFEDPNE s LHEHER
S RIS S HETE R T LA 2 BB /DY) 12, 45 55 0 I8 BE 2 78 2 AR f 2 Tk DR 25 4
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(01191 XN THRFERPBMS, BT EREM - JE&E (LN) KECUAL, BB B IE
TEARBIEEREN. SABSERE, BRBETF, ATHAEMNSMECIRKESFRNAS, 4k
P - JELE - 261 (LNL) ZRBk. Bhot, BB m LUK B g s ™= AR B e it (LR
3C) VAR ARSI TTRI AR LR R, tn (Pillow JW %5 2008 ;Nichols &5, 2010)
AR o 1B, T LA R S R B S e A R AR BRI AT B IRE B, X st
BRI R A 1 P AEL PRI IR SEIR .

[0120] A ZREE¥ D IBE AT LIE B AR A . AR JE PR MG R FE LT HEEY :Pillow
TW 25 2008 H BT IR BRI B 2] A MG ROR BT B B TE) AP K AR 47
M RSB A E A SRR, BB A R EUE S SER BB E R B R (A
S ESAE AR ) FdEg A E (B SELEIEL R BT B B MFR B5 S TR )
BT 4E BB L 25 08 4 SR o L 28, o i SE IR SR A e HL R R R 8K 5 B A% R 2D B I 2 A
WA, FTIR 4% T0 o 25 8] 40 B iR 50 5 28 6] B B0 4 4 ) 28 R R 4 1 3R AR, Ol i S 3 B dR
e PR ES AR / BRI A R UL — 4 R R B R M 4 A R R R, B R AR A KD
NT- 25 ) B8R B AR AR B, T S B 1 R FAE 5 ARk T B R el — A BB ARG
KR, B 2 T, AR AR / B R EGE I SEI MR e, AR RN B AR A Bt O 28
A ELTT RS VR 3B 5 A i e T B T e T L S R LR R A (ol SR IESRANARL)
RS RAE.

(01211 UN7EB A B B ik, b SC ARk S0 i Al 2% BT LA 3B IR ALl b AR 4L S S A R i
MM / B ThEs . AR, R T, B BE T e EE MR
Kb fg BB 00 T PR {1 5 6 I I8 1 RS O 2 1) O R M B R ARAB SR R B BRI, AR R
¥k 1 E 0 EBRER TS B =20 E, MAKRECY 0 NR\ER S5 KEIREME
AR FTREEAR A -

[0122] {4, 76— Lo Seili 5 0, 1R 4 A 28 AT 11500 5 5\ ) R0 A 4 55 25 03 B
H B FE 0 8 A B R SR AR AE SR R ECH BV 0. 35.0. 65, /04y 0. 95, EUE T, B, 1E
0. 35-1. 0 B EAT 18] T 56 B 0 T B P, BTk S T iR e 2 B 2% ) 7 5 S ) o N R SR e 7
e, FE— sz 2o, TR IR AR — R ARG (B, I FHARR SR ) .
[0123]  7E— oSy 20, X -5 5 V6 B A AN A ST T 3k 288 2 £ A0 oY I o R 5 A UL L
SO0 PR RS 0 B N, / Sy T RS, 94, A5 1) - B () AR Ak B AR 37 5 o 7R LR ) S DT AR
Bk Be A B AR S I dmtE 2R FE 4T .

(01241 [ 18A-F 261 P48 T, 24 BRI IR H, B35 KR A ST ST INRET, &
A (A RHATHE 1-6) BIAL AR AT SR R f M B . ERIRE P, 220 B 102 W MM £
M — R (LN) AR B, 3 B I BRI RAE A 15 P Brid 28 B 2t - Rtk (LN)
RIS, B e E A E & (PSTHs) Bonthas. H MMM - JEgdt (LN) BELIT
o AL 5 T O 4 e R R SR R Y . S MM R, AR FRIE R BT IR K B MR - AF
2tk (LN) BT TF & R 5 T Ae S B0 40 X T 3 M 5 R B 4R 3 S5 o)V 6 i 7

[0125] SR BT, Pl 2 (A 20 B iy A Ui 2 7 A1 2 v e R R B B
R B R . B FTR, FRAE LN AR BRI B RAIBORN R IEE A R 2 i, AL
75 R R BOOX MR IR R & 7m A 5 B S A i J A R B VS BE I AR I AR R . S AR R, A H
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VE BT LN AR B B A ARG SRS R, E R IER A AN .. B ERRE
MAEESLg AT = REITE. (EREENE ATIAERYBRRNERS
TSR FIARE, B A EE AR MR, EFREES, EHEENE, EAME
A (B SE 4 B P AR 2R B AR ) B vt . B S (EBE RN &, AT IR BB ) g g 2315
R M B O 2l i 2 HAh F R BHES, BFHE . A ATE Z TFAIIIE . LK BIR,
INENMNERI R, B AR N TP B, LA Nirenberg 25 . Retinal prosthetic strategy
with the capacity to restore normal vision, PNAS2012, LA 7] A

[0126] www. pnas. org/lookup/suppl/doi:10.1073/pnas. 1207035109/-/
DCSupplemental 3R45 KBRS Kb FE (5 B E AR )

(01271  AJLAM PSTHs 18t FHEHIHE R 4518 . ¥R B ERZE B 7 1 2 B S 40 S 2
FERATER iR K B8 B B 0D 7 ) R A R A B P P S5 AR AT R o BRUE LN AR BY /D i e AR 1
V2 451E ;& 18A-18F IR E Y B/ T ARMER R BTt > X AIFFIE R0 1. (BERAFHIE
BT AR R, W] A IR T R SER ARAE , F BT A [F A MR RS R ikt (FE
BN APt B TF 2 HAMPE ) .

[0128] & 3A 5B T R GG R G L e L B MR . AR A BOR T BB Sk 102 ZRHEL
B RIS BRI B Tl TR, BEEGRREBAPITFIE TS, RBERT
R S PR 0 0 5 PR 452 f o T o, L v BT i AR R R B R R SR BT 5 el R TS 2R 104 B2
S R R T R . B T TOANAS R B9 AR X HE B 4R, L o AN AN [R) B 4 A )
(OFF kA% 48 2. . ON k4% 40 2 . OFF [R 40 AN ON R4 ffL, R AR ) « FHEFEEKEZ,
TR PR A ) B PR AR ) 2 o 4 R SR AR R 104 7F 58 OB JE P AR, LSRRI I R ) 4k
B IR N (I FraR, 29 80 =18 ) .

[0120] FTEEEMNE, BUEE MMEBGFAEEMERELENTRAEEGTHEER
BE. 15 BEKED AT LA R MR D ML B AR B S T . AL, B T g A AR AT AN Y R
(K947 9, 3T T — LWL 2405 N, (R E AR E G 1 BB AR A SN eSS
BT 75 1 B A, AT AR VFHLES AR B AR B 106 M RHIA RIS AT

[0130] [ 3B-3F /- T HE 3A BJ5 — XM RGE B (B 3B) A ARER (
3C-3F) HIBCRE . ERIEBRB A, — AN NBERE—MEXT S B2 R 22PN A M 2
¥ah. BEEENE, EFTE R MEER (B 3C-3F) F, BENE LA RIS
,

(01311 T ERIABARER. it TEXFNEG R, “Bsh A 52 "R N I B3 R
BEAMI AR, XIEAR TiEsi A M. Bk, BAEGPEEHEEREESEBD, ERE
VEFAE , EEARE, BN A .

[0132] FEARWE, RUWHBEHARTAERRITHHRENSEE. W2 U, FMiBEE%
BHH BRI R RS IS IE. AR, SRR X LE 10 2 Sn b 25 A HUA AR ZE XL P I 11
AL —HLHE R, REFLEMEMRAEERLH T 2EMS NE (EHSHE
SR NTERE ), T LB R R, X T H AR AN BIR, A0 AR AT BE0R R LA 2K B Y
FRIE . OS2, X FAEE 25 7 B BMR, SRR RO RFE 8 5 2 IR Lo T 30 F 7 AL M IR g4k
TR R 8 A B3 HRRAIE  [RILE, G0 R SCRT AN FE IR, BT iR M IR G T E A A &
SRR TRV SR B, R M R B G &R AlE L s (i, ek pg |2
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RBES, Fl4n, T RH R BAERT T B 2R M A\ S e AR B AR P =M.
S Bl B R R BREE D RO & )

[0133]  7E—bsEiti 2, 4n il 28R AL B R S IR (0 B [8) 5 Fh T 3 SRR 1 5 HO AU M0 R 3
A7 B £ B T et 18] K B R o FE N TR K SEE 7 2R, JmRSs DA RS 42 52 i b 38R f B [H) 3847 . 40
A SCETE B, AL BRIE A A AR 18 B35 3k 102 R B0 38 U P 284 kAR B AH I i
Y (40, AR R AR R0 A ) 3% LB ML AR B 106 Z RS [) &. 7E—L8sEiETT
o, GRiBAR SR B IR R 6] /N T4 50 RPN T 20 ZR L ANTL 10 ZR0NTA 5 B
%, B, 75 5-50 =R B AR TR BERERE A .

[0134] FRSHE 1, JLEAW LR 106 N 4a 0 25 A B 104 82 AL P I B &, It AT
18] 40 15 AL SR AL S F R b FR T iR I 1% . REACIRA T F 2 XERER, 2 3 A% 1)
B I M 5 i ) 3 A R A A, He BT A R e R B, FE R B] B 3 5 2R, AT LA
ffF F 7F D. A. Forsyth, J. Ponce Computer Vision:A Modern Approach, ¥ & &% #f « &
KW BR #E (Prentice Hall), & — kR, 2011 F0 / 8¢ D. H. Ballard, C. M. Brown ;Computer
Vision, 4% HF « B /R H R 4L, Bri&vE, 1982 ( Al F http://homepages. inf. ed. ac. uk/
rbf/BOOKS/BANDB/bandb. htm 3% 4§ ),R.Szeliski, Computer Vision:Algorithms and
Applications, Springer2010, F]F

[0135] http://szeliski.org/Book/drafts/SzeliskiBook_20100903_draft. pdf 3k
#2) .LLRE. R. Davies, Computer and Machine Vision, # VUK : Theory, Algorithms, Prac
ticalities, Elsevier2012, ob BT R ) — Fh a2 P R

[0136]  FE&FhSCi 5 20, MLSEM S E 106 7T LLSZiE— I sk £ ] F it BV &
VEBERAE TR, 5140, OpenCV 348 - BLFE AR — 1, RT7E

[0137]  http://opency. willowgarage. com/wiki/ 3%f5, B HiE K (Gandalf) vHEHAL
R4, ATE http://gandal f-library. sourceforge. net/ K13,

[0138]  HLEL ML BEAEE 106 7 LA A A0 9 5 P 1 LA SEAT AT & & AT 55, B3R R BIE ST
(i hm, 3% R R BG4 25 T BB IR B TR IRA L E T AR EGRR. LM
&) SBHRONTES (B, BEIESHHAE GEFBE ERNES) BEAES (Fl, 5%
B ZRARIRAE) .

[0130]  7E—SEsZHE =0, LIS LA AR R 106 ADKBALZ R4 b T8, RS AT A28
SEWRAKLEN, FRBATUESHAES. FRE e VB SIS (B, K L
(BT A0 A L R BRESRE ), SE T LB SR B .

[0140] 7E— L5z a0, MLER LB AR B 106 7] UKL I S a0 A W B R A T4 P iR ]
1%, B85, B, —B LG AR, tn Canny AT s “Hr il G ECOR B8 T ARAL
— S G IEE A B GRS I TT B89 B ko KR I I I FH — T B 25 T e e, 491, R R
(Hough) #2#t.

[0141]  FF—4bshE Ay ata, HLES ML AR B 106 ATARIE AL M IS B G RTH B 6. JCU AT e
AR R (IRESEIRE L ) SR A AEYIEE) T R R R E AL %R
SESER . SR TEA SR ER NP, GBS B AR E R [E YR
FrEaE s, BTSSR BT DLV, AR MR B TR T IE.E S TTE (W
Lucas—Kanade .Horn-Schunck.Buxton-Buxton i Black-Jepson 77 ) < B/ B #ULAL 77

=
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[0142] ZF—UesEHE =N, MLESAR A ER 106 T LUK — 0Bk £ T B 158 # #3A T 45 %
YL R ER (040, T IRB B AR ER) « B BB S REN REITEETE
AR T BT B 5 BT A gAa I (Fln, R ESC R R G R ) (KA K
BB SEFFEETRMO TR E (B, KPEFE) BRI TS ET0KE
AR T v R TR B 05k 2 RES B ¥ B30 B ETHE M Ko E %,
[0143]  ZE&FPSEHET P, HLESML AR E 106 AT LU F A 458 P B 40 B faT T B 2 X
BARBATE . HENZ I BEARGEMESEY (B, GBS EER) L E#3 5%
23y s, fE—Lesziiy R, HIESPL R R 106 AT 3G A LA Y45 B FHAT & FP LSS
H—FhER 2 TN TARE R4S .

[0144) & 4 254045508 T A FHLERM 3 B 48 100 FIVIZRIL 8870 SR B 106 A7~ P4 0 Il 25
F%5 400, PRV RS AFE RIGIIZE BRI 402 (B0, FiE BB EIRE )  miDas s
404 FLEE AR 108, UL A 384128 406, BTk Rid 83 Btk 404 #R4E R 4R VI SR G R A A 3T
TR AR RS A T B, HLES R R 108 M Zw AL 28 35 A0 90 FE B4, 3 1) 2% 406 IS I 5F
R4 e 1 0 280 e R BSOS ML A AL A B R R A

[0145] 5 22 UL HE I 2R R 4k 400 HIHRIERORAE R, 7E0 3R 501 1, g% 4% 404 MYF
402 Bl EE . B, G EGTUR—RIIKEEZER, XhEGKSE —#0E
S 5 ST PR Y, T VI R EMR B B8 — 30 5 R R .

[0146]  7EH 8 502 wh, 4rhlsddg B IA I 4 B 5 oo MM IR R . 722058 503 o, Brid 4l
A i [ 5 e L BB AL B AR 106

[0147)  7EH I 504 1, #5588 406 HEMIHLES AL REER 106 78 KL ERAN FA 1 4R ASRAT 4255
B HOTERE . 7 B S B R T b, HLER LA B 106 AT R BR IR BB, A BI85
R 43t S R 1 R . RS UL AR A BE AR BR 106 ZEPATAESS (B, B X 7%
VEBRREAS R 2 ) BFIOEES. INERPERS R LR, MR IR 505 455, iR PERE
BAREEES2 R (140, f 5 A S B FE 7 ) , 7620 38 506 H7, 35128 406 U AL A5 LA
Kt 106 (45140, Wit B — B2 A SR S N THE M4 F 1EERS ) JF Rzl
FRIR [EI 25 0 503, [EIML, #4128 406 & BRI M Ak 106, BB H kARl 2RI #E%
fI7KFE (i, B RIRTBEERF ) .

[0148] {HENFE MR, MR TR, v UMFAREEEERBK L. B, BT
A AL 42 ot vk e 5 B S8 AR EL A, N SR AT SRR s SR HE ) (5 dn, FErPaE AR ER RS E
ZEERF AR R T BERF ).

[0149]  7E&FhSZiE =, FLASAL SRR 106 AT LB B R & E A, @ H
BINET AN TEEINRS . R, M THEZNATS, YLES R 106 7] DL ELA A
BRI T . TE— X R S 7 2R, AR YR X YR B AR R B (A A IR P R AT AR
it 7 B T BB 4325, WL 106 Bl — MR EAN REREW—H A B AT (Fln, Hlas A
IS ) « WRLE D, IR T & 22 0t RI, (UK T2 B BRI R. BAH
B, AT B0 003 S B B ANIE A THIX B S AL R AR X 18] B B0 A AR L B PR RE

(01501  filtm, & 6, ZE—AEME TN, HLERE R 4T 100 4 FH k= HlH 48 A 600
i R BRSO EREE, 51, iR TR HEE . MBS R ARG K 102 RETENLESA
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600 L, 7 H BT seHi SR LES AT AT 2 = 1948 .

[0151] sk B #i5 3k 102 BIRLITIR B gn Rl #s i 104 K038, LLF=AE 40 M0 AR B 4R L« 45— ~471)
T, 2 B8 A H AT AR UL SR X B 22 AR ML R P RE (4, A R ARRAETE T an B4R N
o B S /) LA S 4 B AR RS B8 S BURPI M & 7 A TR B4 bE 38 S B gmig 2% ) . £
— R GLR , 2 65 B8 R B AT DU RN P B A 42 1 Al e M e (A AR AR T 04l
TRRE F B R “HRpP 45 A ARG 2 S BORPI M E S H 0 BT M 4RID 8 S B ML ES ) .
[0152] A HE & BRI, B4, EFE YA, U e BE AR E K BEER. 8
B, B % P BE RS O A B BRI S5 B AL A A 600 B4 iR x R, T B B R AL B R
BENBR NN ST R . A T 8 a8 L [AS, MBS AL SRR 106 S HINLES NEI—E 7 |8
2, Bk 5 17 55 B 5 o8 sh s B8 AL B X Y .

[0153]  #ldn, FTE—ADSEht = (Al 7 B ) o, 33 (BN, WM IERMEEE IR ) wE %
AEISET02 AN = 7 FIR/NERIB KR . ERASEHEA R, ERIEAES, I HEN
SRR TG (BRI 40° ) WNAER A BTG, NTERE N RKIEKFERS. 7°
fETE A A b, ST R EIE S T i (BD27° ), AT A1 IX Lo ith [X 3 B 35
13.5° ). LARUARFIIEIRG (a0, 15 2 B0 ) ML BE R 7 FI SRR P A IE S RO AR R
AL BIMLES SR 106 FAT . i TEA M BRI G R 7 5 N A B, HLas A5
BRI N W R I8 B — 3 X IS B Z 4 (CNN) 704 1512, BT B A1 B 45 B
R IR ST IR RAT 2 Bk A B0H AT LR SN K 1 IIRBEARSE Li, P Li 2
AF 1AM Z 885, 1 REEFTRR P IER S8 M TR E, 3 B M ARRIER AT
S, Fitn, METLAR 8, EILE 8 MhANE R EER.

[0154] 4532 N A2RIREF] 706 ;2 1k, B 1) R e AER 708 1R B I R 7E o IR FRRE
AR BARKIE (Frem R ) et 2% Li B/, mRE LA KIEHE N
B8 I BE 40 2, B R P E AR R 708 T B BB A O R I, (AT e g B/ ) 5 AR
B ARG M A R A — B X IR, — Bk B AR, HLES AL B AE TR 106 ( BT
= ML RE B 106 H %G A g Atk 708) B BhEk [AFE AL XY B ARKIBRAH O
[0155] b3 PHREIM]F RIENI RN U NSRRI, 72 &Pl 7y 20, E3CBTiR
AR TRERBWSMASR, B SME TR F, T XHIP TR TR
(01561 7, 300 S b 00 190 s PR 97 B0 TR 37 20 B LA DSBS, 3 2% IR 2R 0 4%
FE 2, FEEEINLER N 600 B 5 AR 15 B £0 28 51 1 B R DX IxT R 6 77 18 B 30, HLAs L E AR
B 106 AT 55 8k G RSy . T LAE AR o 17 B i U ZR B, dn L STRTIR Y ONN BL R HE
T 3SR BT A B R, B B9 () 4N, AdaBoost VK, 2 WL Yoav Freund, Robert
E.Schapire “A Decision-Theoretic Generalization of on-Line Learning and
Application to Boosting”, 1995) , YIZHLES A BEALER 106 SRPUT Lk 53 2K4T55.

(01571 &%, FTik3E BRBOR T FALE LM, B E 2R GAE (i, B3)
B AL B E T2 WT ) (ML AR HIE S AT DL RIS AN E) . B R TR
B EIED (B, SIENISRRE—RMRE ) %. AR KB HR A S 8
BT SER AR, B0, AR bR R R B SE B B Bk

[0158]  SEHEI—REAUtHE A T

[0159]  7E PP 4 — Pl 77 v X ML 2% WL 58 0 RO B — AN SEHEI o, A R S AR S, BN
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XA EE RN (TFER AR EFASE ) XM 7R N E Y H T SN
Z MBS ARRE A, B, LeCun, Y. 45 Fr 2 (2010) Convolutional Networks
and Applications in Vision.Proc. International Symposium on Circuits and
Systems (ISCAS’ 10), pp. 253-256. IEEE ;Szarvas,M. & Fr 2 (2005)Pedestrian
detection with convolutional neural networks.Proc. Intelligent Vehicles
Symposium, pp. 224-229. IEEE ;Jackel,L.D. % Fr 2 (2006) The DARPA LAGR prog
ram:Goals, challenges, methodology, and phase I results. Journal of Field
Robotics, 23, 945 - 973, X L6 3C k@ IL B4 5 | Fl H N AL, A XL EOR, S ATIHAIE Ak
BT HERMERLE (ONN) (—FhSE I EE) REEHHE. FH% KR Theano (AT M
http://deeplearning. net/software/theano/ k78 ) AYFTIE HUE AL TR B BB 2
CNN,

[0160]  WRvF SR LA ST E BT BN GR3R S P AR R . 48 F SAUVC— DN R,
FAFFC S — N ZE I IR R 0 B n ANk BEE SAUCE SIS a0 . R
STRREAER. MEFEYALIEE REEEB D), KBRS TR EIEE FNAE
(EHEB 2T MM ) PR RIS, RE R, BN SIR AT RS REE . BTELRAT
AN FR 5 o 3, SRS RS ) T B 18 GRS BB IR R B A B2 1) B AEX A
STHEG) P, SRR 4 RE 1) FE R R O 2, T ) BT RS BN o BLAS SR T4 A AR Al
[o161]  FEELRHRE, FEASZHEG R, A B 7 BRI, J AT — IR, B
ER A $155 702, B KRB BT AN RAMBERIR . EARLHTTHH, HEXHAES,
3 B EATHE G L HKEE (BD40° ) WNEZRABTRIS, AR S X K F i
5.7° JEREH ML, SR SAS T 565 (BP27° ), AT K& X &
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http://www. panda3d. org/ $£75 ) BHATIR . K B I ZEEHIHE T HIEIER N E 8 B,
sk B = AR M B SR 7 o €] 9A9B.9C FiR . WEFFTR, gL S 2HIEHEE. =
ANIRRHINT SIS P E PR [ ) I R85  ZE X PR

[0165]  7F FIRFIFR4LE T LR SAICHITERE - 1) bR EEVIGRES, BIGE A R4 B 1R
FAE RN, LA 2) 208 A “ ARG VA RTINS, iR U, BeE A A
SCAR B R ID 28 A I i B . FEXFIMB LT, {3 R MR BR A AN IR 40 M, 3% FE Nirenberg, S.
Fll Pandarinath BT RY C. (2012)A retinal prosthetic with the capacity to restore
normal vision.Proc.Natl.Acad.,in press ;UL Nirenberg, S. ZFi# ) (2011)Retina
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prosthesis and the Prosthesis Applications P B3l (75 vk AR AT 18 F I dmBD 28
Bk 22 SOk B9 — A8 5 | B T B AR AN AR 3

[o166]  HNIE 10A FiR, Y SACCE S BB EGR T /2T RSN, KR RIR, REV
ZHHE NG EESZ I FHAEERT BFHAIIREE. WA 10B B, 2SR I 471 M E &
TR T REEHIER, EUMEERT [ABERENEELBEMITHRE. X E R
IR (HEVBX ) - B TFALSMASEH RIS EITE-—HEE
TR

lo167] & 11 BIR T 2448 F WL IR R MR A SN BT, SRS e Tk gt — AP A8 BE SE
EARTE, TR T S AMUEEH IR E M (NEHEZIZX 2, e bl
IR R R R T . A B F 5 KA EAL B ST R, Bt 35 oA AR B9
WA B E B AR Ik 4, BN, BRI A M P28 1 30 R A I PLL 30 . 4n
B BT, 24 SRS B SR VN R ST (AR — R BB B 4 TR B EE IR, N B 8 B )
SEUH R H AR B 7E S M AR, HE RIXFE S Mo R A G T U0 R Ik, B
& B R SR 5 O Y, ZE TR I SN BTN AL AR i B & T A
g R — AR . R ERE R T HEREIRE (SEW . AR, BA LR EE G
Y25 S AR (58 P T — T o R 4% A R 190 A FR IR, (B IR Rl i Y 2 A0 ) , 2
R BT RE B B, FREE B Rl OR IR & TR XA RS [HG, FAL R BB g (B,
F 4 38 40 3 5 O BV AT VI 45 ) SBUE MRS, IX BE R BT 4T BB IR LU R 2 R 4 1
(HEZIBEE, L) . |

[0168]  ZEH B2, RHD 3L SLATHR/E, X R P AR AR B PT LA 5 s i F 21 4R R U4
1, i, A T I HINL s A E R S IR RI2 5] .

(0169]  SEHEf] — HHFIR A

[0170] A SZHEFIVEYT 4 FR G FTR 75 VE RS 5B — ANFEAL S UL 52 o K JARAR p i ) R, BRAEAR
ek R T B AT . A R B TR IR AT AR S Bk [ 20 Viola H
Jones2001 ;Viola F1 Snow2005] , #4% 2 45 LR BIALSF MR, Bk 2, BRW 4G — N80
B sk TLEOVE o “ BARTE 07 (MG R S B — N E R “IE B AR X 2 FF R RS, TR
RIRE B 77 F i 22 208 B, i n, (ERER T, 47 AR I 3 2R 5] T BURER L AR
T REASIAS . 33T Python ZRFEE =0 NunPy B HHE A ESEETIA R L.

(01711 Bk 7 seiy sC B 12 FriR . AU (JRGEGOR ) B WL 445
98104, AL EEGR . B TS E S A T ST, FES 5 8 i W P I [ A5 LA 2 A28
ST EREIX I, 1202, ( 46528 kb I R GA R V5 58 A BT . AT AT LURE S BEAT G i I A8
SRR ) FEIXANSEHEE] 55 % B T 0 A0 X 8, AT R i 2 40 T ER50 T B VI 2R AT
RES. FEHASIE R, BT Viola-Jones £k [Viola Ml Jones, 2001], A 7E R 4R K]
1B P B AL S 1 B R SRR T, B R ST X . B SR ML £ 02K
1206 (i1, BT Haar 138858 i 2 BR300 43 26 8%, 40 Viola F01 Jones FI Snow, 2005 Frif ) .
48R 1206 Fe R E N “EHFE R CXERE TR B MERIEES ) 3 “dF B (X
BRE T RN EMEEIT) .

01721 E 5B R TABBRE T IENEREHLER. X FiaH EHKE
http://www. cs. tau. ac. i1/ ? wolf/ytfaces/ F 47 % ) M 3B A £ 3% 4. & % Lior
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Wolf, Tal Hassner #1 ItayMaoz Ff % M Face Recognition in Unconstrained Videos
with Matched Background Similarity.IEEE Conf.on Computer Vision and Pattern
Recognition (CVPR), 2011,

[0173] {3 A IXANIBRE AT 2 D E VB IRGMES . B IVER < BAREM” Y ZRE 5
WEEE, MREEENERAR (B BARESE) WAIRES] . B2 R g L
FE A IRS5 5 HA E AR (BD “IEEFRTESE”) ISR —& 20, WsLid S TR i B R
BE . PSR AT b B AR T #EEE B AR S EEAT B X 2.

lo174]  [& 13 1 14 7R T 3 B SEMEGIMSRAIIA. B 13 Bonsk B A TYIGREE IRAE
VE RIS R T, 3F BB 14 SRk B R TG FTR BE AL E . B TR, £
MRS F A (& 14) SINGIIF A (B 13) AR, B HILE R R 5+ 5
BEAERRN RIS,

[0175]  7E R BRI &M T MARFTA Bk Rtk fE - 4 AR VE VI ZRES (BN, A T &R A
JE LA B BERAET ), LUK A Bk T 3R A R I L . ( BN, PR A BRI BT R it oAb 3 /S
Mg EGAE G ) WGt . fEXFMIER T, #6EH TEM () R #TEIL JIgF
18 B TR O BCE 3 F BRI 2 250-800 (EX [ 4-5 AN AR B , X IR H AR
T & % 2000 (HY [ >100 3047 ) . B J5 43 A 50-800 NPT AR M 8, AT IR A B E
Z BT WA BRI, B A FE BN AL AR

[0176] W& 15 Fiom, s se i XL RE A A R AW, BR TRMESHSR £ —
b e 3B B BT B AT & 2, R CARME T IR R IR ZRMES B M HER
ST AR, ForP AR VR R IVEE BT . WERPTR, ST R (8 154), 5K
B4R I 7V AR E VR IR R (4 %) Mgkt BSR4 BEPERIER, Bl 245
V75 I SR T B OB, SR P D A B T VR TR IR T AN R L ekt ( SARHETT VAR LG
BE LS.

[0177]  7E— NI [ S 77 2 o, AF 25 M 8 5, WA T % T SR A 0 22 B, 4 D9 X
X4 2688 1206 T 3 BTk 0 1 24 /NIRRT R BB AR, HP i # a2 E 2
HLLE SR E sE 2B 4 o BEJS , X 4 37 B 8% B0 AL AU AT 20 BT BT 3 10 4 2, BREEAT B B 53
2, For i 2 B R “ BARTE SR A1 “E B AR T # 7 BY ‘AR AR,

[0178] FE—ANATIERISEHE AT 20, AT AE A N WEdkAT 2047, Fo N AT AR 1.3 BE 2,
W AT 25 3k Kb B SR RE S AL B HOAR B, TUASZ B 15 v B T 40 1 B P AL

[01791  ph4h, FTLLEEATE CHtAT 228, Flin & i P b 8 T Mk, sl e ™ A
LA R 5 AT AL, BB 7E R S 5 AT S AR ERS 2 (O T 1R & A R AE 2 AN FRAEAR TN (B A5
& 52 ) .

[0180] TEEFEZEINE, BRTLHA T ML IR AL VR 2 300 M IR S A K617, T4
F#5 B it % Ho e R IR SR 0 2

lo181] i@, W T34 CHMEzIY ) R RIGFHHATS mIDa VL v s —A R, Fr
B RN F B ILR R G L IE MBS AR E IR AT 55 . ESCRTIE, >R B R
HEERTRRE BRE (4, foif b B el 58 Hus R AL EE ) (R B REF R R BB EH
RIS T, SRR S HVETT RER B 2. B4n, fn b SCHTHs B A, 28— LS 77 =X il am,
2 F B eI (g R AT, 4, T BB IR B IR B AL T B A B P A B A A S
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B G L e R 3R B AR B BRI R N SR, gD B8 T IEIE T B B A Y.
[0182] {HAEEFEMWE, W TAEYWRSE R RN KGN, HIGHRTTEAT A R
PR . 3% 76 55 B v FE AR AL O3 B RS S5 I B O 0 T T ARSI B B G, RS % [ 3B-F
BRI P B S, BB B R, BRI B G Rl iR I R I AF iz s), B M
e TR 4 3 P SR BT R A\ AR 00 ¥ BT 56 R, 3o 90 S A SE RS B B AE M HRE B i NI 450 B
B EM AT SRS BRI RS . A T # e e pfE B Bilas il
N T R GG R FT Re 2 AT Y .

[0183] FE—bscitiy sH, BT LUME FVR & 7 ik UL R IS SR8 5 T4 28 B ik LU AR 4L 77
RIS, FIRE T oS 77 ik B TR S, Brid e e 77 v T IR U6 BB 2R

[0184] {5, 7E— L85 Ht 7 20, BT LA AL 745 SC ik 1 28 1 0 P9 JIE 4 8% O B R Ak
RIS R AR, AT LA ER AT 1S B AL R G R (il dn, A FE AL BRI SE B an A AL AR
B 25 LSS B0 ), FRHG 45 S P TR 45 NE 5 AR R R o BB o b (0 an, AR I 2
W, a0 R A B INRRINLES I BE )

[0185] 16 o5 73X R g Rl M i A2 . B398 1701 A0 1702 o, @l A SCHrid i)
TR IR B G RE, 7 TR W B R . 752558 1703 h, 2 #7 BTk WL IR R
1o 4 L LA AR B B ST

[0186]  7EABUE 1704 v, X0 W 2 [ 45 1) 43 425 S5 PR SRR 1) B A B R (B A B
AN, 7E VR BIAE 4% o, LA IE 3 300 D50 JE 7= A 300 0 gt PR 45 f 7 4R AT TR 4 B e O G 9 28 7
v, T Ao E BB R B SRS —— TS T R R RS . B MUBE T, BRE
R EFE A, X0 Tk B (R . Bk, SR as 7 vE TR TR L TV, SR> 5 B
FRAMART BeTC R i 28 A (GRS R R AR AR AL B R RIRIEN ) -

[0187]  7EUE 1705 o, AT LLAMHT 5 1R B SRl i B B 15 5 R G SRR B 4 (BB - B
411, ZEAR B AT 25 H , 7T LU A P AR R (AR D B R e ) OB T
(g TR E L DS AT (Ban, B R B (A PRI B, A IR =
BH T S AR, BATERR N FEITIRA. |

[0188] 7E&FhSEHiFF R, iy el LR AT Sk, B St JRA B G AT FURE , AR JE R A
00 P s 2 T 5 T 95 () SR A AT o A — st b, IR ARTT UL S 2 RATEE TR
BRI TD 3L B AT — AR . R SR T P, AT AT T AR BRI 2, FRER G
phE s A DUE A SR T vE IR T 4R AE AR 0 T VE AR A E I A

lo189] i b Bk, 76 &b szt 77 =, 34T V0 PO IR AL 2 LAyl 2D ok B R 4 BB B 15 B
BB (LSRR, FEEAERE LR MR 53R ) , RIS F45 5 R PR B2
1 o B, 76— 2o S 77 28, BIALyE > 40 P B 4w B B0 P 015 B &, M T 4w Bg Sl et
SRS 5 I H G P T AR S 1 R 24 R S B8 I B A R P B . #E B SURTIR YA SERE B
HUE] DLV B FX AN 5, Ho P BT < FR 48 6 0 I 8 I 4% A0 S JO R T R R ) B A R T
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[0190] FEZFSCME AR A, MM BERILEIETHERED 1.5. 820 2. B 3 BED 4.2
/> 5, BB L%, Hlin, 4 1-100 SREAEA FREGERRN. SR P, XiEES
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ST A 5 20 3 P VR 8 TR 0 BRSO B 98 (RTAR DU Ay 4 B (o7 B VD Py 1O B ) AT EE

25




CN 103890781 A W OB P 22/35

B, I LG EL B T G L. B, ERAA R A P R — LT, R T 5 4.9 T
/R BN R SO LA AT L, PRS2, 13 ok / MO RMISRD RS . Rk, FEA S
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[0192]  7E—LEsCifi /7= eh, BT LAFE AL R 2% 1802 K NI SAFAETEfF e & 1801 LAY
YR AAICIR . 76— EeSTi 7 20, Kb FE 88 1802 7] LLEE IR 5 — R A1 Er i R 0 K i B R
BoE (I, FRAGAUATBTE ) . SRS, AEERES 1802 T LA 1 I AL £ i) 5 Ak 2 25 i B AR 20
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DT RO TR 510, DA 5 0 R AT O 4T 55 T B 6T SIS B <[RS, R
B EEY (PN ) HIRR M GRADES, A AL BRI T TR 0 SRS BB A
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P TR OSSR SR SE A R RS )
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ABSTRACT

RETINAL ENCODER FOR MACHINE VISION

A method is disclosed including: receiving raw image data
corresponding to a series of raw images; processing the raw image data
with an encoder to generate encoded data, where the encoder is
characterized by an input/output transformation that substantially mimics
the input/output transformation of one or more retinal cells of a vertebrate
retina; and applying a first machine vision algorithm to data generated
based at least in part on the encoded data.
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