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DISTRIBUTED DATA GATHERING AND 
AGGREGATION AGENT 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001] This application is a divisional of U.S. patent 
application Ser. No. 09/710,172, entitled “DISTRIBUTED 
DATA GATHERING AND AGGREGATION AGENT”, 
filed on Nov. 10, 2000. This application is also related to 
co-pending U.S. patent application Ser. No. (Atty. 
Dkt. No. MS154756.02/MSFTP125USA) entitled “DIS 
TRIBUTED DATA GATHERING AND AGGREGATION 
AGENT” filed on Aug. 23, 2004, and co-pending U.S. patent 
application Ser. No. (Atty. Dkt. No. MS154756.03/ 
MSFTP125USB) entitled “DISTRIBUTED DATA GATH 
ERING AND AGGREGATION AGENT” filed on Aug. 23, 
2004, and co-pending U.S. patent application Ser. No. 

(Atty. Dkt. No. MS154756.05/MSFTP125USD) 
entitled “DISTRIBUTED DATA GATHERING AND 
AGGREGATION AGENT” filed on Aug. 23, 2004. The 
entireties of the above-noted applications are incorporated 
herein by reference. 

TECHNICAL FIELD 

0002] The present invention relates generally to computer 
systems, and more particularly to a system and method for 
gathering and aggregating operational metrics of a plurality 
of computers cooperating as an entity wherein the entity 
may be interfaced collectively as a whole and/or individu 
ally. Additionally, the system and method may be employed 
to gather and aggregate operational metrics of a plurality of 
entities cooperating as a higher entity where a parent entity 
may be interfaced directly or as part of an even higher 
collection of parent entities. The gathering of operational 
metrics is hierarchical with no predefined limits. 

BACKGROUND OF THE INVENTION 

0003) With the advent of Internet applications, comput 
ing system requirements and demands have increased dra 
matically. Many businesses, for example, have made impor 
tant investments relating to Internet technology to Support 
growing electronic businesses such as E-Commerce. Since 
companies are relying on an ever increasing amount of 
network commerce to Support their businesses, computing 
systems generally have become more compleX in order to 
Substantially ensure that servers providing network services 
never fail. Consequently, system reliability is an important 
aspect to the modern business model. 
0004) A first approach for providing powerful and reli 
able services may be associated with a large multiprocessor 
system (e.g., mainframe) for managing a server, for 
example. Since more than one processor may be involved 
within a large system, services may continue even if one of 
the plurality of processors fail. Unfortunately, these large 
systems may be extraordinarily expensive and may be 
available to only the largest of corporations. A second 
approach for providing services may involve employing a 
plurality of lesser expensive systems (e.g., off the shelf PC) 
individually configured as an array to Support the desired 
service. Although these systems may provide a more eco 
nomical hardware solution, system management and admin 
istration of individual servers is generally more complex and 
time consuming. 
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0005] Currently, management of a plurality of servers is 
a time intensive and problematic endeavor. For example, 
managing Server content (e.g., Software, configuration, data 
files, components, etc.) requires administrators to explicitly 
distribute (e.g., manually and/or through custom script files) 
new or updated content and/or configurations (e.g., web 
server configuration, network settings, etc.) across the serv 
ers. If a server’s content becomes corrupted, an administra 
tor often has no automatic means of correcting the problem. 
Furthermore, configuration, load-balance adjusting/load bal 
ance tool selection, and monitoring generally must be 
achieved via separate applications. Thus, management of the 
entity (e.g., plurality of computers acting collectively) as a 
whole generally requires individual configuration of loosely 
coupled servers whereby errors and time expended are 
increased. 

0006) Presently, there is not a straightforward and effi 
cient System and/or process for providing system wide 
operational metric data of the collection of servers. Addi 
tionally, there is no system and/or process for providing 
system wide operational metric data of a collection of arrays 
of servers. Some applications may exist that provide opera 
tional metrics of an individual server, however, these appli 
cations generally do not provide operational metrics across 
the logical collection of loosely coupled servers. For 
example, many times it is important to view information 
from the collection of servers to determine relevant System 
wide performance. Thus, getting a quick response view of 
pertinent operational metrics (e.g., performance, status, 
health, events) associated with the plurality of servers may 
be problematic, however, since each server generally must 
be searched independently. Downloading all operational 
metric information from each individual server would over 
whelm the network and be extremely cumbersome to an 
administrator to review all of the operational metric infor 
mation to find problems or determine a state of the array. 
Furthermore, the complexity would be substantially 
increased for a collection of arrays. 

SUMMARY OF THE INVENTION 

0007) The present invention relates to a system and 
method for gathering and aggregating operational metrics 
(e.g., performance metrics, system events, health, server 
state) of a plurality of entities acting as a single entity. For 
example, the entities may include a plurality of members 
(e.g., computers, servers, clusters) collectively cooperating 
as a whole. In accordance with the present invention, an 
interface may be provided wherein a consistent and unified 
presentation of metric information of a plurality of the 
entities as a whole may be obtained from any of the 
members associated with the entity. The system and method 
provides for operational metrics of members to be gathered 
and aggregated to provide a single result set for the entity as 
a whole, Such that entity wide performance can be obtained 
from a single source or requestor. 
0008] In one aspect of the invention, the operational 
metric data is logged to a data store according to operational 
metric types. The data can be aggregated across time and 
then stored to the data store. The data can then be accessed 
by a gathering and aggregation System for aggregating the 
data into a single result set across members. Each opera 
tional metric type can be provided with an aggregation 
component adapted to transform and aggregate metric data 
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based on the specific operational metric type. For example, 
if performance metrics information has been requested for 
the entity as a whole, a performance aggregation component 
matches up data point values with respect to time for each 
member and provides a single result set of aggregated data 
values to the requestor. The data can be aggregated by 
performing mathematical operations on each time data point 
for a particular metric type for each entity that provides this 
performance data. However, if event metrics information is 
requested for the entity as a whole, an event coalescing 
component coalesces event data from each member and 
provides a single result set to the requester. Each event is 
assigned a unique event identifier (e.g., GUID), which 
uniquely identifies the event. The unique event identifier 
allows for paging functionality, Such that reduced manage 
able blocks or portions of event data can be provided to the 
requestor. It is to be appreciated that multiple aggregation 
components can be plugged into the aggregation System for 
aggregating different types of metric data with respect to the 
operation of the entity as a whole. 
0009) The following description and the annexed draw 
ings set forth in detail certain illustrative aspects of the 
invention. These aspects are indicative, however, of but a 
few of the various ways in which the principles of the 
invention may be employed and the present invention is 
intended to include all Such aspects and their equivalents. 
Other advantages and novel features of the invention will 
become apparent from the following detailed description of 
the invention when considered in conjunction with the 
drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0010) FIG. 1 illustrates a schematic block diagram illus 
trating an operation gathering and aggregation System of an 
entity in accordance with one aspect of the present inven 
tion; 

0011) FIG. 2 is a schematic block diagram illustrating an 
operation and failure management system in accordance 
with an aspect of the present invention; 
0012) FIG. 3 is a schematic block diagram illustrating 
operation gathering and aggregation of an entity in accor 
dance with one aspect of the present invention; 
0013) FIG. 4a is a schematic block diagram illustrating 
aggregation components of the operation gathering and 
aggregation System in accordance with one aspect of the 
present invention; 
0014) FIG. 4b is a schematic block diagram illustrating 
gathering and aggregation of metrics in accordance with one 
aspect of the present invention; 
0015] FIG. 5 is a block diagram illustrating aggregation 
with respect to time of performance data for different time 
periods and resolutions residing in a data store in accordance 
with one aspect of the present invention; 
0016) FIG. 6a is a schematic block diagram illustrating 
gathering and aggregation of events in accordance with one 
aspect of the present invention; 
0017] FIG. 6b is a schematic block diagram illustrating 
gathering and aggregation of health status in accordance 
with one aspect of the present invention; 
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0018] FIG. 7a is a flow diagram illustrating operational 
metric aggregation in accordance with one aspect of the 
present invention; 
0019] FIG. 7b is a flow diagram illustrating performance 
metrics aggregation in accordance with one aspect of the 
present invention; 
0020) FIG. 7c is a flow diagram illustrating event metrics 
aggregation in accordance with one aspect of the present 
invention; 
0021) FIG. 7d is a flow diagram illustrating health met 
rics aggregation in accordance with one aspect of the present 
invention; 
0022] FIG. 7e is a flow diagram illustrating health met 
rics aggregation in accordance with another aspect of the 
present invention; and 
0023] FIG. 8 illustrates a block diagram of a system in 
accordance with an environment of the present invention. 

DETAILED DESCRIPTION OF THE 
INVENTION 

0024] The present invention is now described with ref 
erence to the drawings, wherein like reference numerals are 
used to refer to like elements throughout. The present 
invention is described with reference to a system and 
method for gathering and/or aggregating operational metrics 
from a plurality of members forming an entity. The members 
of the entity monitor the operational metrics and log this data 
locally to a data store. An interface can then request opera 
tional metrics data from the members via a gathering and 
aggregation System. The gathering and aggregation System 
requests and receives operational metrics data from the 
members based on a requested time period, and in some 
cases, a particular time resolution and an operational metric. 
The request can be either for a single member or from all 
members of the entity. The gathering and aggregation Sys 
tem will then aggregate and format operational metric data 
for a particular operational metric based on the requested 
time period and resolution. If the request is for an opera 
tional metric for the entity as a whole, the gathering and 
aggregation System will aggregate or coalesce the member 
data to provide an overall operational metric data set for the 
entity. Data that is aggregated refers to data that is manipu 
lated Such that a reduced data set or result is provided. Data 
that is coalesced refers to data that is not manipulated to the 
eXtent that the data set or result is reduced. The aggregated 
or coalesced formatted operational metric data set can then 
be communicated to an interface, Such as a user interface for 
displaying the data set. Alternatively, the data set can be 
accessed by a local or remote process, an external user 
interface, an external consumer or another member or entity 
not part of entity from which the data set refers. The 
gathering and aggregation system can include a plurality of 
pluggable aggregation components dedicated to aggregating 
or coalescing a particular operational metric based on the 
data type of the metric. 
0025] In accordance with the present invention, an opera 
tional gathering and aggregation system is provided that 
greatly facilitates management and administration of an 
entity. The operation gathering and aggregation system 
interface Substantially automates system information 
retrieval by enabling an application to retrieve the opera 
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tional metric data of the entity from any of a plurality of 
systems operatively coupled to the entity. A consistent 
interface is therefore provided wherein the operation metric 
data of the entity may be retrieved as if the entity were a 
singular machine—thereby providing a Substantial improve 
ment over conventional Systems that may require an admin 
istrator to individually retrieve metric data from each 
machine comprising the entity. Thus, the present invention 
saves time and administration costs associated with conven 
tional Systems. Moreover, system troubleshooting is 
improved since entity members may be considered as a 
collective whole (e.g., retrieving system wide performance) 
and/or individual members may be identified and operated 
upOn. 

0026] Although the present example will be discussed 
with reference to a gathering and aggregation system, it is to 
be appreciated that information and/or data may be aggre 
gated or coalesced based on the operational metric being 
gathered. Referring initially to FIG. 1, a system 10 illus 
trates a particular aspect of the present invention related to 
an operation gathering and aggregation System for gathering 
and aggregating or coalescing operational metrics (e.g., 
performance metrics, System events, system health, system 
status) of a plurality of members cooperating as an entity. A 
plurality of members (e.g., computers, servers, machines) 
for example, computer systems 1 through N (N being an 
integer) 22a through 22d may be operatively coupled to a 
network 14 thereby forming an entity 12. 
0027) Other sources that may not be part of the entity 12, 
may also be coupled to the network 14 for retrieving 
gathered and aggregated data from the entity 12 or for 
gathering and aggregating raw metric data from the entity 12 
by employing its own gathering and aggregation system. For 
example, an external consumer of data 26 can connect to one 
of the computer systems 22 through the network 14 to 
retrieve raw or aggregated metric data or connect to one of 
the interfaces 16a through 16d to retrieve raw or aggregated 
metric data. Additionally, a separate user interface 27 can 
connect to one of the computer systems 22 through the 
network 14 to retrieve raw or aggregated metric data or 
connect to one of the interfaces 16a through 16d to retrieve 
raw or aggregated metric data. Furthermore, a parent entity 
28, parallel entities 29 and/or a child entity 30 can connect 
to any member of the entity or to the member itself for 
retrieving and passing metric data between entities for 
gathering and/or aggregating. In order to request and pro 
vide specific gathered and aggregated operation information 
of the entity 12, a plurality of interfaces (e.g., computer 
monitor) 16a through 16d may provide output, and an input 
device (e.g., mouse, keyboard) 24a through 24d may pro 
Vide input requests to the operation gathering and aggrega 
tion system 18a through 18d. 
0028] As depicted by the system 10, the interface 16 
enables an application or process to retrieve, display or 
monitor the entity 12 from each member 22a-22d and/or 
from non-members such as any of the components 26-30. 
The interface 16 provides a consistent interface for an 
application or process to measure the operational metrics of 
the entity 12 as if it was a singular machine. Consequently, 
the user does not have to administer (e.g., gain access to each 
machine) and configure (e.g., download new content/soft 
ware) each machine individually. Thus, time is saved and 
errors are mitigated. It is noted that the interface 16 gener 
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ally does not have to run on each computer in the system 10. 
As will be described in more detail below, full entity 
operation monitoring may be achieved by interfacing to a 
single member, for example. 

[0029] The interface 16 may be served with information 
provided from each member 22a through 22d employing 
any of the operation gathering and aggregation Systems 18a 
through 18d. This may be achieved by enabling each mem 
ber to distribute information to the entity 12. Therefore, the 
interface 16 may provide aggregated information of the 
entity as a whole through the operation gathering and 
aggregation System 18—in contrast to conventional Systems 
wherein information of a member may be received and 
displayed only at the individual member employing an 
operation monitoring System 20a-20d. For example, com 
puter Systems 22a-22d processor performance may be dis 
played as an aggregation of the output of each member of the 
entity 12. Any of the interfaces 16a through 16d may be 
provided with a similar consistent result set. It is noted that 
the members 22a through 22d may also be entities. For 
example, some members could also be a collection of 
members represented by an entity. Thus, the entity 12 may 
include members that are entities in their own right. 
0030] Alternatively, the interface 16 is provided with 
individual operational metrics from any of the operation 
gathering and aggregation Systems 18a through 18d by 
requesting this information from that particular operation 
gathering and aggregation System. Furthermore, entity con 
figurations may be modified from any of the interfaces 16 by 
enabling the user to provide input to the interface and 
thereby distribute resultant modifications throughout the 
entity 12. This may be achieved for example, by providing 
the input to a single member wherein the single member may 
then distribute the modified configuration throughout the 
entity 12. It is to be appreciated that other distribution 
systems may be provided. For example, rather than have 
entity operation information centrally distributed and aggre 
gated at the single member, individual members 22a-22d 
may share a master file (e.g., XML) describing the configu 
ration information of each member. 

0031] As illustrated in FIG. 2, performance and failure 
management may be enabled by generating events 48 for the 
members 46, logging the events, and monitoring the events 
either from an entity 32 and/or from a member 46. Events 
are generally data values reflecting member 46 activity and 
may be logged into data stores 44a-44c for each member. An 
operation gathering and aggregation System 34 may then 
query the data stores 44, and aggregate the information by 
performing statistical analysis (e.g., Summing, averaging, 
RMS, etc. on the member data). For example, Windows 
Management Infrastructure developed by Microsoft pro 
vides an infrastructure to discover information about the 
system 40 and “subscribe” to various event sources (not 
shown). The event sources may include entity events such as 
related to replication of files to members, Windows events 
Such as related to members, monitors (e.g., Microsoft Health 
Monitor) such as related to resources such as disk and CPU 
utilization, and related performance counters (e.g., 
Microsoft PerfMon). 
0032] As an example of aggregation, the operation gath 
ering and aggregation system 34 may acquire events from 
the data stores 44 (e.g., CPU utilization) and perform an 



US 2005/0027727 A1 

average of the member data relating to CPU utilization and 
thus provide an average entity CPU utilization to an inter 
face 32. Thus, entity administration, monitoring and trouble 
shooting is improved over conventional Systems by provid 
ing a Single point of access for an application to administer 
and monitor entity metrics. It is to be appreciated that events 
48 may also be characterized as general purpose interrupts 
that may be triggered at the occurrence of a predetermined 
condition. Thus, it is understood that a UNIX and/or other 
operating System may be similarly configured, for example. 
0033] Failure management may be facilitated by includ 
ing a failure management system 36 (e.g., Windows Health 
Monitor) which provides the ability to monitor event sources 
Such as system resources (disk, CPU), applications services, 
performance counters, set rules on the sources (e.g., 
CPU>90% for 2 minutes), and take actions when the rule 
thresholds are triggered. For example, if the above example 
rule “CPU>90% for 2 minutes” were exceeded, an applica 
tion may be notified which could then send an e-mail notice 
and/or a script file may be generated. Rules provide a system 
to define metrics that determine whether a member/entity is 
healthy (status=ok), whether problems may occur soon 
(status=warning), and/or whether there is a problem (status= 
critical), for example. Although the failure management 
system 36 is illustrated as residing on the metric gathering 
and aggregation System 34, a failure management system 
may reside on each member 46. 
[0034] FIG. 3 illustrates a block schematic view of the 
components employed to provide both a singular member 
View of operation metrics and an aggregate entity view of 
operation metrics utilizing the gathering and aggregation 
system of the present invention. Each member 60 can 
include a system monitor component 66 adapted to monitor 
member specific operational metrics and log this informa 
tion to a data store 64 relating to that particular member. 
Additionally, an aggregator member 50 can include a system 
monitor component 66 adapted to monitor aggregator spe 
cific operational metrics and log this information to a data 
store 64 relating to the aggregator member 50. For example, 
in the case of performance metrics, the system monitor 
component 66 periodically retrieves performance data Val 
ues of different metrics from a performance data Source 
(e.g., WMI). The system monitor component 66 then peri 
odically logs the performance data values in the data store 64 
related to that particular member. The counter performance 
data values can be repeatedly logged based on a predefined 
time period in respective tables, until the configurations 
settings are changed. It is to be appreciated that compo 
nent(s) may reside between the performance monitor com 
ponent 66 and the data store 64 for setting up communica 
tion links, accessing data and/or transforming data. 
0035] The system monitor component 66 or some com 
ponent employed by the system monitor component 66 can 
then dynamically aggregate or collapse the counter perfor 
mance data values based on the predefined time period to 
higher time periods (e.g., 10 seconds, 1 minute, 15 minutes, 
1 hour, 1 day) as data time points are increased, so that data 
is provided for larger periods of time and higher time 
resolutions (e.g., aggregate or collapse across time). Various 
mathematical methodologies may be employed to perform 
Such aggregation. For example, for an aggregation from ten 
seconds to one minute, the performance data values would 
include six points. The data values of these six points could 
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be aggregated to a minute by taking the average, the 
minimum, the maximum, the last, the weighted average or 
some other value of the data values of these six points for 
Supplying the one minute data value. 
0036] In the case of member events, the system monitor 
66 or a component employed by the system monitor 66 can 
capture these events when they are generated and log these 
events to the data store 64. Additionally, health or member 
status based on predefined rules may be logged to the data 
store 64 by the system monitor 66 or queried directly by the 
operation gathering and aggregation member 58. It is to be 
appreciated that any data type relating to the operation 
metrics of the aggregator 50 and each member 60 may be 
logged to the corresponding data store 64 and/or queried 
directly by the aggregator 50. 
0037] An interface 56 can provide a request to the opera 
tion gathering and aggregation System 58 for operational 
data for a particular operation metric over a particular time 
period based on a single member or based on aggregation or 
coalescing of the operational metric over the entire entity. 
The operation gathering and aggregation system 58 requests 
this information from the data stores 64 through a query 
component 49. The query component 49 may include error 
handling. For example, if a member is not available results 
are returned from the other members and aggregated appro 
priately, while an error is returned for the unavailable 
member, which is not utilized to provide the aggregated 
results. It is to be appreciated that component(s) may reside 
between the operation aggregation system 58 and the query 
component 49 for setting up communication links, accessing 
data and/or transforming data. The operation metric data is 
provided to the operation gathering and aggregation system 
58 for the particular operation metric that is requested. The 
operation gathering and aggregation System 58 collapses the 
data of a given operation metric to fit within a particular time 
period and resolution to be returned to the interface 56 based 
on the request. If the operation data is to be returned for the 
entire entity, the operation aggregation System 58 performs 
one of an aggregation or coalescing of the data based on the 
particular operation metric. 
0038] For example, for performance metrics the perfor 
mance data values are aggregated at each data time point to 
provide a single result set of aggregated data time points for 
a specified time period and resolution. Again various math 
ematical methodologies may be employed to perform aggre 
gation with respect to performance data values. For 
example, for aggregation of four members, the performance 
data values for each time data point would include four 
points. The data values of these four points could be 
aggregated by taking the average, the minimum, the maxi 
mum, the last, the weighted average or some other value of 
the data values of these four points for Supplying a single 
aggregated data value for the entity. For event data, each 
event will be coalesced into a single event result set over a 
specified time period including reference to the particular 
member that the event had occurred. A filter component can 
be employed to limit the event types to be retrieved by the 
operation and gathering system 58 and returned to the 
requester. For server status, each server’s status would be 
determined and a single status would be returned based on 
a rule set. For example, if nine servers were operational and 
one server was not, the entity status would be good. How 
ever, if any additional servers stopped operating, this would 
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cause the system to be return an entity status of critical. 
Another type of operation is the health of the members. In 
this situation, the data is hierarchical. This type of data 
would be aggregated over different levels of data to return a 
composite result set. The health of the entity can then be 
determined on an entity based rule set employing the com 
posite result set. Alternatively, metrics can be queried for 
each member and the metrics aggregated or coalesced. An 
aggregated member based rule set may then be employed to 
determine the health of the entity. 
0039] It is to be appreciated that not all members will 
return operation metric data or have operation metric data 
for a particular point in time. In this situation, the gathering 
and aggregation System disregards the lack of operation 
metric data and determines an appropriate aggregated opera 
tion metric data on valid data that was returned by the 
members. Additionally, when more data points are returned 
to the gathering and aggregation System than requested by 
the interface, the gathering and aggregation system will 
interpolate down the data points by calculating the width of 
the time slice represented by each data point (end time-start 
time/data points requested), grouping data points from the 
result sets and then taking an average or Sum as appropriate. 
0040) FIG. 4a illustrates an example of components that 
can form the aggregation system 58 in accordance with one 
aspect of the invention. The gathering and aggregation 
system 58 of FIG. 4a includes a number of aggregation 
components adapted to aggregate data according to different 
operation data types. The gathering and aggregation System 
58 includes a performance aggregation component 70, an 
event aggregation component 72, a health aggregation com 
ponent 74, an entity status aggregation component 76 and 
any additional aggregation components 78 for other opera 
tion metric types. It is to be appreciated that different 
methodologies may be performed in aggregating data of 
different operation metric types, however, the basic meth 
odology of aggregating operation metric data for retrieving 
an aggregating a result set of information related to the 
operation of the entity as a whole is the same. 
0041] It is to be appreciated that the type of data collected 
by the performance aggregation component 70, the entity 
status aggregation component 76, the health aggregation 
component 74 and any additional aggregation components 
78, alternatively can be collapsed into events at each mem 
ber and collected by the event aggregation component 72. 
Additionally, data collected and aggregated by the perfor 
mance aggregation component 70, the entity status aggre 
gation component 76, the health aggregation component 74 
and any additional aggregation components 78 can be col 
lapsed into events for the entity by the event aggregation 
component 72. For example, if CPU utilization reaches over 
90% for the entire entity (e.g., based on collected perfor 
mance data), an event can be fired providing information of 
this condition, which can be coalesced into other events by 
the event aggregation component 72. Furthermore, if 
memory utilization of N number of systems remains below 
a certain level for a given period of time (e.g., based on a rule 
set of the health monitor component 74), an event can be 
fired providing this information, which can be coalesced into 
other events by the event aggregation component 72. It is to 
be appreciated that Substantially any metric type can be 
collapsed into an event at the member level and/or the entity 
level. 
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0042) FIG. 4b illustrates a block schematic diagram of 
the operation of gathering and aggregating operation metric 
data employing a metric aggregation System 82. A metric 
monitor component 80 employs a time aggregation or col 
lapsing component to aggregate or collapse metric data 
based on a specific time period prior to storing the metric 
data to the data store 64. The metric aggregation component 
82 then aggregates or coalesces the metric data for the 
plurality of members forming the entity by employing an 
entity aggregation component 83. Therefore, metric data can 
be aggregated or collapsed over time and then aggregated or 
coalesced over members to provide a manageable result set 
for the entity as a whole. 
[0043] Referring to FIG. 4b and FIG. 5, an example will 
be discussed with respect to applying the components of 
FIG. 4b to the gathering and aggregation of performance 
metric data. The metric monitor component 80 logs perfor 
mance metric data periodically based on a predefined time 
interval to the data store 64. The performance metric data is 
stored in separate predefined time periods for each metric. 
The performance metric data stored for each metric can be 
based on a time period defined by a timer event (not shown). 
The member time aggregation component 81 dynamically 
collapses or aggregates performance metric data to larger 
time periods and larger time resolutions from a first stored 
period containing a resolution based on the predefined time 
interval of the timer event. For example, FIG. 5 illustrates 
a number of stored time periods residing in the data store 64. 
The metric monitor component 80 logs a metric list 90, a 
member list 110 and ten second performance data stored for 
each metric being logged. The ten second performance 
metric data is stored for metric #192A, metric #294A, metric 
#396A up to metric #N 100A. The ten second metric 
performance data includes performance metric data logged 
every ten seconds defined by the event timer. The time 
aggregation component 81 then dynamically updates per 
formance metric data for data of larger time periods and 
resolutions employing the ten second tables. FIG. 5 illus 
trates that the ten second data is aggregated up to one minute 
performance metric data 92B, 94B, 96B up to 100B, which 
is then aggregated to additional performance metric data, all 
the way up to one day performance metric data 92N, 94N, 
96? up to 100N. 
0044] Referring again to FIG. 4b, the metric aggregation 
system 82 will receive a request from an interface or an 
internal or external source to gather performance informa 
tion on a metric over a certain time period for either a 
particular member or for the entity as a whole. The metric 
aggregation system 82 will then access or query a particular 
performance metric data time resolution relating to the time 
period to be displayed for that metric over a single member 
or over all members. If the request is for performance metric 
data for the entity, the entity aggregation component 83 will 
aggregate the metric over the members to find a single 
performance value for a range of data points over a particu 
lar resolution. The aggregated values will then be trans 
formed to appropriate data points for the particular time 
period and resolution requested. A result set of the aggre 
gated and transformed values will then be transmitted back 
to the interface or Source. 

0045] FIG. 6a illustrates a block schematic diagram of 
the operation of gathering and aggregation as it relates to 
event monitoring and coalescing of event data employing 
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the metric aggregation System 82. The metric monitor sys 
tem 80 employs an events monitor component 120 to log 
event data for each specified event type in an event table in 
the data store 64. The events to be logged are determined by 
an event configuration. The event data can include a times 
tamp, a unique identification number (GUID) specific to that 
event, a member at which the event occurred and data 
specific to that event. Message templates relating to the 
event are stored in a message table in the data store 64. The 
event data is mapped to fields of the event tables and 
message tables utilizing an event mapping component 122. 
When an event is retrieved by the metric aggregation system 
82, data from the events table and the message table are 
joined and the message template is filled in (e.g., by inser 
tion strings) from properties in the data field from the events 
table. The filled in message templates are returned to the 
event aggregation System 82 in the form of an event short 
message and an event long message. An event short message 
relates to a short description of the event, while an event 
long message relates to a longer more detailed description of 
the event. 

0046] The metric aggregation system 82 will receive a 
request from a requestor (e.g., an interface or a source) to 
receive event information over a certain time period for 
either a particular member or for the entity as a whole. The 
metric aggregation Systems 82 can then access or query 
event information relating to the time period to be received 
for a single member or over all members. The metric 
aggregation System 82 includes an event entity coalescing 
component 124 adapted to coalesce event data into a single 
event result set for a particular time period requested by the 
interface. A filter component 126 can be employed to limit 
the event types to be retrieved by the metric aggregation 
systems 82. The GUID represents a bookmark into the 
coalesced unified result set. Therefore, the interface and a 
paging component 128 can maintain a record of the first and 
last event of the received coalesced unified result set. The 
GUID can then be employed to retrieve subsequent and 
previous portions of the coalesced result set acting as a 
virtual bookmark into the result set. To retrieve details on a 
single event the interface can make a second query speci 
fying a specific event GUID which can identify the source 
for which the event occurred. The event entity coalescing 
component 124 will retrieve information from the events 
message table for that specific event GUID and member and 
return the information to the requestor. 
0047] FIG. 6b illustrates a block schematic diagram of 
the operation of gathering and aggregation as it relates to 
health monitoring and health data employing the metric 
aggregation System 82. The metric monitor system monitors 
metric data and one or more member health states 133 are 
determined based on the metric data and a member health 
rule set 132. The member health states 133 are a compressed 
hierarchy of states based on a set of rules. The metric 
aggregation System 82 will then poll one or more health 
states from the plurality of members. The metric aggregation 
system 82 includes a health entity aggregation component 
134 adapted to aggregate the top level health status of each 
member or the status of the various health states for a single 
member. The health entity aggregation component 134 can 
then determine the health of the entity based on a health 
entity aggregation rule set 136. Alternatively, the health 
entity aggregation component 134 can poll health, state or 
performance metrics directly from the members or the data 

Feb. 3, 2005 

store 64 of the members, aggregate the metrics and deter 
mine an aggregated health of the entity based on a health 
member aggregation rule set 138. 
0048) FIG. 7a illustrates one particular methodology for 
aggregation of operation data employing the operation gath 
ering and aggregation system 58 of the present invention. In 
step 200, the operation aggregation System 58 receives a 
request for operation data from the interface 56. In step 210, 
the operation gathering and aggregation system 58 builds a 
query based on parameters received from the interface 56 
and passes the query to the members 60. The operation 
aggregation System 58 then receives the results on the query 
from the members 60 in step 220 in the form of an array of 
record sets. The operation gathering aggregation System 58 
then aggregates and formats the results for the interface in 
step 230. For example, the operation aggregation System 58 
gathers the record sets from each member into a single result 
set of the entity, applies necessary transformation (e.g., 
average across members), interpolation (e.g., average 600 
data points to 100) and provides sorting (e.g., order by time). 
The aggregated and formatted results are then returned to the 
interface. 

[0049] FIG. 7b illustrates one particular methodology for 
gathering and aggregation of performance data employing 
the operation gathering and aggregation System 58 of the 
present invention. In step 260, the gathering and aggregation 
system 58 receives a request from a source (e.g., an internal 
or external process, an external consumer, a user interface, 
another entity) for a performance metric over a particular 
time period. In step 270, the operation aggregation system 
58 queries the members for specific time period data sets for 
the particular time period requested. In step 280, the opera 
tion gathering and aggregation System 58 aggregates the 
performance data values for each time point across each 
member within a specified time resolution to obtain a single 
result set for the entire entity. In step 290, the single result 
set is returned to the Source. 

[0050] FIG. 7c illustrates one particular methodology for 
gathering and coalescing of event data employing the opera 
tion gathering and aggregation system 58 of the present 
invention. In step 300, the gathering and aggregation system 
58 receives a request from the interface 56 for event metrics 
over a particular time period. In step 305, the operation 
aggregation System 58 queries the members for specific time 
period event data for the particular time period requested. In 
step 310, the event data from multiple members 60 falling 
within the time period requested by the interface 56 is 
coalesced and stored temporarily in a virtual store. In step 
315, the operation gathering and aggregation System 58 
retrieves and passes a block or portion of coalesced event 
data to the interface 56. In step 320, the operation gathering 
and aggregation System 58 monitors whether or not a second 
request for an additional block of data or details on a specific 
event have been received from the interface 56. If the 
operation gathering and aggregation System 58 does not 
receive a second request (NO), the gathering and aggrega 
tion System 58 continues monitoring for a second request in 
step 320. If the operation gathering and aggregation system 
58 does receive a second request (YES), the gathering and 
aggregation system 58 retrieves and passes an additional 
block of event data using a first or last event identifier of the 
previously received block of data or retrieves and passes 
event specific data using a specific event identifier in step 
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325. The event identifier provides for data from multiple 
Sources to be coalesced into a Virtual data set in addition to 
a method for acquiring more data relative to an event result 
set or a particular event in a virtual data set. 
0051) FIG. 7d illustrates one particular methodology for 
gathering and aggregation employing the operation gather 
ing and aggregation System 58 as it relates to health moni 
toring. In step 350, the gathering and aggregation System 58 
receives a request from a source (e.g., an internal or external 
process, an external consumer, a user interface, another 
entity) for health status of the entity. In step 355, the 
operation aggregation System 58 queries the members for 
health status. In step 360, the operation gathering and 
aggregation system 58 applies the entity health aggregation 
rule set 136 to determine a health state of the entity. In step 
380, the operation gathering and aggregation System 58 then 
returns the entity health status to the Source. 
0052) FIG. 7e illustrates another particular methodology 
for gathering and aggregation employing the operation gath 
ering and aggregation system 58 as it relates to health 
monitoring. In step 370, the gathering and aggregation 
system 58 receives a request from a source (e.g., an internal 
or external process, an external consumer, a user interface, 
another entity) for health status of the entity. In step 375, the 
operation aggregation System 58 queries the members for 
member metric data. In step 380, the operation gathering and 
aggregation System 58 aggregates the metric data of the 
members. In step 385, the operation gathering and aggre 
gation system 58 applies the member health aggregation rule 
set 138 to determine a health state of the entity. In step 390, 
the operation gathering and aggregation system 58 then 
returns the entity health status to the Source. 

0053] In order to provide a context for the various aspects 
of the invention, FIG. 8 and the following discussion are 
intended to provide a brief, general description of a Suitable 
computing environment in which the various aspects of the 
present invention may be implemented. While the invention 
has been described above in the general context of com 
puter-executable instructions of a computer program that 
runs on a computer and/or computers, those skilled in the art 
will recognize that the invention also may be implemented 
in combination with other program modules. Generally, 
program modules include routines, programs, components, 
data structures, etc. that perform particular tasks and/or 
implement particular abstract data types. Moreover, those 
skilled in the art will appreciate that the inventive methods 
may be practiced with other computer System configura 
tions, including single-processor or multiprocessor com 
puter systems, minicomputers, mainframe computers, as 
well as personal computers, hand-held computing devices, 
microprocessor-based or programmable consumer electron 
ics, and the like. The illustrated aspects of the invention may 
also be practiced in distributed computing environments 
where tasks are performed by remote processing devices that 
are linked through a communications network. However, 
some, if not all aspects of the invention can be practiced on 
stand-alone computers. In a distributed computing environ 
ment, program modules may be located in both local and 
remote memory storage devices. 

[0054) With reference to FIG. 8, an exemplary system for 
implementing the various aspects of the invention includes 
a conventional computer 420, including a processing unit 
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421, a system memory 422, and a system bus 423 that 
couples various system components including the system 
memory to the processing unit 421. The processing unit may 
be any of various commercially available processors, includ 
ing but not limited to Intel x86, Pentium and compatible 
microprocessors from Intel and others, including Cyrix, 
AMD and Nexgen; Alpha from Digital; MIPS from MIPS 
Technology, NEC, IDT, Siemens, and others; and the Pow 
erPC from IBM and Motorola. Dual microprocessors and 
other multi-processor architectures also may be employed as 
the processing unit 421. 

0055] The system bus may be any of several types of bus 
structure including a memory bus or memory controller, a 
peripheral bus, and a local bus using any of a variety of 
conventional bus architectures such as PCI, VESA, Micro 
channel, ISA and EISA, to name a few. The system memory 
includes read only memory (ROM) 424 and random access 
memory (RAM) 425. A basic input/output system (BIOS), 
containing the basic routines that help to transfer informa 
tion between elements within the server computer 420, such 
as during start-up, is stored in ROM 424. 

[0056] The computer 420 further includes a hard disk 
drive 427, a magnetic disk drive 428, e.g., to read from or 
write to a removable disk 429, and an optical disk drive 430, 
e.g., for reading a CD-ROM disk 431 or to read from or 
write to other optical media. The hard disk drive 427, 
magnetic disk drive 428, and optical disk drive 430 are 
connected to the system bus 423 by a hard disk drive 
interface 432, a magnetic disk drive interface 433, and an 
optical drive interface 434, respectively. The drives and their 
associated computer-readable media provide nonvolatile 
storage of data, data structures, computer-executable 
instructions, etc. for the server computer 420. Although the 
description of computer-readable media above refers to a 
hard disk, a removable magnetic disk and a CD, it should be 
appreciated by those skilled in the art that other types of 
media which are readable by a computer, Such as magnetic 
cassettes, flash memory cards, digital video disks, Bernoulli 
cartridges, and the like, may also be used in the exemplary 
operating environment, and further that any Such media may 
contain computer-executable instructions for performing the 
methods of the present invention. 

0057] A number of program modules may be stored in the 
drives and RAM 425, including an operating system 435, 
one or more application programs 436, other program mod 
ules 437, and program data 438. The operating system 435 
in the illustrated computer may be a Microsoft operating 
system (e.g., Windows NT operating system). It is to be 
appreciated that other operating Systems may be employed 
such as UNIX for example. 

0058) A user may enter commands and information into 
the server computer 420 through a keyboard 440 and a 
pointing device, Such as a mouse 442. Other input devices 
(not shown) may include a microphone, a joystick, a game 
pad, a satellite dish, a scanner, or the like. These and other 
input devices are often connected to the processing unit 421 
through a serial port interface 446 that is coupled to the 
system bus, but may be connected by other interfaces, Such 
as a parallel port, a game port or a universal serial bus 
(USB). A monitor 447 or other type of display device is also 
connected to the System bus 423 via an interface, Such as a 
video adapter 448. In addition to the monitor, computers 
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typically include other peripheral output devices (not 
shown), such as speakers and printers. 

0059] The computer 420 may operate in a networked 
environment using logical connections to one or more 
remote computers, Such as a remote client computer 449. 
The remote computer 449 may be a workstation, a server 
computer, a router, a peer device or other common network 
node, and typically includes many or all of the elements 
described relative to the server computer 420, although only 
a memory storage device 450 is illustrated in FIG. 8. The 
logical connections depicted in FIG. 8 include a local area 
network (LAN) 451 and a wide area network (WAN) 452. 
Such networking environments are commonplace in offices, 
enterprise-wide computer networks, intranets and the Inter 
net. 

0060) When employed in a LAN networking environ 
ment, the server computer 420 may be connected to the local 
network 451 through a network interface or adapter 453. 
When utilized in a WAN networking environment, the server 
computer 420 generally may include a modem 454, and/or 
is connected to a communications server on the LAN, and/or 
has other means for establishing communications over the 
wide area network 452, Such as the Internet. The modem 
454, which may be internal or external, may be connected to 
the system bus 423 via the serial port interface 446. In a 
networked environment, program modules depicted relative 
to the computer 420, or portions thereof, may be stored in 
the remote memory storage device. It will be appreciated 
that the network connections shown are exemplary and other 
means of establishing a communications link between the 
computers may be used. 

0061] In accordance with the practices of persons skilled 
in the art of computer programming, the present invention 
has been described with reference to acts and symbolic 
representations of operations that are performed by a com 
puter, Such as the computer 420, unless otherwise indicated. 
Such acts and operations are sometimes referred to as being 
computer-executed. It will be appreciated that the acts and 
symbolically represented operations include the manipula 
tion by the processing unit 421 of electrical signals repre 
senting data bits which causes a resulting transformation or 
reduction of the electrical signal representation, and the 
maintenance of data bits at memory locations in the memory 
system (including the system memory 422, hard drive 427, 
floppy disks 429, and CD-ROM 431) to thereby reconfigure 
or otherwise alter the computer system’s operation, as well 
as other processing of signals. The memory locations 
wherein Such data bits are maintained are physical locations 
that have particular electrical, magnetic, or optical properties 
corresponding to the data bits. 

0062) What has been described above are preferred 
aspects of the present invention. It is, of course, not possible 
to describe every conceivable combination of components or 
methodologies for purposes of describing the present inven 
tion, but one of ordinary skill in the art will recognize that 
many further combinations and permutations of the present 
invention are possible. Accordingly, the present invention is 
intended to embrace all Such alterations, modifications and 
variations that fall within the spirit and scope of the 
appended claims. 
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What is claimed is: 
1. A method for gathering and aggregating operational 

metrics of a plurality of members configured as an entity, 
comprising the steps of: 

querying an operational metric from the plurality of 
members; and 

aggregating the operational metric from the plurality of 
members to form a unified result set. 

2. The method of claim 1, further comprising the steps of 
receiving a request from a requester for an operational 
metric for the entity prior to the step of querying and 
returning the unified result step after the step of aggregating. 

3. The method of claim 1, further comprising the step of 
aggregating the operational metric over time at each of the 
plurality of members prior to the step of querying. 

4. The method of claim 3, the step of aggregating the 
operational metric over time at each of the plurality of 
members comprising the step of aggregating the operational 
metric into data of at least one larger time period and larger 
time resolution. 

5. The method of claim 4, the operational metric being an 
operational performance metric and the step of aggregating 
the operational metric from the plurality of members to form 
a unified result Set comprising aggregating data performance 
values having similar data times to form a unified result set. 

6. The method of claim 1, further comprising the step of 
setting a configuration at one of the plurality of members 
defining the operational metric data to be logged at each of 
the plurality of members and replicating the configuration to 
each of the plurality of members. 

7. The method of claim 1, the operational metric being an 
operational event metric and the step of aggregating the 
operational metric from the plurality of members to form a 
unified result set comprising the step of coalescing events 
from the plurality of members to form the unified result set. 

8. The method of claim 7, further comprising the steps of 
receiving a request from a requestor for events for the entity 
prior to the step of querying and returning a portion of the 
unified result step after the step of aggregating. 

9. The method of claim 8, further comprising the step of 
assigning each event a unique identifier and the step of 
requesting and returning additional event data utilizing the 
unique identifier of at least one event. 

10. The method of claim 8, further comprising the step of 
filtering out events not to be returned to the requestor. 

11. The method of claim 1, the operational metric being 
an operational health metric and the step of aggregating the 
operational metric from the plurality of members to form a 
unified result set comprising the step of aggregating the 
operational data into at least one of a single result state based 
on a set of predefined rules. 

12. The method of claim 11, further comprising the steps 
of determining a member health state for each member 
based on a member specific health rule set, querying each of 
the member health states from the plurality of members and 
applying a health entity aggregation rule set to determine a 
health state of the entity. 

13. The method of claim 11, further comprising the step 
of applying a health member aggregation rule set to the 
unified result set to determine a health state of the entity. 

14. A computer-readable medium having computer-eX 
ecutable instructions for performing the steps of claim 1. 

15. An electrical signal representation of computer-eX 
ecutable operations for performing the steps of claim 1. 
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16. The method of claim 4, the step of aggregating the 
operational metric into data of at least one larger time period 
and larger time resolution comprising taking one of an 
average, a minimum, a maximum, and a weighted average 
of the data. 

17. The method of claim 2, the requestor being one of an 
external process, an internal process, an external consumer, 
a user interface and another entity. 

18. The method of claim 2, the step of aggregating the 
operational metric from the plurality of members to form the 
unified result set comprising aggregating the operational 
metric into the unified result set based on a time period 
requested by the requester. 

19. The method of claim 2, the step of aggregating the 
operational metric from the plurality of members to form the 
unified result set comprising taking one of an average, a 
minimum, a maximum, and a weighted average of opera 
tional metric data. 

20. The method of claim 6, wherein the configuration is 
set at more than one of the plurality of members. 

21. The method of claim 1, the operational metric being 
at least one of a performance metric, an event metric, a status 
metric, and a health metric. 

22. The method of claim 1, further comprising the step of 
compensating for invalid operational metric data. 

23. A method for gathering and aggregating operational 
metrics of a plurality of members configured as an entity to 
determine a status of the entity, comprising: 

monitoring member specific operational metrics from the 
plurality of members; 

logging the member specific operational metrics to a data 
Store; 

querying the data store to retrieve the member specific 
operational metrics from the data store; 

aggregating the member specific operational metrics to 
form a composite result set; and 
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determining the status of the entity by applying an entity 
based rule set to the composite result set. 

24. The method of claim 23, wherein the composite result 
set is formed by aggregating the member specific opera 
tional metrics over time. 

25. The method of claim 24, wherein aggregating the 
member specific operational metrics over time comprises 
aggregating the members specific operational metrics into 
data of at least one larger time period and larger time 
resolution. 

26. The method of claim 25, wherein aggregating the 
members specific operational metrics into data of at least 
one larger time period and larger time resolution comprises 
taking one of an average, a minimum, a maximum, and a 
weighted average of member specific operational metrics 
data. 

27. The method of claim 23, the member specific opera 
tional metrics being at least one of member specific perfor 
mance metrics, member specific event metrics, member 
specific status metrics, and member specific health metrics. 

28. The method of claim 23, further comprising receiving 
a request from an interface for the operational metrics for the 
entity prior to querying the data store to retrieve the member 
specific operational metrics from the data store 

29. The method of claim 28, further comprising returning 
the composite result set to the interface. 

30. The method of claim 28, further comprising returning 
the status of the entity to the interface. 

31. The method of claim 28, the interface being one of an 
external process, an internal process, an external consumer, 
a user interface and another entity. 

32. A computer-readable medium having computer-eX 
ecutable instructions for performing the method of claim 23. 

33. An electrical signal representation of computer-eX 
ecutable operations for performing the method of claim 23. 


