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(57) ABSTRACT 

A control method of constructing a RAID configuration 
across multiple host bus adapters in a data-processing sys 
tem includes the following steps. Firstly, a master host bus 
adapter and at least a first slave hostbus adapter are defined 
among the plurality of host bus adapters. After the data 
processing system is initialized, a query signal is asserted. 
Then, a first channel number of the master host bus adapter 
is responded to the query signal, wherein the first channel 
number at least includes a real channel number of the master 
hostbus adapter and a channel number of the first slave host 
bus adapter. Afterwards, a RAID configuration across at 
least the master hostbus adapter and the first slave hostbus 
adapter is constructed. 

4. 15 16 

5th disk 6th disk 
drive drive 

4th disk 
drive 

21 22 23 

1st host bus adapter 2nd host bus adapter 3rd host bus adapter 

30 

Miniport driver stack layer 



US 2008/005967.0 A1 Mar. 6, 2008 Sheet 1 of 3 Patent Application Publication 

Je?depe snq ?sou puZ 

  

  



US 2008/005967.0 A1 Mar. 6, 2008 Sheet 2 of 3 Patent Application Publication 

- - - - - -? 

|-- - - -| ov,OC]-, SnC||Od| 
?žº 

  



Patent Application Publication Mar. 6, 2008 Sheet 3 of 3 US 2008/0059670 A1 

Scan PCI addresses to determine 
whether there is any host bus adapter 
linking thereto, and define master host 

bus adapter and slave hostbus 
adapters according to PCI addresses 

S2 

Assert query signals to realize how many 
channels are included in host bus adapters 

S3 

Respond respective channel numbers of 
hostbus adapters to query signals, wherein 
channel numbers of some or all slave host 
bus adapters are incorporated into channel 

number of master hostbus adapter 

S4 

Construct RAID configuration 
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CONTROL METHOD AND SYSTEM OF 
CONSTRUCTING RAID CONFIGURATION 
ACROSS MULTIPLE HOST BUS ADAPTERS 

FIELD OF THE INVENTION 

0001. The present invention relates to a control method 
and a control system, and more particularly to a control 
method and a control system of constructing a RAID (Re 
dundant Array of Inexpensive Disk) configuration across 
multiple host bus adapters. 

BACKGROUND OF THE INVENTION 

0002. Due to the amazing power of computers, comput 
ers are widely used to implement diversified tasks Such as 
data processing tasks, amusement-related tasks or commu 
nication tasks. With the increasing development of digi 
talized generation, the data storage density for the conven 
tional data storage media might become unsatisfactory soon 
for receiving and storing a great amount of data. For dealing 
with Such a problem, a single data storage medium with a 
very large quantity of storage capacity or a plurality of data 
storage media are used in a computer system. Convention 
ally, data stored in a data storage medium are read via a disk 
drive that is operated mechanically. Therefore, the operating 
speed of the disk drive likely fails to catch up with the high 
processing speed of the central processing unit (CPU). For 
matching the operating speed of the disk drive and the 
processing speed of the central processing unit, a configu 
ration of RAID (Redundant Array of Inexpensive Disk) is 
proposed. In the RAID configuration, multiple disk drives 
are used to store the same data in order to increase the data 
transfer rate and data safety. In a case that one of the multiple 
disk drives has a breakdown, the lost data can be restored 
according to an interactive encoding technology among the 
disk drives. 
0003 Typically, the disk drives communicate with the 
computer system via a host bus adapter (HBA). Since one 
host bus adapter can only link thereto a limited amount of 
disk drives, two or more host bus adapters are required for 
serving a larger amount of disk drives. All hostbus adapters 
are electrically connected to a miniport driver stack layer, 
which serves as a small computer standard interface (SCSI) 
between the disk drives which link to the host bus adapters 
and the computer system. Since the operations of these host 
bus adapters are independent from each other, the disk drives 
can only be driven by the hostbus adapters linking thereto. 
If any of the host bus adapters has a breakdown, the disk 
drives which link to the damaged host bus adapter cannot 
participate in the RAID configuration, so the performance of 
the RAID configuration is largely reduced. For example, if 
one hostbus adapter has been idle for a long time and enters 
a sleeping mode, other host bus adapters might have prob 
lems in Synchronization. 

SUMMARY OF THE INVENTION 

0004. The present invention provides a control method 
and a control system of constructing a RAID configuration 
across multiple host bus adapters. 
0005. In accordance with an aspect of the present inven 

tion, there is provided a control method of constructing a 
RAID configuration across multiple host bus adapters in a 
data-processing system. Firstly, a master host bus adapter 
and at least a first slave hostbus adapter are defined among 
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the plurality of hostbus adapters. After the data-processing 
system is initialized, a query signal is asserted. Then, a first 
channel number of the master hostbus adapter is responded 
to the query signal, wherein the first channel number at least 
includes a real channel number of the master host bus 
adapter and a channel number of the first slave host bus 
adapter. Afterwards, a RAID configuration across at least the 
master host bus adapter and the first slave host bus adapter 
is constructed. 
0006. In accordance with another aspect of the present 
invention, there is provided a control system of constructing 
a RAID configuration across multiple hostbus adapters in a 
data-processing system. The data-processing system includ 
ing a plurality of host bus adapters. The control system 
includes a host bus adapter level and a channel level. The 
hostbus adapter level includes a plurality of hostbus adapter 
physical device objects and a plurality of host bus adapter 
functional device objects respectively corresponding to the 
plurality of host bus adapters. The channel level includes a 
plurality of channel physical device objects and a plurality 
of channel functional device objects respectively corre 
sponding to the plurality of hostbus adapters and coupled to 
the same one of the host bus adapter functional device 
objects in the host bus adapter level. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0007. The above contents of the present invention will 
become more readily apparent to those ordinarily skilled in 
the art after reviewing the following detailed description and 
accompanying drawings, in which: 
0008 FIG. 1 is a schematic block diagram illustrating a 
computer system having six disk drives; 
0009 FIG. 2 is a schematic block diagram illustrating a 
control system of constructing a RAID configuration across 
multiple host bus adapters according to an embodiment of 
the present invention; and 
0010 FIG. 3 is a flowchart illustrating a control method 
of constructing a RAID configuration across multiple host 
bus adapters according to an embodiment of the present 
invention. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

0011. The present invention will now be described more 
specifically with reference to the following embodiments. It 
is to be noted that the following descriptions of preferred 
embodiments of this invention are presented herein for 
purpose of illustration and description only; it is not 
intended to be exhaustive or to be limited to the precise form 
disclosed. 

0012 Please refer to FIG. 1, which is a schematic block 
diagram illustrating a data-processing System, e.g. a com 
puter system, having six data storage media, e.g. disk drives. 
The computer system of FIG. 1 includes a miniport driver 
stack layer 30, three hostbus adapters (HBAs) 21, 23, 25 and 
six disk drives 11~16. The first disk drive 11 and the second 
disk drive 12 are electrically connected to the first hostbus 
adapter 21. The third disk drive 13 and the fourth disk drive 
14 are electrically connected to the second hostbus adapter 
23. The third disk drive 15 and the fourth disk drive 16 are 
electrically connected to the third host bus adapter 25. The 
first hostbus adapter 21, the second hostbus adapter 23 and 
the third hostbus adapter 25 are electrically connected to the 
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miniport driver stack layer 30. The miniport driver stack 
layer 30 serves as a small computer standard interface 
(SCSI) between the disk drives 11-16 and other parts of the 
computer system. As previously described, since the opera 
tions of these host bus adapters are independent from each 
other, the disk drives can only be driven by the host bus 
adapters linking thereto. If any of the hostbus adapters has 
a breakdown, the disk drives which link to the damaged host 
bus adapter cannot participate in the RAID configuration, so 
the performance of the RAID configuration is largely 
reduced. 

0013 Please refer to FIG. 2, which is a schematic block 
diagram illustrating a control system of constructing a RAID 
configuration across multiple hostbus adapters according to 
an embodiment of the present invention. The control system 
is constructed as a multi-layer hierarchy. The multi-layer 
hierarchy includes a bus level 40, a hostbus adapter level 50. 
a channel level 70 and a disk drive level 90. When the 
computer system is initiated, the operating system creates a 
bus functional device object (FDO) according to a hostbus 
of the computer system. Via this host bus, the host bus 
adapters 21, 23, 25 shown in FIG. 1 communicate with other 
parts in the computer system. For example, the hostbus can 
be a PCI (Peripheral Controller Interconnect) bus, and thus 
the bus level 40 is a PCI bus level and the bus functional 
device object 41 resulting from the operating system is a PCI 
bus functional device object. 
0014 Subsequently, according to the linking state of the 
host bus adapters to the PCI bus, corresponding host bus 
adapter physical device objects (PDOs) in the host bus 
adapter level 50 are created. In a case that the host bus 
adapters 21, 23, 25 are respectively IDE (Integrated Drive 
Electronics) controller, SATA (Serial advanced Technology 
Attachment) controller and AHCI (Advanced Host Control 
ler Interface) controller, an IDE controller physical device 
object 51, a SATA controller physical device object 53 and 
an AHCI controller 55 are then created. 

0015. As known, each functional device object corre 
sponds to a physical device object, and vice versa. In other 
words, functional device objects and the physical device 
objects are correspondingly created. Accordingly, after the 
IDE controller physical device object 51, the SATA control 
ler physical device object 53 and the AHCI controller 
physical device object 55 are created, an IDE controller 
functional device object 61, a SATA controller functional 
device object 63 and an AHCI controller functional device 
object 65 are correspondingly created. These controller 
physical device objects 51,53 and 55 link to the controller 
functional device objects 61, 63 and 65, respectively. The 
controller physical device objects 51, 53, 55 and the con 
troller functional device objects 61, 63, 65 are all included 
in the hostbus adapter level 50. Since the controller physical 
device objects 51, 53, 55 are coupled to the PCI bus 
functional device object 41, the hostbus adapter level 50 is 
coupled to the bus level 40. 
0016 Subsequently, corresponding to the channels 
included in the host bus adapters 21, 23 and 25, respective 
channel physical device objects of the channel level 70 are 
created. For example, the host bus adapter 21 has two 
channels, and a first channel physical device object 71 and 
a second channel physical device object 72 are then created: 
the hostbus adapter 23 has two channels, and a third channel 
physical device object 73 and a fourth channel physical 
device object 74 are then created; and the host bus adapter 
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25 has two channels, and a fifth channel physical device 
object 75 and a sixth channel physical device object 76 are 
then created. Just like the controller functional device 
objects and the controller physical device objects are cor 
respondingly created, after the channel physical device 
objects 71-76 are created, six channel functional device 
objects 81-86 are respectively created. These channel physi 
cal device objects 71-76 link to the channel functional 
device objects 81-86, respectively. The channel physical 
device objects 71-76 and the channel functional device 
objects 81-86 are all included in the channel level 70. Since 
the channel physical device objects 71-76 are coupled to the 
IDE controller functional device object 61, the channel level 
70 is coupled to the host bus adapter level 50. 
0017. Afterwards, corresponding to the disk drives 11-16 
linking to the host bus adapters 21, 23 and 25, respective 
disk drive physical device objects 91-96 of the disk drive 
level 90 are created. Likewise, after the disk drive physical 
device objects 91-96 are created, six disk drive functional 
device objects are correspondingly created. For simplifica 
tion, the disk drive functional device objects are not illus 
trated in the drawings. 
0018. Therefore, in the above embodiment illustrated 
with reference to FIG. 2, the first layer of the multi-layer 
hierarchy of the control system is a bus level 40 including 
the bus functional device object 41. The second layer is a 
host bus adapter level 50 including the same number of 
controller physical device objects and controller functional 
device objects as the number of the hostbus adapters linking 
to the PCI bus. The third layer is a channel level 70 including 
the same number of channel physical device objects and 
channel functional device objects as the number of the 
channels contained in the hostbus adapters. The fourth layer 
is the disk drive level including the same number of disk 
drive physical device objects as the disk drives linking to the 
host bus adapters. 
(0019 For operation, the PCI devices linking to the PCI 
bus have respective PCI addresses. The PCI addresses 
include a bus code for identifying which bus is directed to 
and a device code for identifying which device is directed to. 
The topological architecture of the PCI bus configuration is 
defined by the operating system when the computer system 
is initialized. Among the PCI devices linking to the PCI bus, 
the PCI device having the highest numbered PCI address is 
defined by the operating system as a master PCI device and 
the other hostbus adapters are defined as slave PCI device. 
Optionally, the order of the slave PCI devices may be 
determined according to the PCI addresses. After the com 
puter system is initialized, the operating system asserts a bus 
configuration cycle to identify whether any PCI device is 
linking thereto by searching the PCI addresses from the 
lowest to the highest. The PCI device having the highest 
numbered PCI address is defined as a master PCI device and 
annexed with a master label. Whereas, the other slave PCI 
devices are annexed with slave labels. While scanning the 
PCI addresses, the operating system asserts a query signal to 
realize how many channels are included in each host bus 
adapter at each address. In the prior art, since the operations 
of these hostbus adapters are independent from one another, 
the master host bus adapter and the slave hostbus adapters 
respond to the operating system with respective channel 
numbers. According to the present invention, on the other 
hand, the slave host bus adapters, when being scanned, 
respond to the operating system with a channel number of 
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Zero while additionally recording the real channel number. 
On the other hand, the master hostbus adapter, when being 
scanned, responds to the operating system with a channel 
number of the sum of all recorded channel numbers includ 
ing the channels of the master hostbus adapter itself. Under 
this circumstance, what the operating system recognizes is 
that all disk drives link to the single master hostbus adapter, 
thereby constructing a RAID configuration across multiple 
host bus adapters. 
0020. Alternatively, there can be partial slave host bus 
adapters responding to the operating system with a Zero 
channel number while the other slave host bus adapters 
respond to the operating system with respective real channel 
numbers. As a result, a RAID configuration across multiple 
host bus adapters and another RAID configuration of inde 
pendent host bus adapters are simultaneously present so as 
to Support alternative applications. In this embodiment, the 
slave hostbus adapters which are coupled to the master host 
bus adapter in the RAID configuration across multiple host 
bus adapters are annexed with subordinate labels identifiable 
by the operating system during the scanning operation. 
Whereas, no subordinate labels are added to the slave host 
bus adapters in the RAID configuration of independent host 
bus adapters. Accordingly, the operating system of the 
computer can identify or classify the host bus adapters 
according to the presence or absence of the Subordinate 
labels. 

0021 Please refer to FIG. 2 again. For example, the first 
host bus adapter 21 is the master host bus adapter and the 
second hostbus adapter 23 and third hostbus adapter 25 are 
slave host bus adapters. In response to the query signal 
asserted by the operating system, the first host bus adapter 
21 responds that six channels are contained therein and the 
second host bus adapter 23 and third host bus adapter 25 
respond that no channel is contained therein. Accordingly, 
the architecture of the control system of the present inven 
tion is indicated by the solid line as shown in FIG. 2. That 
is, the channel physical device objects 71-76 are all directed 
to the IDE controller functional device object 61. In contrast, 
the conventional architecture of the control system is indi 
cated by the dotted lines A, B, C and D as shown in FIG. 2. 
That is, in the conventional architecture, the channel physi 
cal device objects 71 and 72 are directed to the IDE 
controller functional device object 61, the channel physical 
device objects 73 and 74 are directed to SATA controller 
functional device object 63, and the channel physical device 
objects 75 and 76 are directed to the AHCI controller 
functional device object 65. 
0022 Hereinafter, a control method of constructing a 
RAID configuration a cross multiple host bus adapters will 
be illustrated with reference to the flowchart FIG.3 and also 
the architecture of FIG. 1. First of all, when the computer 
system is initialized, the operating system searches for the 
PCI addresses from the lowest to the highest to identify 
whether any PCI device is linking thereto (Step S1). Mean 
while, the hostbus adapter having the highest numbered PCI 
address is defined as a master hostbus adapter and annexed 
with a master label, and the other host bus adapters are 
defined as slave host bus adapters and annexed with slave 
labels. The order of the slave host bus adapters may be 
further determined according to their PCI addresses. Then, 
the operating system asserts a query signal to each hostbus 
adapters to realize how many channels are included in these 
hostbus adapters (Step S2). For example, if the first hostbus 
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adapter 21 is the master hostbus adapter and the second host 
bus adapter 23 and third host bus adapter 25 are slave host 
bus adapters, the first hostbus adapter 21 is annexed with a 
master label and the second host bus adapter 23 and third 
host bus adapter 25 are annexed with slave labels. 
0023. In response to the query signal, the master hostbus 
adapter responds to the operating system with a channel 
number including channel numbers of one or more slave 
host bus adapters (Step S3). For example, the channels 
contained in all hostbus adapters are counted as the channel 
number of the master host bus adapter while each of the 
slave host bus adapters responds to the operating system 
with Zero channel number. Accordingly, the operating sys 
tem recognizes that all disk drives are linking to a single host 
bus adapter, i.e. the master host bus adapter. Nevertheless, 
the real channel numbers of the slave hostbus adapters are 
additionally recorded. 
0024. Afterwards, the operating system constructs a 
RAID configuration across multiple hostbus adapters based 
on the above channel arrangement (Step S4). That is, exem 
plified with the architecture of FIG. 2, the channel physical 
device objects 71-76 are all directed to the IDE controller 
functional device object 61. 
0025 Optionally, some slave host bus adapters may be 
reserved to respond to the operating system with their own 
channel numbers so that no subordinate labels are coupled to 
Such slave hostbus adapters. Meanwhile, the channel num 
ber responded by the master host bus adapter excludes the 
channel number of these slave hostbus adapters. In this way, 
a RAID configuration across multiple hostbus adapters and 
a RAID configuration of independent hostbus adapters can 
both be patterned. 
0026. From the above description, the control method 
and system of the present invention is capable of construct 
ing a RAID configuration across multiple hostbus adapters 
by virtually coupling channels of other hostbus adapters to 
the master host bus adapter. When the master host bus 
adapter has a breakdown, the slave host bus adapter having 
the second highest numbered PCI address will serve as a 
new master hostbus adapter. Accordingly, the data transfer 
rate, the data safety and the performance of the RAID 
configuration can be enhanced. 
0027. While the invention has been described in terms of 
what is presently considered to be the most practical and 
preferred embodiments, it is to be understood that the 
invention needs not to be limited to the disclosed embodi 
ment. On the contrary, it is intended to cover various 
modifications and similar arrangements included within the 
spirit and scope of the appended claims which are to be 
accorded with the broadest interpretation so as to encompass 
all Such modifications and similar structures. 

What is claimed is: 
1. A control method of constructing a RAID configuration 

across multiple host bus adapters in a data-processing sys 
tem, the data-processing system including a plurality of host 
bus adapters, the control method comprising steps of: 

defining a master hostbus adapter and at least a first slave 
host bus adapter among the plurality of host bus 
adapters; 

asserting a query signal after the data-processing system 
is initialized; 

responding to the query signal with a first channel number 
of the master hostbus adapter, wherein the first channel 
number at least includes a real channel number of the 
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master host bus adapter and a channel number of the 
first slave host bus adapter; and 

constructing a RAID configuration across at least the 
master host bus adapter and the first slave host bus 
adapter. 

2. The control method according to claim 1 wherein the 
master host bus adapter has the highest number of bus 
address, and the other host bus adapters are designated as 
slave host bus adapters with sequentially reduced numbers 
of bus addresses. 

3. The control method according to claim 2 further 
comprising a step of annexing a master label to the master 
host bus adapter and slave labels to the slave host bus 
adapters. 

4. The control method according to claim 1 further 
comprising a step of annexing a Subordinate label to the first 
slave host bus adapter. 

5. The control method according to claim 4 wherein the 
first channel number includes Summed channel numbers of 
the plurality of host bus adapters. 

6. The control method according to claim 5 wherein all the 
plurality of host bus adapters except the master host bus 
adapter are annexed with subordinate labels. 

7. The control method according to claim 5 wherein the 
RAID configuration is constructed across all the plurality of 
host bus adapters. 

8. The control method according to claim 4 wherein the 
first channel number excludes a channel number of a third 
slave host bus adapter defined among the plurality of host 
bus adapters, and the third slave host bus adapter is 
exempted from being annexed with the subordinate label. 

9. The control method according to claim 8 further 
comprising a step of constructing another RAID configura 
tion of the third slave host bus adapter. 

10. The control method according to claim 1 further 
comprising a step of recording respective real channel 
numbers of the plurality of host bus adapters. 

11. The control method according to claim 1 wherein the 
data-processing system is a computer system and the query 
signal is asserted by an operating system of the computer 
system. 

12. A control system of constructing a RAID configura 
tion across multiple host bus adapters in a data-processing 
system, the data-processing system including a plurality of 
host bus adapters, the control system comprising: 
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a hostbus adapter level including a plurality of host bus 
adapter physical device objects and a plurality of host 
bus adapter functional device objects respectively cor 
responding to the plurality of host bus adapters; and 

a channel level including a plurality of channel physical 
device objects and a plurality of channel functional 
device objects respectively corresponding to the plu 
rality of hostbus adapters and coupled to the same one 
of the host bus adapter functional device objects in the 
host bus adapter level. 

13. The control system according to claim 12 further 
comprising a bus level including a bus functional device 
object corresponding to a host bus of the data-processing 
system, wherein the host bus adapter level is coupled to the 
bus level. 

14. The control system according to claim 13 wherein the 
hostbus of the computer is a PCI bus, and the bus functional 
device object is a PCI bus functional device object. 

15. The control system according to claim 12 further 
comprising a disk drive level coupled to the channel level. 
which includes a plurality of disk drive physical device 
objects and disk drive functional device objects respectively 
corresponding to the disk drives linking to the host bus 
adapters. 

16. The control system according to claim 12 wherein the 
plurality of host bus adapters include a master host bus 
adapter with the highest numbered bus address and at least 
one slave bus adapter with a lower numbered bus address. 

17. The control system according to claim 16 wherein the 
same one of the host bus adapter functional device objects 
where the plurality of channel physical device objects and 
the plurality of channel functional device objects are 
coupled is a host bus adapter functional device object 
corresponding to the master host bus adapter. 

18. The control system according to claim 17 wherein the 
master host bus adapter is an IDE (Integrated Drive Elec 
tronics) controller. 

19. The control system according to claim 17 wherein the 
master host bus adapter is a SATA (Serial advanced Tech 
nology Attachment) controller. 

20. The control system according to claim 17 wherein the 
master host bus adapter is an AHCI (Advanced Host Con 
troller Interface) controller. 

k k k k k 


