A cross-layer architecture is provided for delivering multiple media streams over 3G W-CDMA channels in adaptive multimedia wireless networks. A resource management mechanism dynamically allocates resources among different media streams adapted to channel status and Quality of Service (QoS) requirements. By taking into account the time-varying wireless transmission characteristics, an allocation of resources is performed based on a minimum-distortion or minimum-power criterion. Estimates of the time-varying wireless transmission conditions are made through measurements of throughput and error rate. Power and distortion minimized bit allocation schemes are used with the estimated wireless transmission conditions to provide dynamically adaptations in transmissions.
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CHANNEL AND QUALITY OF SERVICE ADAPTATION FOR MULTIMEDIA OVER WIRELESS NETWORKS

CROSS-REFERENCE TO RELATED APPLICATIONS

This non-provisional application claims priority to U.S. Provisional Patent Application Ser. No. 60/218,375, filed on Jul. 13, 2000, which is incorporated herein by reference.

TECHNICAL FIELD

The present invention relates to transmission of data over a network, and is more particularly related to systems, methods, and programs for transmission of multimedia data to a wireless host through a network.

BACKGROUND

The first generation (1G) of mobile cellular communications systems were analog such as Advanced Mobile Phone Service (AMPS), Total Access Communication System (TACS), and Nordic Mobile Telephone (NMT). Primarily used for voice, they were introduced in the late 1970s and early 1980s. Starting in the 1990s, second generation (2G) systems such as GSM (Global System for Mobile Communications), TDMA (Time Division Multiple Access), and CDMA (Code Division Multiple Access) used digital encoding. Current 2G mobile communication systems are mainly geared for speech traffic and operate in symmetric full-duplex fashion. Data rates and other quality of service parameters in these systems are the same in the uplink and downlink. Real-time media can seldom be served in a 2G wireless platform.

The third generation (3G) system is defined by the International Telecommunications Union (ITU) under the IMT-2000 global framework and is designed for high-speed multimedia data and voice. Its goals include high-quality audio and video transmission and advanced global roaming, which means being able to go anywhere and automatically be handed off to whatever wireless system is available (in-house phone system, cellular, satellite, etc.). In third generation systems, data traffic, as generated by IP-based information retrieval applications, is expected to dominate. Different kinds of applications can be served by 3G systems at a certain time instance.

The characteristics of different kinds of media vary dramatically. For real-time media transmission, such as video and audio, low delay is required while some kinds of errors can be tolerable. On the other hand, for non-real-time media transmission, such as web access and file download, reliability is required while some levels of latency can be tolerable. Based on the different characteristics of different media streams, there are various QoS (Quality of Service) levels that are required. A key problem in a system with several services and different QoS level requirements is the derivation of a combination of these quality criteria into a single performance measure or cost function, where the combination will allow a straightforward mathematical optimization formulation.

It would be an advance in the art to provide a technique for optimizing a system with several services having different QoS level requirements for multimedia delivery over a wireless network, such as a third generation Wideband-CDMA network.

SUMMARY

A system, method, and program product provide a cross-layer multiple media streams delivery architecture for end-to-end optimization of quality in the support of different classes of QoS (Quality of Service) levels and provide a resource allocation scheme to allocate resources that are adapted to Wideband-CDMA (W-CDMA) channel platforms.

BRIEF DESCRIPTION OF THE DRAWINGS

Generally, the same numbers are used throughout the drawings to reference like elements and features.

FIGS. 1a and 1b are block diagrams showing an end-to-end architecture for data transmission, including video data, over a 3G network, according to one aspect of the present invention.

FIG. 1c is a block diagram of an example content server suitable for use in the data network, according to one aspect of the present invention.

FIG. 1d is a block diagram of an example wireless host suitable for use in the data network, according to one aspect of the present invention.

FIG. 2 depicts a delivery architecture used to support different classes of Quality-of-Service (QoS) levels for multiple services at a certain time instance in a third generation (3G) wireless platform for the delivery of multiple kinds of media over wireless channels.

FIG. 3 depicts a Data Link Quality of Service Adaptation data and control flow chart, where an admission control module negotiates with the Radio Link Control (RLC) and Medium Access Control (MAC) sublayers of the Data Link Layer, as well as the Physical Layer (PHY) to determine an appropriate mode for delivery of multiple kinds of media over wireless channels using the architecture depicted in FIG. 2.

FIG. 4 depicts an Application Level Quality of Service (QoS) adaptation data and control flow chart, which includes channel adaptive error control and interleaving mechanisms.

FIG. 5a is a flow diagram showing a detail view of the framework for multimedia delivery for multiple services transmission over a Wideband-CDMA channel between a mobile station and a base station.

FIG. 5b is a block diagram of an implementation of a hybrid Unequal Error Protection (UEP) delay-constrained ARQ scheme for PEGS delivery over a wireless 3G network.

FIG. 6 depicts a fading channel model, where a transmitted signal is subjected to a Rayleigh-distributed amplitude factor to account for the effects of fading, and to which Gaussian white noise is added.

FIG. 7 depicts a two-state Markov chain, which models the fading channel seen in FIG. 6 considering the dependence between consecutive packet-losses, where “1” is the received state and “0” is the loss state.

FIG. 8 is an example of a computing operating environment capable of implementing, either wholly or partially, an illustrative implementation of the invention.

FIGS. 9a and 9b show different 3G protocol stacks, where FIG. 9a shows a control-plane protocol stack for a 3G network used for 3G-specific control signaling, and where FIG. 9b shows a user-plane protocol stack for all information sent and received by a user and transported via the user plane with the user-plane protocol stack.

FIG. 10 illustrates for a downlink, Transport Format Combination Indicator (TFCI) (TFCD) information, Transmission Power Command (TPC), and pilot symbols that are time-multiplexed with data symbols.

FIG. 11 shows the Rate-distortion relation with different channel conditions.
FIG. 12 shows the relationship of the channel protection level and the probability of transmission failure.

FIG. 13a shows the probability of transmission failure versus re-transmission times, and FIG. 13b shows the delay caused by an implementation of an Automatic Retransmission reQuest (ARQ) scheme versus re-transmission times.

FIGS. 14a and 14b show the general relations of distortion-complexity and complexity-power, where FIG. 14a is a graph indicating the relation of distortion vs. MIPS and FIG. 14b is a graph indicating the relation of MIPS vs. power consumption.

FIG. 15 shows the rate-power relation for Progressive Fine Grain Scalability (PFGS) source decoding in a graph of consumption time (ms) vs. source rate (kbps).

FIG. 16 shows the rate-power relation for RS decoding in a graph of consumption time (ms) vs. source symbol (k).

FIG. 17 shows the rate-distortion relation with an implementation of a Forward Error Correction (FEC) scheme in a graph of distortion vs. source rate.

FIGS. 18a-18b show rate-distortion with an implementation of an ARQ scheme and delay caused by the implemented ARQ scheme, where FIG. 18a is a graph of distortion vs. source rate and FIG. 18b is a graph of delay vs. source rate.

FIG. 19 shows the rate-distortion relation with an implementation of a hybrid UEP/delay-constrained ARQ scheme in a graph of distortion vs. source rate.

FIGS. 20a and 20b show the average peak signal to noise ratio (PSNR) for the MPEG-4 test sequence “Foreman” using three (3) tested schemes under different bit rates, where each of FIGS. 20a and 20b is a graph of PSNR vs. channel rate in kbps showing, respectively, high and low error channels.

FIGS. 21a and 21b show the average peak signal to noise ratio (PSNR) for the MPEG-4 test sequence “Foreman” using the three (3) tested schemes of FIGS. 20a-20b at 320 kbps, where each of FIGS. 21a and 21b is a graph of PSNR vs. frame number, respectively, for the high and low error case.

FIGS. 22a-22b show video frames from the MPEG-4 test sequence “Foreman” using the three (3) tested schemes of FIGS. 20a-20b in a comparison of the reconstructed 44th frame and the 50th frame of the sequence.

FIGS. 23a and 23b show a comparison of the results using the three (3) tested schemes of FIGS. 20a-20b at 256 kbps in the high error case.

FIGS. 24a and 24b show a comparison of the reconstructed 36th frame of the MPEG-4 test sequence “Foreman” in the high error case.

FIGS. 25a-25b show a comparison of the results of the MPEG-4 test sequence “Foreman” using the three (3) tested schemes of FIGS. 20a-20b at 320 kbps under the low error case, where FIG. 25a is a graph illustrating computation time in ms vs. frames and FIG. 25b is a graph illustrating PSNR vs. frames.

FIGS. 26a-26c show the reconstructed 42nd video frame from the MPEG-4 test sequence “Foreman” in the low error case.

**DETAILED DESCRIPTION**

A cross-layer media delivery architecture that supports different classes of QoS (Quality of Service) levels and a resource allocation scheme to allocate available resources, adapted to W-CDMA channel status, are provided and through which end-to-end optimal quality are achieved.

The architecture is useful for designing adaptive multimedia wireless networks, particularly for the Wideband-CDMA (W-CDMA) platform, which is a Third Generation (3G) technology that increases data transmission rates in the Global System for Mobile Communications (GSM) by using CDMA (Code Division Multiple Access) instead of Time Division Multiple Access (TDMA).

Four areas, as follows, are discussed for an implementation of a network design:

(a) Theory and methodologies that facilitate a cross-layer design of a channel and QoS level adaptive scheme for multimedia delivery over W-CDMA. Several different layers are addressed for an implementation, including the air interface or Physical Layer, the Medium Access Control (MAC) layer, the Radio Link Control Layer (RLC), the Network Layer, the Transport Layer, and the Application Layer. Each layer, as discussed below, is designed to be adaptable to various conditions.

(b) Accurate channel modeling that predicts or estimates network behavior.

(c) Different classes of QoS levels are supported in the delivery of multiple media streams.

(d) Dynamic resource management for multiple services in the cross-layer media delivery architecture that adaptively adjusts the behavior of each layer.

1. **W-CDMA Providing the Probability for Multi-Services Delivery**

In an implementation of the Third Generation (3G) platform, simultaneous supporting for several services is provided in a single radio interface for a certain terminal. An example of this is generally illustrated in FIG. 1a.

Turning to FIG. 1a, a block diagram of an example of a 3G wireless network is presented within which the teachings of the present invention may be practiced, according to one example implementation. More specifically, FIG. 1a illustrates a block diagram wherein one or more hosts 102, 104 (e.g., content servers) are coupled to provide data to one or more broadcast hosts 118, 120 through a 3G wireless network 108 via wireless network components 114 and 116.

As used herein, hosts 102, 104 are each intended to represent any of a wide variety of computing devices which provide content to requesting users. According to one implementation, one or more of host 102, 104 is a content server, to stream media content to requesting users upon request. In this regard, hosts 102, 104 may well comprise a personal computing system, a server computing system, a media server farm, a KIOSK, thin client hosts, thick client hosts, and the like. According to one implementation, to be described more fully below, host 102, 104 invokes an instance of a content delivery application upon receiving a request for content from a requesting user. The host 102, 104 implements the channel and QoS adaptation for multimedia delivery in 3G wireless network 108, at least in part on feedback received from wireless host 118, 120. The cross-layer media delivery architecture implemented by hosts 102, 104 support different classes of QoS (Quality of Service) levels and a resource allocation scheme to allocate resources, adapted to W-CDMA channel status, at least in part, on information received from the wireless host 118, 120.

Wireless hosts 118, 120 are also intended to represent any of a wide variety of computing devices with wireless communication facilities. In this regard, wireless hosts 118, 120 may well comprise cellular telephones, digital wireless telephones, personal digital assistant (PDA) with wireless communication facilities, a personal computing system with
wireless communication facilities, and the like. As will be developed more fully below, wireless host 118, 120 invokes an instance of an application to request and receive content from a host 102, 104. According to one aspect of the invention, wireless host 118, 120 identifies transmission problems (e.g., multipath, fading, high BER problems, etc.) in the wireless communication channel (e.g., 114, 116), and informs hosts 102, 104 of such wireless transmission problems via the schemes described herein.

The wireless 108 network is intended to represent a wide variety of such networks known in the art. In this regard, the wireless network 108 may well be comprised of a cellular telephony network, a third generation digital communication system network, a personal communication system (PCS) network, a digital cellular telephony network, a two-way paging network, a two-way radio network, a one-way broadcast radio network, a wireless local area network (WLAN) and the like. Similarly, the wireless communication channel between 114/116 and 118/120 is intended to represent any of a wide variety of wireless communication links such as, for example, a radio frequency (RF) communication link, an infrared (IR) communication link, and the like commonly associated with any of the wireless communication networks above.

FIG. 1b is a block diagram of an example of a server in communication with a wireless client through a 3G wireless network. The server implements a distortion/power optimized resource allocation scheme in accordance with an implementation of the invention, described in Section 5 below, in the allocation of the available resources. The wireless client communicates network throughput and error rate measurements back to the server. The server uses the network throughput and error rate measurements from the wireless client in its distortion/power optimized resource allocation scheme.

FIG. 1c is a block diagram of an example content server 200 suitable for use in the data network as, for example, host 102, 104, according to one example embodiment. In accordance with the illustrated example implementation of FIG. 1c, server 200 is generally comprised of control logic 202, a system memory 204, one or more applications 206, and a media component 208. As used herein, server 200 is communicatively coupled to a wireless network (e.g., 108) to provide a requesting user with media content. According to one implementation, an application 206 (e.g., streaming application) is selectively invoked to retrieve media content from some source (e.g., file, audio/video device, audio/video tape, etc.) into a local memory 204 for encoding and transmission to a requesting user via media component 208. In this regard, server 200 is intended to represent any of a wide variety of servers for streaming media content.

Control logic 202 selectively invokes and controls various functional elements of content server 200 in response to requests for content. According to one embodiment, control logic 202 receives a request for media content from a remote host (e.g., wireless host 118), and selectively invokes an instance of a content delivery application 206 (e.g., a media streaming application) along with the resources of media component 208 to satisfy the request for content. According to one implementation, media component 208 is one of a plurality of applications 206 available on content server 200.

As used herein, control logic 202 and system memory 204 are intended to represent any of a wide variety of such devices known in the art. In this regard, control logic 202 may well include one or more of a processor, a microcontroller, an application specific integrated circuit (ASIC), a programmable logic device (PLD), a programmable array logic (PAL), and/or instructions which, when executed by one of the foregoing devices, implements such control logic. Similarly, memory 204 is intended to represent any of a wide variety of volatile and/or non-volatile memory such as, for example, random access memory, read-only memory, a hard disk, an optical disk, a magnetic tape, and the like.

As introduced above, media component 208 is selectively invoked by control logic 202 in response to a request for content from server 200. As shown, media component 208 is comprised of an Admission Control and Radio Resource Control (RRC) module 210, a Link Level Quality of Service (QoS) Adaptation module 212, an Application Level Quality of Service (QoS) Adaptation module 214, and a Distortion/Power Optimized Resource Allocation Module 216. Each of the modules 210–216 will be described below in conjunction with the descriptions of FIGS. 3–5b.

FIG. 1d is a block diagram of an example wireless host 300 suitable for use in the data network, according to one aspect of the present invention. As used herein, wireless host 300 may well be used in a wireless network 108 as a wireless host 118, 120. As introduced above, wireless host 300 is intended to represent a wide range of computing systems with wireless communication capability such as, for example, wireless telephony devices, PDA’s with wireless communication capability, one- and/or two-way pagers, personal computing systems, and the like.

In accordance with the illustrated example embodiment of FIG. 1d, wireless host 300 is generally comprised of control logic 302, memory 304, application(s) 306 and a media component 308, each coupled as shown. As above, each of control logic 302 and memory 304 are intended to represent such logic and memory as are typically found on such devices, and need not be described further. According to one example implementation, applications 306 include an application for receiving and rendering content from a communicatively coupled server (e.g., 102, 104). According to one example, applications 306 include an Internet browser application that enables a wireless host to access and receive content (e.g., media content) from an Internet server (e.g., 102, 104).

When an application is invoked to access and receive content from a server (102, 104), control logic 302 invokes an instance of media component 308 to provide the requisite interface at the Transport Layer. In accordance with the illustrated example implementation of FIG. 1d, media component 308 includes a Receiving Buffer/DeMultiplexer (DeMux)/Depacketizer/Post Processing module 310, a Channel Estimation: Network Throughput/Error Rate Measurement module 312, and a Quality of Service (QoS) Information Monitoring module 314. Each of the modules 310–314 will be described below in conjunction with the descriptions of FIGS. 5a and 5b.

Consider a scenario where a customer has a simultaneous voice or video call with Web browsing on the customer’s wireless device. This is essentially an added value for the end-user. To support multiple services at a certain time instance, a third generation wireless platform adopts the architecture illustrated in FIG. 2. One of the central building blocks of the 3G W-CDMA platforms is the multi-rate support provided by the Physical Layer. The Physical Layer is able to execute a change of data rate at multiple of the maximum frequency of 10 ms in a radio frame. Thus, the natural task of medium access control (MAC) is to select the combination to be applied based on offered load from a set of logical-channel inputs. The Radio Link Control (RLC) sublayer of the Data Link Layer provides segmentation and
retransmission services for both user and control data. The Radio Resource Control (RRC) sublayer of the Network Layer handles all with peer-to-peer control signaling between the network and the terminal, and by acting as a management entity and configuring the operation of all lower layers.

The functions defined for RLC are specific to one logical channel, which is why the behavior of RLC is described through one entity as connected to one logical channel. The functions of MAC address either one common channel or one terminal including the operation on dedicated channels. Therefore, no functional entities specific to one stream of data are shown on MAC.

2. Cross-Layer Architecture for Channel and QoS Level Adaptive Multimedia Delivery Over W-CDMA

Different broadband services require different amounts of bandwidth and have different priorities. For example, a connection for visual communications will in general require more bandwidth than one for data communications, and a voice connection will in general be of higher priority than either a data or a video connection. In response to these varied demands, the network designer may choose to assign different amounts of bandwidth to different types of traffic. The motivation for such an approach stems from the desire to support different kinds of multimedia services with a reasonable level of performance and without letting the demand from any one-type shuts out other types of services. The challenge for the designer is to come up with techniques that are able to balance the needs of the various applications with the need of the system to accommodate as many connections as possible. This task of providing a guaranteed quality of service (QoS) level with high bandwidth utilization while servicing the largest possible number of connections can be achieved through a combination of intelligent admission control, bandwidth reservation and statistical multiplexing.

To effectively deliver multiple services over 3G W-CDMA channels, multiple stream support and QoS level differentiation should be addressed in the architecture. Multiple Stream Support is defined as the ability to simultaneously support streams with different QoS level requirements. This is important since multimedia communications between users may have components such as voice, video, and data with different QoS level requirements. QoS Level Differentiation is defined as the ability to provide various data rates and various Bit Error Rates (BERs) to higher Network Layers. This is desirable to support the QoS levels of higher network layers.

The third generation (3G) wireless standards define concepts that can support ranges of parameters values. This results in many alternative ways to map a set of traffic and QoS level parameters of the upper Application Layer to the lower layers for radio transmission. In the delivery architecture of one implementation, the QoS level adaptation is divided into two parts: A Data Link Level QoS Adaptation and an Application Level QoS Adaptation, each of which is discussed below.

2.1 Data Link Level QoS Adaptation

To effectively deliver multiple kinds of media over 3G W-CDMA channels, different classes of QoS levels need to be supported in the delivery architecture. The quality of the transmitted stream is mainly related to its sending rate, latency, fault tolerance, level of protection, transmitted channel characteristics, etc. “Level of protection” is mentioned here because various data types differ in robustness and in the perceptual effects of errors. In the delivery architecture seen in FIG. 3, an Admission Control and RRC module conducts a negotiation at the Radio Resource Control (RRC) Layer with the RLC and MAC sublayers of the Data Link Layer, and also with the Physical layer, as seen in FIG. 2, to determine an appropriate QoS level supporting.

FIG. 3 shows an Admission Control & Radio Resource Control (RRC) module that corresponds to the Admission Control and Radio Resource Control (RRC) module 210 seen in FIG. 1c. FIG. 3 also shows a Data Link Level QoS Adaptation module that corresponds to the Data Link Level Quality of Service (QoS) Adaptation module 212 seen in FIG. 1c.

To support simultaneous multiple services delivery over a W-CDMA channel, each service is mapped into an individual transport channel. For an incoming service request, corresponding configuration needs are processed based on the characteristics of the service request. Latency, fault tolerance and level of protection requirements are passed from the source to the channel coding side. Then, a suitable interleaving length at the Physical Layer and a suitable retransmission count at the Radio Link Control (RLC) layer can be calculated based on the above requirements. Accordingly, as part of the module for the Data Link Level QoS adaptation, FIG. 3 depicts the Adaptive Interleaving Length Selection module for the Physical Layer (PHY), and also depicts the Media Delay Bound Setting module for the Radio Link Control (RLC) layer.

A suitable channel encoding model as to a protection rate is selected based on the fault tolerance requirement in the Physical Layer. As an example, a ½ convolutional code is selected for the video delivery and a turbo code is selected for the Web data application. The source encoder also controls the required level of protection, which in turn will affect the queue scheduling scheme in the MAC sublayer of the Data Link Layer as well as the error protection degree in the Application Layer.

By selecting the proper bit rates, transmitter powers, and the transmission schedule in each logical link, the aim is to maximize the total throughput defined as the sum of all (average) data rates in all the links that are currently active.

2.2 Application Level QoS Adaptation

As the previous Section 2.1 mentioned, the Data Link Level QoS Adaptation takes effect when new service request comes in. The Application Level QoS adaptation takes effect while media is being delivered.

Considering the limited bandwidth and varying error rate of the wireless link, it is important that the error control mechanism is efficient. To this end, the aim is to investigate the use of a channel adaptive hybrid error control mechanism as illustrated in FIG. 4, where the amount of redundancy is kept to a minimum. FIG. 4 shows an Application Level QoS Adaptation module that corresponds to the Application Level QoS Adaptation module 214 in media component 208 of server 200 seen in FIG. 1c.

There are two basic error correction mechanisms, namely Automatic Repeat reQuest (ARQ) and Forward Error Correction (FEC). ARQ requires the receiver to make requests for the retransmission of the lost/corrupted packets. The receiver can request such a retransmission explicitly by means of a negative acknowledgement (NACK). The receiver can also request a retransmission implicitly by using acknowledgements (ACK) and timeouts. On the other hand, FEC transmits original data together with some redundant data as protection, called parities, to allow reconstruction of lost/corrupted packets at the receiver. Of these two error control mechanisms, FEC has been commonly suggested for real-time applications due to the strict delay requirements and semi-reliable nature of media streams.
However, FEC incurs constant transmission overhead even when the channel is loss free. There are several variations of ARQ protocols, which are stop-and-wait, go-back-N, and selective-repeat, respectively.

Notice that the FEC, or error control scheme, can be adapted to the instantaneous error rate, while ARQ is used to recover lost/corrupted packets which cannot be recovered through FEC. Here there is a new kind of ARQ, which named delay-bounded ARQ. This is a limited retransmission ARQ protocol, i.e., if a packet does not arrive after a certain time interval, it gives up and passes the loss to higher layers, as seen in the Delay Constraint Automatic Repeat Request (Hybrid ARQ) module of FIG. 4.

In order to keep the FEC to minimum, the developed error control mechanism also takes the media coding characteristics into account. The amount of redundancy is selected by distinguishing the significance of the various media types and by determining the impact of error rate from each of the media types onto the overall media quality, as seen in the Channel Adaptive & Priority-sensitive Forward Error Control (Hybrid FEC) module of FIG. 4.

The simulation results discussed in Section 9 show that this channel adaptive hybrid error control scheme with priority-sensitive redundancy provides better performance than other error control schemes.

3. Channel and QoS Level Adaptive Multimedia Delivery Architecture

In summary, three typical characteristics are embodied in this delivery architecture:

(i) Dynamically generate the feedback about the Bit Error Rate (BER)/Forward Error Correction (FEC) protection level and delay. At the same time, accurately estimate the channel status.

(ii) Periodically re-allocate the available resources to different kinds of media streams based on their media characteristics and the estimated channel status.

(iii) Adaptively adjust the QoS level.

A major challenge in multimedia transmission over a W-CDMA channel is the joint consideration of the Network Layer control and the Application Layer control to achieve optimum end-to-end performance. To achieve the last mentioned sub-goal, cross-layer adaptation mechanisms have been designed in this framework, which are discussed in detail below, and are in-part summarized as follows:

(a) adaptively spreading in the air interface to support various data rates for different media types;

(b) adaptively selecting an encoding bit rate model and an interleaving length in the Physical Layer to satisfy the different latency and fault tolerance requirements of the different media types;

(c) adaptively scheduling packets between multiple media streams in the Medium Access Control (MAC) sublayer of the Data Link Layer;

(d) adaptively determining the retransmission times in the Radio Link Control (RLC) Layer based on the media latency characteristics of the media stream;

(e) adaptively selecting a transport protocol for different media streams. Different media streams may adopt different kinds of transport protocol at the Transport Layer;

(f) adaptively selecting TCP protocol for the delivery of Web data and file data, and adaptively selecting a proposed UDP-like protocol for the delivery of other data, such as real time data including video and audio;

(g) adaptively allocating bits from the source encoder for a source bit stream and for Forward Error Correction (FEC) coding in the Application Layer based on the varying channel characteristics.

Giving a detailed view of the functionality of a multiple service transmission over a W-CDMA channel, mainly between a mobile station and a base station, FIG. 5a depicts a framework of one implementation for multimedia delivery. Parts of the multimedia delivery framework will be described more detail in the following several Sections.

4. Accurate Channel Modeling, Estimation and Dynamic Feedback Generation

To accurately estimate channel status for use in an error control scheme, a server in the network can monitor several channel-related characteristics on a near real-time basis on the fly. In the cross-layer architecture of one implementation, various layers are in charge of different kinds of feedback. Channel bit error rate (BER), frame error rate (FER), and the fading depth are fed back by the Physical Layer. Error type and transmission delay are fed back by the Data Link Layer. Location and handoff notification are fed back by the Network Layer. Besides this feedback information, a model can be adopted to accurately estimate the channel status.

Aiming at simulating wireless channels characterized by slow, highly-correlated-fading, a moderately slow motion of the mobile station is contemplated.

A channel model for one implementation is briefly depicted in FIGS. 6 and 7. As depicted in FIG. 6, a transmitted signal s(t) is first multiplied by a Rayleigh-distributed amplitude factor a(t) taking into account the effect of fading, and then an Average Gaussian white noise (AWGN) factor n(t) is added to the signal. The sequence of Rayleigh amplitude values is built by summing two squared Gaussian random variables x(t), y(t) and by taking the square root of the result. Channel correlation is taken into account by applying a low pass filter to the sequence of Gaussian values before squaring and summing them. The low pass filter used to account for channel correlation is built by assuming the speed of the mobile station. Given such a speed, the Doppler frequency f_doppler of the channel can be calculated through the formula

\[ f_{\text{doppler}} = \frac{v_{\text{mobile}}}{c_0} f_0, \]

where \( v_{\text{mobile}} \) is the speed of the mobile station, \( c_0 \) is the speed of light, and \( f_0 \) is the carrier frequency.

For a broad range of parameters, the sequence of data-block success and failure can itself be approximated by means of a simple two-state Markov chain, seen in FIG. 7, which can be used in modeling the fading channel seen in FIG. 6. The two-state Markov chain, also known as the Gilbert Model, has "1" for the received state and "0" for the loss state. This model is able to capture the dependence between consecutive losses. Network packets can be represented as a binary time series,

\[ x_n, \]

where \( x_n \) takes 1 if the ith packet has arrived successfully and 0 if it is lost. The current state, \( X_n \), of the stochastic process depends only on the previous value, \( X_{n-1} \). The transition probabilities between the two states are calculated as follows:

\[ p(n|n-1) = p[X_n = 1|X_{n-1} = 0] \text{ and } q(n|n-1) = p[X_n = 0|X_{n-1} = 1]. \]
The maximum likelihood estimators of \( p \) and \( q \) for a sample trace are:

\[
p = \frac{n_0}{n_0 + n_1}, \quad q = \frac{n_1}{n_0 + n_1},
\]

where \( n_0 \) is the number of times in the observed time series when 1 follows 0 and \( n_1 \) is the number of times when 0 follows 1. \( n_0 \) is the number of 0s and \( n_1 \) is the number of 1s in the trace.

As seen in FIG. 5a, two components that are considered with respect to the W-CDMA channel are the foregoing fading and Average White Gaussian noise (AWGN) factors discussed above.

Having generated a statistical model of the communication channel, the error control module can then employ one or more error control schemes to reduce the distortion being experienced.

5. Resource Allocation Scheme

The three primary resources available for wireless access are bandwith, space, and power. These resources must be allocated efficiently and dynamically in a mobile wireless environment. The objective of resource allocation in wireless networks is to decide how to allocate resources such that the quality of service (QoS) level requirements of the applications requiring by the multimedia streams can be satisfied.

To design an efficient resource allocation scheme, several difficulties should be taken into consideration. First, due to the multi-path fading effect, the wireless channel is time varying. Second, the radio bandwidth and power are scarce resources. Third, multiple classes of traffic have different data rates and bit error rate requirements. To cope with all these problems, the proposed scheme needs to be adaptive, efficient, flexible, and able to minimize the transmitted power, while satisfying the application QoS requirements.

The resource allocation problem is a special case of the general problem of decentralized dynamic decision-making. A well-developed theoretical foundation for this general problem is currently lacking. A general desire in a resource allocation mechanism is the minimization of the overall distortion, thus gaining the optimized quality of the global streams. One can denote the sending rate of \( i \)-th media stream by \( r_i \), the distortion that will be obtained in this stream can be denoted by \( d_i \), and the quality impact degree of this stream can be denoted by \( \alpha_i \). Such a problem can be expressed as: Minimize

\[
D = \sum_i a_i \times d_i,
\]

subject to

\[
R = \sum_i r_i \leq R_t.
\]

where \( R_t \) is the total bit budget for the W-CDMA channel, which is 384 kbps in wide area with high mobility and 2 Mbps in a local area.

Each media has its own rate and distortion relationship: \( R_i = f(D) \). The above optimization problem relies on this Rate and Distortion (R-D) function. Considering the unique wireless link characteristics such as bit error rate and fading depth, the corresponding R-D function has to be modified to account, in the wireless link, for distortion comprising the source distortion and the channel distortion. To this end, there is derived an R-D function for the MPEG-4 Progressive Fine Granular Scalability (PFGS) scalable codec, and an implementation that dynamically allocates bits between the source bit stream and the channel coding. A discussion follows of the R-D function for resource allocation for 3G networks, given the rate-distortion function in the context of error rate and throughput measurements.

An implementation, an example of which is seen in FIGS. 1b and 5b, is proposed for a distortion-minimized resource allocation and a power-minimized resource allocation with a hybrid delay-constrained ARQ and Unequal Error Protection (UEP) for video transmission over a 3G wireless network, based on the measurements of throughput and error rate for the 3G wireless network. The architecture seen in FIGS. 1b and 5b has the components of the network throughput/error rate measurement and distortion/power optimized resource allocation, each of which is discussed below.

In the discussion that follows, measurements of throughput and error rate for a 3G wireless network are presented in Section 6. Section 7 presents preliminaries for a QoS level adaptive resource allocation. In Section 8, an implementation of distortion-optimized and power-optimized resource allocation schemes are presented, which schemes consider varying media characteristic and adapt to channel condition. Section 9 gives simulation results of the implementations discussed herein.

6. Measurements Of Error Rate And Throughput in a 3G Network

6.1 Protocol Stack of 3G Network

A typical protocol stack for a 3G network is shown in FIGS. 9a and 9b, consisting of a control-plane stack in FIG. 9a and a user-plane protocol stack in FIG. 9b. The control plane is used for 3G-specific control signaling. More specifically, GMM/SM/SM is in charge of general mobility management, session management, and short message services, respectively. The Radio Resource Control (RRC) sublayer of the Data Link Layer interacts with lower layers to provide local inter-layer control services, such as determining the transport format combination set (TFCs), for efficient usage of transport channels.

All information sent and received by a user is transported via the user plane. Application data is first packetized and then transported using the TCP/UDP transport protocol. For multimedia delivery that is discussed herein, UDP protocol is used. It shall be assumed that the UDP packet size is \( L \) bytes including the header information.

In between the UDP of the Transport Layer and the Data Link Layer, and within the Network Layer, there is the Internet Protocol (IP) sublayer, the Point-to-Point Protocol (PPP) sublayer, and the Packet Data Convergence Protocol (PDCP) sublayer.

The Radio Link Control (RLC) sublayer of the Data Link Layer provides three types of modes for data delivery, among which, the transparent mode transmits higher layer Protocol Data Units (PDUs) only with segmentation/reassembly functionality. The unacknowledged mode transmits higher layer PDUs without guaranteeing delivery but with a user-defined maximal number of retransmissions. The acknowledged mode transmits higher layer PDUs with guaranteed error-free delivery. Considering the multimedia characteristic, the transparent and unacknowledged modes are discussed for one implementation. The length of an RLC data unit, called a frame, is of \( L\_F \) bytes. Thus, a UDP packet is segmented into \( N_F = \lfloor L\_F / L \rfloor \) RLC frames for transmission. The number of retransmissions allowed for a failed RLC frame is denoted as \( N_F \).

The Medium Access Control (MAC) sublayer of the Data Link Layer functions in the selection of an appropriate transport format for each transport channel according to the
instantaneous source rate. The transport format defines the transport block size (size of the RLC frame in transparent and unacknowledged modes), the transport block set size, the transmission time interval (TTI), the error detection capability (size of CRC), the error protection (channel coding) rate, etc. On the receiver side, after decoding the Transport Format Combination Indicator (TFCI) information, users can obtain the bit rate and channel decoding parameters for each transport channel.

The Physical Layer (PHY) offers information transfer services to the MAC sublayer of the Data Link Layer and also to higher layers. One of the main services provided by the Physical Layer is the measurement of various quantities, such as the physical-channel bit error rate (BER), the transport-channel block error rate (BLER), the transport-channel bit rate, etc. In the Physical Layer, each physical channel is organized in a frame structure, which consists of 16 slots. For the downlink, TFCI, TPC (Transmission Power Command) and pilot symbols are time-multiplexed with data symbols, as seen in FIG. 10. On the receiver side, once a slot is received, pilot symbols are used to estimate the channel status. With the prior known pilot information, channel estimation can be performed through some filtering techniques such as a weighted multi-slot average (WMSA) filter, a Gaussian filter, and a Wiener filter. Then, the Bit Error Rate (BER) of the physical channel before channel decoding can be calculated. At the end of each TTI, TFCI information is decoded. With the TFCI information, the channel decoding parameters of each transport channel is obtained, and in the meanwhile, the bit rate (B_{block}) of each transport channel can be computed. Based on the error detection capability (CRC) evaluation of each transport block, the average Block Error Rate (BLER), P_{BL}\_B, of the transport channel can be estimated. All these measured information are reported to the higher Data Link Layer for system performance analysis.

6.2 RLC Frame Model of Correlated Fading Channel

The traditional metric used for characterizing channel errors is average bit error rate or the average Block Error Rate (BLER), P_{BL}\_B. After obtaining P_{BL}\_B, there still exists a need for selecting an appropriate model to analyze the system performance in the Data Link Layer. A first-order Markov process can be used in modeling a transmission on a correlated Rayleigh fading channel as was summarized in Section 4, above, in reference to FIGS. 6 and 7. As seen in FIG. 5, the two components that are considered for the W-CDMA channel are the fading and the average White Gaussian noise (AWGN) factors discussed in Section 4, above.

A sequence of transport blocks’ successes and/or failures can be approximated by a two-state Markov chain, which is defined by the transition matrix

\[
M(x) = \begin{pmatrix} p & 1-p \\ q & 1-q \end{pmatrix}
\]

where \( p \) and \( 1-q \) are the probabilities that the \( n \)th transport block transmission is successful, given that the \( (n-1) \)th transport block transmission was successful or unsuccessful, respectively. Using this model, the steady-state transport block error rate, P_{BL}\_B, is given by

\[
P_{BL}\_B = \frac{1-p}{2-p-q}
\]

For a Rayleigh fading channel with fading margin \( F \), the average transport block error rate BLER, P_{BL}\_B, and the Markov parameter (\( q \)) can be expressed as:

\[
P_{BL}\_B = 1 - e^{-c_1 F}
\]

where \( \theta = \frac{2 F}{\sqrt{1-p^2}} \).

In Eq. (7), \( c = \ln(2\pi F) \) is the correlation coefficient of two successive samples (spaced by \( T \) seconds, which equals 10 ms, 20 ms, 40 ms, or 50 ms in 3G network) of the complex Gaussian fading channel, \( f_d \) is the Doppler frequency that is equal to the mobile velocity divided by the carrier wavelength. \( J_n(\cdot) \) is the Bessel function of the first kind and zero order, and \( Q(x, \cdot) \) is the Marcum-Q function given by:

\[
Q(x, y) = \int_y^\infty \frac{e^{-x^2/2}}{x} J_0(2\pi nx/y) \, dx.
\]

Thus, the relationship between block error rate and Markov parameter can be easily represented as:

\[
q = 1 - (1 - P_{BL}\_B) \times \frac{Q(0, \rho) - Q(\rho, \theta)}{P_{BL}\_B}
\]

where \( \theta = \frac{-2\log(1-p)}{1-F^2/2}\). Notice that, in order to use this approximation approach to compute \( p \) and \( q \), there is a need to compute the average transport block error rate, \( P_{BL}\_B \), which depends on the details of the modulation/coding scheme. One can obtain this information at the end of each TTI in a 3G network. Another factor that will affect the Markov parameter is the velocity of the mobile station. The decimation method and the statistical analysis of receiving signal method can be used to estimate the velocity of the mobile station.

6.3 Throughput Measurement

RLC in a 3G network supports the transparent, unacknowledged, and acknowledged modes of operations. The upper-layer packet is segmented into small RLC frames, and different retransmission policies are adopted for different RLC modes. The performance measurement of interest is the end-to-end throughput considering the interaction of RLC and the upper layer, which in one implementation is the UDP.

In one implementation, the unacknowledged RLC mode is used. One can denote the number of retransmissions allowed for a failed RLC frame as \( N_r \), and the number of RLC frames per UDP packet as \( N_r \). When the RLC sublayer of the Data Link Layer finds a frame error, it sends back a NACK requesting retransmission of the corrupted frame. RLC will abort the attempt after \( N_r \) unsuccessful retransmissions and pass the frame to the UDP of the Transport Layer. Note that, so long as one RLC frame is lost in a UDP packet, the entire UDP packet is discarded.

As mentioned above, TFCI information is decoded at the end of each TTI on the receiver side. With the transport block set size, TTI, and other related information obtained by TFCI, the total bandwidth used for each transport channel (\( B_{\text{transport}} \)) can be calculated. To accurately estimate the available throughput in the Application Layer, the status of successive UDP packets are analyzed. Let \( P_{\text{success}} \) and \( P_{\text{success}} \) be the probabilities that the current UDP packet is successful given that the previous UDP packet was successful or not.

Further let \( P_{\text{success}} \) and \( P_{\text{success}} \). Then, the available UDP throughput can be defined as.
To calculate the packet transition probabilities, several denotations are introduced. Let
\[ P_{\text{udf}}^{\text{in}} \]
be the probability that the last RLC transmission of the current UDP packet with \( n \) RLC frames is successful given that the current UDP packet is a failure, let
\[ P_{\text{udf}}^{\text{in}} \]
be the probability that the last RLC transmission of the current UDP packet with \( n \) RLC frames is successful given that the current UDP packet is a success, and let \( P_{\text{udf}}^{\text{in}} \) be the probability that the current UDP packet is failed given that last RLC transmission of the previous UDP packet was a success, and let \( P_{\text{udf}}^{\text{in}} \) be the probability that the current UDP packet is failed given that last RLC transmission of the previous UDP packet was a failure. Then, the UDP packet transition probabilities can be calculated as
\[
P_{\text{udf}}^{\text{in}} = \frac{1}{2} \left( 1 - P_{\text{udf}}^{\text{in}} \right)^{n_{\text{RLC}}} + \frac{1}{2} \left( 1 - P_{\text{udf}}^{\text{in}} \right)^{n_{\text{RLC}} - 1} \cdot P_{\text{udf}}^{\text{in}} \).
\]

where
\[ P_{\text{udf}}^{\text{in}} = 1, \]
for any \( n \), and
\[ P_{\text{udf}}^{\text{in}} \]
can be derived in a recursive way as follows:
\[
P_{\text{udf}}^{\text{in}} = P_{\text{udf}}^{\text{in}} \cdot \left( \frac{1}{2} + \frac{1}{2} \cdot \frac{q_{\text{udf}}^{\text{in}}}{1 - q_{\text{udf}}^{\text{in}}} \right) \]

To represent \( P_{\text{udf}}^{\text{in}} \) and \( P_{\text{udf}}^{\text{in}} \), another two denotations are introduced. Let \( P_{\text{udf}}^{\text{in}} \) be the probability that at least 1 out of \( n \) RLC frames fails given that the first RLC transmission was a success. Let \( q_{\text{udf}}^{\text{in}} \) be the probability that at least 1 out of \( n \) RLC frames fails given that the first RLC frame already had \( k \) decode failures and current RLC transmission is a failure. Then there is obtained:
\[
P_{\text{udf}}^{\text{in}} = P_{\text{udf}}^{\text{in}} \cdot \left( 1 - q_{\text{udf}}^{\text{in}} \right) \cdot q_{\text{udf}}^{\text{in}} \]

Notice that the terminating conditions for the above recursive relation are \( P_{\text{udf}}^{\text{in}} = 0, q_{\text{udf}}^{\text{in}} = 1 \), and \( q_{\text{udf}}^{\text{in}} = 0 \).

Up to now, the relationship between the available UDP throughput and RLC frame transition probabilities had been derived. After a user-defined time interval, all the performance measurement information, such as available UDP throughput, frame/packet transition probabilities, BER/BLER, etc., are reported to the Application Layer. The resource allocation for multimedia transmission then can be performed based on the provided information.

7. Preliminaries for QoS Level Adaptive Resource Allocation

A discussion that follows is of rate-distortion and rate-power consumption relations for a source coder and a channel coder. Since a video-streaming scenario is considered in one implementation, a focus will be placed upon the source decoding and channel decoding in the following sections.

7.1 Rate-Distortion Relation for Source and Channel Coding

Most existing video source coders are optimized to achieve the best performance at a certain rate while assuming that all of the coded bits are correctly received. When video media is delivered over a wireless channel, the channel transmission error in the random location causes additional channel distortion. Thus, there is defined end-to-end performance using the expected end-to-end distortion, \( D_{\text{e}} \), which is composed of the source distortion and the channel distortion. Mathematically, \( D_{\text{e}} = D_{\text{e}} + D_{\text{c}} \), where \( D_{\text{e}} \) is the source distortion that is caused by the video rate control, \( D_{\text{c}} \) is the channel distortion resulting from random transmission error and bursty-fading error, and where \( D_{\text{c}} \) is the probability that a video packet transmits unsuccessfully. Notice that \( D_{\text{c}} \) is related to the channel bit error rate (BER) and bursty length. As seen from Fig. 11, different channel conditions may have different impacts on the expected end-to-end distortion. That is, \( D_{\text{e}} = D_{\text{e}} + D_{\text{c}} \). In one implementation, source is encoded by a layered scalable coder, e.g., MPEG-4 PFGS video coder, which can generate bit rates anywhere from tens of kilobits to a few mega bits per second with arbitrarily fine granularity. An example of this encoding is seen in Fig. 5b where raw data, such as raw video, is input to a PFGS Source Encoder. The raw video is encoded into two parts: one part is a called base layer (BL) that carries the most important information, such as motion vector information, etc., while the other part is a plurality of called enhancement layers (ELs) that carry less importance information. Furthermore, layers of the same frame in PFGS are correlated. Specifically, the higher layer information relies on the corresponding one in the lower layers. On the receiver side, if any residual error occurs in the lower layers, the corresponding information bits in the higher layers will be discarded whether they are correct or not. Thus, the expected end-to-end distortion of PFGS can be represented as
\[
D_{\text{e}} = D_{\text{e}} + \sum_{j=1}^{n} \left( D_{\text{c}} \right) \times \left( 1 - P_{\text{fail}, \text{packet}}(m, j) \right).
\]

where \( L \) represents the number of layers that can be delivered, \( n \) denotes the number of packets in the \( j \)th layer, \( D_{\text{e}} \) is the channel distortion caused by the \( m \)th packet in the \( y \)th layer, and \( P_{\text{fail}, \text{packet}}(m, j) \) is the probability that the \( m \)th packet in the \( y \)th layer is lost. Notice that the dependency relationship among different layers is embodied by the conditional probability as expressed in Eq. (18).

Next a discussion will be had of rate-distortion caused by a channel decoder including FEC and ARQ. In one implementation, Reed-Solomon (RS) codes are used for
FEC. The RS codes are used because of their abilities to correct channel burst errors, which are common in a wireless channel. An RS code is represented as RS \((n, k)\), where \(k\) is the length of source symbols and \(n-k\) is the length of protection symbols. It is known that an RS code usually can correct up to

\[
t = \left\lfloor \frac{n-k}{2} \right\rfloor
\]

symbol errors. The failure probability of an RS \((n, k)\) code is defined as:

\[
P_{\text{fail}} = 1 - \sum_{j=0}^{t} P(n, j) \tag{19}
\]

\[
P(n, j) = \sum_{j=0}^{t} \left( \begin{array}{c} n \\rule{0pt}{2ex} \\ j \end{array} \right) p_j^{(1 - p)}^{n-j} \tag{20}
\]

\[
p_j = 1 - (1 - p_j)^m, \text{ and} \tag{21}
\]

\[
p_0 = \sqrt{\frac{2^m}{N_0}} \tag{22}
\]

where \(P(n, j)\) represents the probability of less than \(j\) symbol errors occurs in the \(n\) symbol's transmission, \(p_j\) is the probability of symbol transmission error, \(m\) is the number of bits per symbol, \(p_0\) is the bit-error probability, \(E_o\) is the fixed power per bit, and \(N_0/2\) is the channel noise variance.

Based on the above analysis, it can be deduced that increasing channel protection can reduce possible channel errors, which in turn decreases the end-to-end distortion. That is, \(t_2 > t_1 \rightarrow P_{\text{fail}} < P_{\text{fail}}\), as shown in FIG. 12.

As for ARQ, selective retransmission is adopted as retransmission policy in one implementation. In this implementation, only the loss/corrupted packets would be retransmitted across the channel. Notice that retransmission of corrupted data introduces additional delay, which is desirable for real-time applications. Therefore, in real-time media delivery, the delay bound of media should be considered as a constraint for retransmission.

The probability of packet transmission failure after the \(n^{th}\) retransmission is defined

\[
P_{\text{fail,packet}} = (1 - P_{\text{fail}})^n \tag{23}
\]

and

\[
P_{\text{correct,packet}} = 1 - (1 - p_0)^{mn} \tag{24}
\]

where \(P_{\text{fail,packet}}\) is the probability that the packet can be correctly transmitted, and \(mn\) is the number of bits in the packet. Suppose \(N_{\text{max}}\) is the maximum number of times for retransmission of a certain packet, the rate needed for the packet transmission can be represented as:

\[
R = R_1 + n \sum_{i=1}^{N_{\text{max}}} p_0^n \times R_1 \tag{25}
\]

Based on the above analysis, with the higher retransmission times, a lower probability of transmission failure can be obtained, thereby causing larger delay. This is plotted in FIGS. 13a and 13b.

### 7.2 Rate-Power Consumption For Source And Channel Coding

The total power consumed in a system consists of communication power and processing power. For the source part on the receiver side, the communication power refers to the source receiving power, which is relatively small compared with the source processing power and is only related to the received source bit rate, while the processing power is the power consumed for source decoding. For simplicity, complexity is used in one implementation to represent the processing power consumption. To be specific, the more complex an algorithm is, the more processing power would be consumed. Coding standards are, in general, compromises between computational complexity and performance. Specifically, with higher complexity, smaller distortion can be achieved, and vice versa.

FIGS. 14a and 14b depict the general description of the relationship between distortion and complexity as well as the relationship between complexity and processing power consumption. It can be seen that with higher complexity, smaller distortion can be achieved, while with higher complexity, more processing power will be consumed. That is, \(C_2 > C_1 \rightarrow D_2 < D_1\) and \(C_2 > C_1 \rightarrow P_2 > P_1\).

In one implementation, the CPU computation time is used to measure the complexity of the decoding algorithm. Specifically, for PFGS source decoding, the processing power consumed in the base layer (BL) mainly consists of motion compensation, inverse discrete transform (IDCT), and quantization, while the processing power consumed in the enhancement layers mainly consist of IDCT and quantization. The rate-power relation for PFGS source decoding is illustrated in FIG. 15. An example of PFGS source decoding is seen in FIG. 5b where the BL Channel Decoding and EL Channel Decoding are input to a PFGS Decoder for output within a wireless client.

Similar to the source part, the communication power consumed by the channel code-decode (codec) on the receiver side refers to the channel receiving power, which is related to the received channel protection rate, while the processing power is the power consumed for channel decoding. Compared with the channel receiving power, processing power is dominated in power consumption in channel decoding. The majority of the processing power consumption by the RS codec is due to the RS decoder. The energy consumption for decoding an RS \((n, k)\) code per codeword is:

\[
eg_{\text{decoderrate}} = (4m + 10r)s_{\text{mult}} + (4m + 6r)s_{\text{add}} + s_{\text{inv}} \tag{26}
\]

where \(s_{\text{mult}}, s_{\text{add}}, \text{and} s_{\text{inv}}\) represent the energy consumed in the \(m\)-bit multiplier, \(m\)-bit addition, and \(m\)-bit inversion, respectively. Similar to the source side, the computation time is used to represent the consumed processing power of the channel. The rate-power relation for RS decoding is depicted in FIG. 16.


Channel performance measurement was discussed in Section 6, above. The problem now to be discussed in this Section 8 is how to efficiently utilize the limited channel capacity. According to the analysis in the previous Section 7, above, both source coding by a source encoder and channel coding by a channel encoder will occupy certain portion of resources (e.g., bits and processing power), thereby making different contributions to the end-to-end QoS level, such as distortion, delay, and power consumption. The study of resource allocation in this Section 8 is to address the problem of finding the optimal distribution of resources among a set of competing subscribers (e.g., source coder and channel coder) that minimizes the objective function, such as distortion or power consumption, subject to total resource constraints and/or QoS level requirements.
An example of resource allocation is seen in FIG. 5a, where the server implements a Resource Allocation module that includes the Rate-Quality relation, Buffer Control, Power Control, and Handoff notification to be fed back via the Network Layer.

In one implementation of a resource allocation scheme, the objective function $O$ is the sum of an individual subscriber's objective function $o_i$, subject to the sum of the individual subscriber's required resource $r_i$, which would not exceed the resource limit $R$, and/or the sum of the individual subscriber's QoS level requirement $q_i$, which would not exceed the total QoS level requirement $Q$. Mathematically,

$$
O = \min_{\{q_i \text{ and } r_i\}} \sum_{i=1}^{N} o_i(q_i, r_i)
$$

subject to

$$
\sum_{i=1}^{N} q_i \leq Q \text{ and/or } \sum_{i=1}^{N} r_i \leq R,
$$

where $N$ is the number of subscribers.

In one implementation, resource distribution between the PFGS source coder and the channel coder is based on the above formulation. From the rate-distortion relation analyzed in the previous section, it is essential to adopt some error protection schemes so as to reduce the distortion caused by channel transmission. FEC is suited for real-time communications, but varying channel condition limits its effective use, because a worst-case design may lead to a large amount of overhead. Once the channel condition is known, adaptive FEC can be adopted to meet the channel condition. Specifically, if the network condition is good, the error correction rate will be reduced. On the other hand, if the network condition is bad, the error correction rate will be increased. As shown in FIG. 17, there exists an optimal rate ($R_{\text{opt FEC}}$) for FEC scheme to achieve the minimal distortion ($D_{\text{min-FEC}}$).

Closed-loop error control techniques such as ARQ have been shown to be more effective than FEC. But retransmission of corrupted data frames introduces additional delay, which is critical for real-time services. As shown in FIGS. 18a and 18b, there exists an optimal rate ($R_{\text{opt-ARQ}}$) for ARQ scheme to achieve the minimal distortion ($D_{\text{min-ARQ}}$). It can be seen that $D_{\text{min-ARQ}} \leq D_{\text{min-FEC}}$. However, in real-time applications such as conferencing and streaming, the delay constraint had to be considered. When considering media's delay constraint ($T_{\text{media}}$), the optimal distortion, $D_{\text{min-ARQ}}$, cannot be guaranteed to be achieved. Therefore, a hybrid FEC and a delay-constrained ARQ are introduced as the error protection scheme for multimedia delivery.

8.1 Hybrid UEP and Delay-Constrained ARQ for Scalable Video Delivery

FIG. 5b is a block diagram of an example of a server in communication with a wireless client through a 3G wireless network. FIG. 5b is an expansion upon the architecture seen in FIG. 1b. The server implements a distortion and power optimization scheme in accordance with an implementation of the invention, described in Section 5 above, in the allocation of bits. The wireless client communicates retransmission requests back to the server. The server uses the retransmission requests from the wireless client in its distortion and power optimization scheme.

The server also implements a hybrid UEP and delay-constrained ARQ scheme for scalable video delivery in which the server transmits a response to a service request for a multimedia stream to the wireless client over the 3G wireless network. In this scheme, Base Layers (BL) and Enhancement Layers (EL) are protected differently. Because the BL carries the significant information, it should be transmitted in a well-controlled way to prevent the quality of reconstructed video from degrading severely. Therefore, strong error protection codes are added for BL. Note that how much protection should be added to the BL is based on the channel condition and available resources. As analyzed above, FEC usually incurs overhead, and the ARQ scheme is usually more efficient than FEC, provided certain delay is allowed. As a result, there is adopted a hybrid delay-constrained ARQ and FEC for the BL error protection.

The Hybrid ARQ and Hybrid FEC of FIG. 5b are depicted contextually within the Application Layer Quality of Service Level Adaptation scheme seen in FIG. 4. The Power/Distortion Optimized Bit Allocation module seen in FIG. 5b is depicted contextually within the Distortion/Power Optimized Resource Allocation module 216 of server 200 seen in FIG. 1b, and represents an implementation of the functionality of the Resource Allocation module of the Server seen in FIG. 5a.

A discussion follows of the operation of the hybrid delay-constrained ARQ and FEC for the BL error protection. On the sender side, based on the delay constraint $D_{\text{constrained}}$, that is limited by video frame rate, current roundtrip transmission time RTT, and the estimated time consumed by processing procedure $D_{\text{processing}}$, the maximum number of transmissions for current packet $N_{\text{max}}$ can be calculated as follows:

$$
N_{\text{max}} = \frac{D_{\text{constrained}} - D_{\text{processing}}}{RTT}
$$

Then, the sender determines the level of protection for each transmission such that the required residual error rate is within the desired range and the overhead is minimized.

As for ELs, different levels of error protections are added to the different layers. This is because error occurring in the lower layer may heavily corrupt the corresponding higher layers in the same frame and thus affect several subsequent frames. In other words, a bit error would result in error propagation. As a result, the bandwidth for higher layers is wasted, and in the meanwhile, the video quality is deteriorated. Note that, in order to sufficiently add error protection to ELs, the sender determines the degree of protection for each layer adapting to the current channel condition for achieving the minimal objective function under the required QoS level and resource constraints.

FIG. 5b illustrates one implementation of the scheme. The 3G network performance is first dynamically measured. Total available throughput, bit/frame/packet error rate, and some other network-related information are fed back to the sender. Given the network information, optimal resource allocation is then performed to achieve the minimal objective (e.g., distortion or power consumption). The channel decoder reconstructs packets through a channel decoding process. For ELs, the output of the channel decoder is directed for source decoding; while for BLs, if residual error still exists, the receiver decides whether to send a retransmission request based on the delay bound of the packet. If the delay bound has expired, the request will not be sent. Otherwise, when receiving a retransmission request, the sender only transmits a necessary higher protection part for the corresponding packet.

In summary, the proposed error protection scheme aims to achieve adaptiveness and efficiency within the constraint of the bounded delay. However, the hybrid UEP
and delay-constrained ARQ protection scheme poses a challenging resource allocation problem, because one has to consider two issues simultaneously: the trade-off of allocation between the source and channel codes and the tradeoff between forward error protection and retransmission.

8.2 Distortion-Minimized Resource Allocation
Channel bandwidth capacity is highly limited in wireless networks. The allocation on the source side has a tradeoff between the source coding rate and the source distortion, the FEC has a tradeoff between the error protection rate and the channel distortion, and the ARQ has a tradeoff between the retransmission times and the channel distortion. Therefore, the allocation of the bits among the source, the FEC, and the ARQ for a given fixed bandwidth capacity are focused upon so as to achieve the minimal expected end-to-end distortion.

Suppose $R(t)$ is the available bit rate at time $t$, $R_s(t)$, $R_{ARQ}(t)$, and $R_{FEC}(t)$ are the bit rates used for the source, the FEC, and the ARQ at time $t$, respectively. Then the distortion-minimized resource allocation can be formulated as

$$\begin{align*}
\min_{R_s(t),R_{ARQ}(t),R_{FEC}(t)} & D_{source-ref} = D_s(R_s) + D_{ARQ}(R_{ARQ}) + D_{FEC}(R_{FEC}) \\
\text{subject to} & \quad R_s(t) + R_{ARQ}(t) + R_{FEC}(t) = R(t),
\end{align*}$$

where $D_s(R_s)$ is the source distortion caused by source coding rate $R_s$, $D_{ARQ}(R_{ARQ})$ and $D_{FEC}(R_{FEC})$ are the residual channel distortions caused by applying retransmission rate $R_{ARQ}$ and error protection rate $R_{FEC}$, respectively.

The bit rate of the source side is composed of bit rate in both the BL and ELS. Mathematically,

$$R_s = R_{s\_base} + \sum_{i=1}^{L_s} R_{s\_enh}(i),$$

where $L_s$ is the number of layers in ELS and $R_{s\_base}$ and $R_{s\_enh}$ represent the source rates of the BL and of ELS, respectively.

Source distortion is composed of distortion in both the BL and ELS, which can be described as

$$D_s(R_s) = D_s(R_{s\_base}) + \sum_{i=1}^{L_s} D_s(R_{s\_enh}(i)).$$

Next, a discussion is had as to the specifics of the channel distortion. As discussed above, a hybrid delay-constrained ARQ and FEC for the BL are adopted to reduce the residual error, which works as follows. The sender determines the degree of protection for each transmission such that the expected end-to-end distortion is minimized while satisfying the QoS level requirement. Upon receiving the retransmission request for the corrupted packet, the source side will only transmit the necessary part of higher protection for the packet. Because only the protection code needs to be transmitted over the channel for re-transmission, the transmission overhead can be reduced. In one implementation, an RS ($n$, $k$) code is used for forward error correction, as mentioned before. Suppose $n$ is fixed and let

$$\ell = \left\lfloor \frac{n-k}{2} \right\rfloor$$

represent the protection level for the $i$th transmission. Then, the protection rate needed for the BL delivery is calculated as follows:

$$R_{prot}(t, R_{s\_base}(i)) = \sum_{j=0}^{\ell} \left\lfloor \frac{j}{n} \right\rfloor \times R_{prot}(i, R_{s\_base}(i)),$$

where $n$ is the number of source packets needed to be transmitted, $R_{prot}(t, R_s(i))$ is the bit rate needed for protecting $R_s$ at level $t$, $P_{fail}(i, j)$ is the probability of the $i$th packet failed in the $j$th times retransmission, $P_{fail\_packet}(i, j)$ is the probability of the $i$th packet that is failed in the $j$th retransmission, and $p(j)$ is the probability of symbol failure of the $i$th packet.

After hybrid FEC and delay-constrained ARQ protection for BL, only those blocks that cannot be recovered will cause the additional channel distortion. Thus, the channel distortion of the BL can be described as

$$D(R_{prot}) = \sum_{i=0}^{\ell} \sum_{j=0}^{n-1} \left\lfloor \frac{j}{n} \right\rfloor \times D_s(i),$$

where $D_s(i)$ is the channel distortion caused by the loss of packet $i$. Now an analysis is made of the channel distortion in ELS. Considering the dependency among layers, UEP is applied for the ELS. Similar to the BL, use

$$\ell = \left\lfloor \frac{n-k}{2} \right\rfloor$$

to represent the protection level for the $i$th layer. The protection rate needed for the ELS delivery is then represented as follows:

$$R_{prot}(t, R_{s\_enh}(i)) = \sum_{j=0}^{\ell} R_{prot}(i, R_{s\_enh}(i)),$$

where $L$ is the number of layers needed to be transmitted, and $R_{prot}(t, R_s(i))$ is the bit rate needed for protecting $R_s$ at level $t$, which had been defined in (33). Then, the channel distortion of ELS after UEP can be expressed as:

$$D(R_{prot}) = \sum_{i=0}^{L_s} \sum_{j=0}^{n-1} R_{prot}(i, R_{s\_enh}(i)) \times D_s(i).$$
where $b_{n}$ is the number of source packets needed to be transmitted in the $i^{th}$ layer, $P_{ail,layer}(i, j)$ is the probability that the $j^{th}$ packet in the $i^{th}$ layer is corrupted while the corresponding packets in the previous layers are correct, and $P_{ail,layer}(i, j)$ is the probability that the $j^{th}$ packet is corrupted in the $i^{th}$ layer.

Substituting Eqs. (32, 36, 37, 38) into Eq. (29), the distortion-minimized resource allocation for scalable video delivery can be solved given the total available bit rate budget $R(t)$ at time $t$.

FIG. 20 depicts the corresponding rate-distortion relation of a hybrid UEP and delay-constrained ARQ scheme of one implementation. Based on the above analysis and from FIG. 20, it can be shown that $D_{min,ARQ} \geq D_{min,SEC}$. In the meantime, the delay bound of media $(T_{round})$ is satisfied.

8.3 Power-Minimized Resource Allocation

Besides the channel bandwidth capacity, another highly limited resource in wireless networks is power, which includes the transmitter power and receiver power. In one implementation, consideration of the receiver power in the mobile devices is taken, which consists of receiving power, source decoding power and channel decoding power. It is observed that both the source and the channel have a tradeoff between the coding rate and the processing power consumption. Thus, the power-optimized resource allocation problem can be formulated as: given the fixed bandwidth capacity, how should the bits be allocated among the source, the FEC, and the ARQ so as to achieve the minimum power consumption under the desired end-to-end distortion range. Let $R(t)$ represent the available bit rate at time $t$, $R_{ARQ}(t)$, and $R_{FEC}(t)$ represent the bit rate used for the source, the FEC, the ARQ at time $t$, respectively, and $D(t)$ represent the tolerable distortion at time $t$. Then, the power-minimized resource allocation can be described as:

$$\min_{[0,R_{ARQ},R_{FEC}]} PC = PC_{rec}(R) + PC_{rec,ARQ}(R_{ARQ}) + PC_{rec,FEC}(R_{FEC})$$

subject to

$$D_{1}(R(t)) + D_{ARQ}(R_{ARQ}(t)) + D_{FEC}(R_{FEC}(t)) = D(t) \text{ and}$$

$$R_{ARQ}(t) + R_{FEC}(t) = R(t).$$

where $PC_{rec}(R)$, $PC_{rec,ARQ}(R_{ARQ})$, and $PC_{rec,FEC}(R_{FEC})$ are the power consumed for receiving the source, the ARQ, and the FEC, respectively, and $PC_{T}(R)$, $PC_{ARQ}(R_{ARQ})$, $PC_{FEC}(R_{FEC})$ are consumed power for the source coding, the ARQ, and the FEC, respectively.

Source decoding and channel decoding have different power consumptions. For the source part, the receiving power is composed of receiving powers for both the BL and ELs. Mathematically,

$$PC_{rec,ARQ}(R_{ARQ}) = \sum_{i=1}^{m_{ARQ}} [R_{ARQ}(i) \times \rho_{ARQ}(R_{ARQ}(i), t)] + \sum_{i=1}^{m_{FEC}} [R_{FEC}(i) \times \rho_{FEC}(R_{FEC}(i), t)].$$

where $\rho_{ARQ}(\cdot)$ can be obtained from FIG. 15.

As for the channel part, the consumed processing power is related to both the source decoding rate and the channel protection rate, which is represented as $PC_{FEC}(R_{FEC}) = \rho_{FEC}(R_{ARQ}, R_{FEC}) = \rho_{FEC}(R_{ARQ}, t)$, where $t$ is the error protection level, and $\rho_{FEC}(\cdot)$ can be obtained from FIG. 16.

In the hybrid delay-constrained ARQ and FEC scheme that used for the BL of one implementation, any corrupted packet is allowed to be transmitted, at the most, $N_{max}$ times. Once receiving the retransmission request, a higher protection level is determined by the sender to achieve the desired video quality. On the sender side, only the code that has the higher protection will be transmitted to the receiver. While on the receiver side, different channel decoding would be performed after each transmission. Thus, the receiving power consumption for the BL is formulated as:

$$PC_{rec,ARQ}(R_{ARQ}) = \sum_{i=1}^{m_{ARQ}} [R_{ARQ}(i) \times \rho_{ARQ}(R_{ARQ}(i), R_{FEC}(i)) +$$

$$\sum_{j=2}^{N_{max}} \sum_{i=1}^{m_{ARQ}} [R_{ARQ}(i, j-1) \times \rho_{ARQ}(R_{ARQ}(i, j-1), R_{FEC}(i, j-1))).$$

where $\rho_{FEC}(\cdot)$ is the error protection level for the $i^{th}$ retransmission. Similarly, the processing power consumption for the BL is represented as

$$PC_{FEC}(R_{FEC}) = \sum_{i=1}^{m_{FEC}} [R_{FEC}(i) \times \rho_{FEC}(R_{FEC}(i), R_{FEC}(i)).$$

As discussed before, UEP is applied to ELs. To be specific, different channel protection bits will be transmitted for different layers on the sender side; while different channel decoding will be performed for different layers on the receiver side. The receiving power consumption for ELs is represented as:
Similarly, the processing power consumption for ELs is expressed as

$$P_{\text{El}(R_{\text{set}})} = \sum_{L=1}^{L_{\text{max}}} \left( \sum_{j=1}^{J} \left[ \rho_{\text{El}} \times R_{\text{set}}(L, j) \right] \right).$$

(46)

Substituting Eqs. (42-47) into Eq. (41), the power-minimized resource allocation for scalable video delivery can be solved, given the total available bit rate budget $R(t)$ at time $t$ and the desired distortion range $D(t)$ at time $t$. Note that optimization methods, such as Lagrange multiplier and penalty function methods, can be used to solve the constrained non-linear optimization problem.

9. Simulation Results

The simulations in this Section 9 demonstrate the effectiveness of various implementations of the channel-adaptive resource allocation scheme. The purpose of this simulation is to show that:

1. Implementations of the distortion-optimized resource allocation approach can achieve the minimum distortion for PFGS delivery using an implementation of an unequal error protection (UEP) and delay-constrained ARQ error control scheme.

2. Implementations of the power-optimized resource allocation approach can achieve significant power saving ratio within a tolerable distortion range for PFGS using the hybrid UEP and delay constrained ARQ error control scheme.

9.1 Simulation Environment

The performance of the resource allocation scheme is analyzed in a simulation environment with the parameters shown in Table 1. Two-path Rayleigh fading W-CDMA channel is used in the simulation to generate the error pattern. The Application Layer data is packetized and transported in UDP packet with the size of 576 bytes. The UDP packet is further segmented into several RLC frames with the frame size varies from 320 bits to 640 bits. The maximal number of retransmission times for a RLC frame is 3. The application available bit rate in the simulation varies from 256 Kbps to 1.5 Mbps, and the block error rate is divided into high error and low error cases.

<table>
<thead>
<tr>
<th>Simulation Parameters</th>
<th>Simulation Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel</td>
<td>Two-path Rayleigh fading</td>
</tr>
<tr>
<td>Multipath profile</td>
<td>ITU Outdoor-to-indoor A</td>
</tr>
<tr>
<td>Mobile speed</td>
<td>3 km/h</td>
</tr>
<tr>
<td>UDP packet size</td>
<td>576 Bytes</td>
</tr>
<tr>
<td>RLC-PDU (includes CRC)</td>
<td>320 bits, 640 bits</td>
</tr>
<tr>
<td>CRC bits</td>
<td>16</td>
</tr>
<tr>
<td>Maximal RLC retransmission times</td>
<td>3</td>
</tr>
<tr>
<td>TTI</td>
<td>10 ms, 20 ms, 40 ms, 80 ms</td>
</tr>
<tr>
<td>Channel coding</td>
<td>Rate (254, 200), (225, 180)</td>
</tr>
<tr>
<td>Convolutional coding</td>
<td>1/3, 2/3</td>
</tr>
<tr>
<td>Pilot/TPC/TIM bits per slot</td>
<td>6/2/2</td>
</tr>
<tr>
<td>Channel estimation</td>
<td>Present slot and 7 previous slots interpolated</td>
</tr>
<tr>
<td>Simulation length</td>
<td>80 s</td>
</tr>
</tbody>
</table>

9.2 Performance Of Distortion-Minimized Resource Allocation

In this simulation, tests were made of:

1. An implementation of the channel-adaptive distortion-optimized resource allocation scheme for hybrid UEP and delay-constrained ARQ;

2. PFGS with UEP, which used fixed channel protection for each priority (25% protection for base layer, 10% protection for enhance layer); and

3. PFGS with fixed channel protection in base layer (25% protection).

In all the cases, the first frame was intra-coded, and the remaining frames were inter-coded. The testing video sequence is in the MPEG-4 test sequence “Foreman”, that is coded in CIF at a temporal resolution of 10 fps. There were conducted simulations under the channel bandwidth varying from 256 kbps to 1.5 Mbps. To demonstrate the effectiveness of the implementations, the simulations were performed in both high error and low error cases. Note that in all these simulations the total rates including source and channel are the same for all the cases.

In this simulation, the channel rate is obtained by analyzing the application throughput; while the channel condition is obtained by the report from the Physical Layer. Given the channel rate and the channel condition, there was added a strong protection to the base layer so that the residual error probability in the BL is lower than 10^-4. Then the optimal FEC rate and the source rate were found, followed by adding error protection to each enhance layer. Note that in the simulation of the hybrid delay-constrained ARQ and UEP scheme, only one re-transmission in the Application Layer is performed.

FIGS. 21a and 21b show that Average Peak Signal To Noise Ratio (PSNR) for the MPEG-4 test sequence “Foreman” using the three tested schemes under different bit rates. These figures also show the measured average PSNR and distortion at different channel rates under high-error channels (FIG. 21a) and low-error channels (FIG. 21b). It can be seen that the implemented scheme achieves the best performance among different channel conditions and various channel rates. Notice that the higher channel rate, the larger difference between the implemented scheme and the other two fixed UEP schemes. It can also be seen that from FIGS. 14a–14b, the PSNR that is obtained using the other two schemes increases slower than the implemented scheme. This is because the target bits are allocated according to the quality impact of each layer in the implemented approach. It can be further observed that the PSNR increases as the channel rate increases. The speed of the increase slows down as the information added becomes less important.

Tables 2a and 2b shows simulation results for the MPEG-4 test sequence “Foreman” for high and low channel error, respectively. Tabular comparison results are seen in Tables 2a and 2b of the average PSNR for the whole sequence and average protection ratio used in the implemented channel-adaptive resource allocation scheme and the other two schemes. Note that the total available bandwidth is the same in all the cases.
TABLE 2a
Simulation results for the MPEG-4 test sequence “Foreman”: 15
High error channel

<table>
<thead>
<tr>
<th>Channel Width (Kbps)</th>
<th>Our Scheme</th>
<th>Fixed UEP</th>
<th>Fixed Base Protection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average PSNR (dB)</td>
<td>Average Protection Ratio (%)</td>
<td>Average PSNR (dB)</td>
</tr>
<tr>
<td>320</td>
<td>30.91</td>
<td>16.6</td>
<td>28.95</td>
</tr>
<tr>
<td>448</td>
<td>31.88</td>
<td>19.6</td>
<td>29.81</td>
</tr>
<tr>
<td>576</td>
<td>32.72</td>
<td>21.0</td>
<td>30.84</td>
</tr>
<tr>
<td>768</td>
<td>33.33</td>
<td>19.4</td>
<td>30.71</td>
</tr>
<tr>
<td>1024</td>
<td>34.06</td>
<td>19.2</td>
<td>30.97</td>
</tr>
<tr>
<td>1280</td>
<td>34.66</td>
<td>19.2</td>
<td>31.37</td>
</tr>
<tr>
<td>1536</td>
<td>35.07</td>
<td>26.1</td>
<td>31.51</td>
</tr>
</tbody>
</table>

TABLE 2b
Simulation results for the MPEG-4 test sequence “Foreman”: 28
Low error channel

<table>
<thead>
<tr>
<th>Channel Width (Kbps)</th>
<th>Implemented Scheme</th>
<th>Fixed UEP</th>
<th>Fixed Base Protection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average PSNR (dB)</td>
<td>Average Protection Ratio (%)</td>
<td>Average PSNR (dB)</td>
</tr>
<tr>
<td>256</td>
<td>30.71</td>
<td>7.4</td>
<td>30.04</td>
</tr>
<tr>
<td>320</td>
<td>31.34</td>
<td>8.2</td>
<td>30.71</td>
</tr>
<tr>
<td>448</td>
<td>32.47</td>
<td>11.6</td>
<td>31.93</td>
</tr>
<tr>
<td>576</td>
<td>33.44</td>
<td>12.4</td>
<td>32.87</td>
</tr>
<tr>
<td>768</td>
<td>34.57</td>
<td>12.9</td>
<td>33.83</td>
</tr>
<tr>
<td>1024</td>
<td>36.05</td>
<td>15.1</td>
<td>34.79</td>
</tr>
<tr>
<td>1280</td>
<td>37.07</td>
<td>16.5</td>
<td>35.16</td>
</tr>
<tr>
<td>1536</td>
<td>37.26</td>
<td>24.6</td>
<td>35.28</td>
</tr>
</tbody>
</table>

FIGS. 22a and 22b graphically presents PSNR comparison results for the MPEG-4 test sequence “Foreman” at 320 kbps channel rate using the implemented approach and two fixed UEP schemes for high and low error cases, respectively. From the graphs seen in FIGS. 22a–22b, it can be seen that the video quality obtained using the implemented approach is higher than the ones with other two schemes. Meanwhile, the video quality changes more smoothly in the implemented scheme.

TABLE 3
Comparison results for the MPEG-4 test sequence “Foreman” in the high error case

<table>
<thead>
<tr>
<th>Schemes</th>
<th>PSNR (dB)</th>
<th>Quality Reduction Ratio (%)</th>
<th>Time (ms)</th>
<th>Power Saving Ratio (%)</th>
<th>PSNR (dB)</th>
<th>Quality Reduction Ratio (%)</th>
<th>Time (ms)</th>
<th>Power Saving Ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>29.59</td>
<td>0</td>
<td>164.11</td>
<td>0</td>
<td>30.26</td>
<td>0</td>
<td>172.88</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>28.13</td>
<td>4.92</td>
<td>160.07</td>
<td>2.47</td>
<td>28.44</td>
<td>6</td>
<td>165.90</td>
<td>4.04</td>
</tr>
<tr>
<td>2</td>
<td>29.47</td>
<td>0.43</td>
<td>157.41</td>
<td>4.08</td>
<td>30.06</td>
<td>0.67</td>
<td>167.66</td>
<td>3.02</td>
</tr>
<tr>
<td>3</td>
<td>29.33</td>
<td>0.91</td>
<td>155.35</td>
<td>5.33</td>
<td>29.91</td>
<td>1.17</td>
<td>165.41</td>
<td>4.32</td>
</tr>
<tr>
<td>4</td>
<td>29.09</td>
<td>1.72</td>
<td>145.51</td>
<td>11.33</td>
<td>29.56</td>
<td>2.53</td>
<td>161.49</td>
<td>6.59</td>
</tr>
<tr>
<td>5</td>
<td>28.88</td>
<td>2.42</td>
<td>132.32</td>
<td>19.37</td>
<td>29.32</td>
<td>3.12</td>
<td>152.28</td>
<td>11.91</td>
</tr>
</tbody>
</table>

FIGS. 23a–f show comparisons of the reconstructed 44th video frame (FIGS. 23a–23e) and 50th video frame (23f-23g) of the MPEG-4 test sequence “Foreman”. The images on the left (23u, 23v) are reconstructed by the implemented resource allocation scheme, those in the middle (23b, 23e) are reconstructed using fixed protection only for the base layer, and those on the right (23c, 23f) are obtained by UEP scheme. FIGS. 23a–f show comparison of the reconstructed frames using the implemented approach and the other two schemes. Therein, FIG. 23a is the reconstructed 44th frame using the implemented resource allocation scheme, FIG. 23b is the reconstructed 44th frame using fixed protection only for base layer, and FIG. 23c shows the reconstructed 44th frame using fixed UEP scheme. FIG. 23d is the reconstructed 50th frame using the implemented resource allocation scheme, FIG. 23e is the reconstructed 50th frame using fixed protection only for base layer, and FIG. 23f shows the reconstructed 50th frame using fixed UEP scheme.

From FIGS. 21a–23f and Table 2, it can be seen that the implemented channel-adaptive distortion-minimized resource allocation scheme obtains better results than the fixed UEP and fixed base-layer protection scheme under fading channel condition with different error rates, both subjectively and objectively.

9.3 Performance Of Power-Minimized Resource Allocation

The simulation was to demonstrate the effectiveness of the implemented power-optimized resource allocation scheme for MPEG. In this simulation tests were made of:

(1) the implemented channel-adaptive power-minimized resource allocation scheme with hybrid UEP and delay-constrained ARQ;

(2) the implemented channel-adaptive distortion-minimized resource allocation scheme with hybrid UEP and delay-constrained ARQ;

(3) MPEG with UEP, which used fixed channel protection for each priority (25% protection for base layer, 10% protection for enhancement layer). In the implemented power-minimized resource allocation case, various ranges of tolerable distortion are tested.

Again, the MPEG-4 test sequence “Foreman” was coded in CIF at a temporal resolution of 10 fps. The first frame was intra-coded and the remaining frames were inter-coded. Simulations were conducted under the channel bandwidth varying from 256 kbps to 1 Mbps. To demonstrate the effective of the implemented scheme, the simulations were performed in both high error and low error cases. Since the receiving power is relatively small comparing with the source and channel processing power as stated above, calculations were made of the source and channel processing power in the simulation.

Table 3 tabulates the comparison results of the average computational time (representing the power consumption) and the PSNR for the whole sequence for these three schemes in high error case. Scheme 1 of Table 3 uses the
optimal resource allocation scheme without considering power consumption. It needs the longest computational time while achieving the highest PSNR. Scheme 1 of Table 3 was used as the comparison criteria. Scheme 2 uses the fixed UEP. As mentioned above, different a desired distortion tolerance range may have different impacts on video quality and power consumption. Schemes 3, 4, 5, 6 of Table 3 use the power-minimized resource allocation scheme with the desired distortion increment range 10%, 20%, 40%, 60%, respectively.

FIGS. 24a and 24b show comparison results for the MPEG-4 test sequence “Foreman” at 256 kbps available bandwidth in the high error case. It can be seen from FIGS. 24a–24b that the implemented scheme requires less computational time than the other schemes almost in every frame. In the meanwhile, the PSNR obtained in the implemented scheme is a little less than the one in the optimal resource allocation scheme while it is higher than the one in the fixed UEP scheme. Note that those performances vary within the various tolerable distortion ranges. In FIGS. 25a and 25b, the desired distortion increment range is 60%.

FIGS. 25a and 25b show comparisons of the reconstructed frames using the implemented approach and the other two schemes at 256 kbps in low error case. FIG. 18a is a video sequence that is the reconstructed 36th frame using the implemented power-minimized resource allocation scheme, FIG. 18b is the reconstructed 36th frame using the implemented distortion-minimized resource allocation scheme, and FIG. 18c shows the reconstructed 36th frame using fixed UEP scheme. It can be seen from FIGS. 18a–18c that the image quality obtained by power-minimized resource allocation scheme is quite similar to the one obtained by distortion-minimized resource allocation scheme, but better than the one obtained by the fixed UEP scheme.

Table 4 tabulates comparison results of average computational time and PSNR for the whole sequence in these three schemes of FIGS. 25a–25c in low error case. Schemes 1–6 are the same as in the high error case.

Comparison results for the MPEG-4 test sequence “Foreman” in the low-error case

<table>
<thead>
<tr>
<th></th>
<th>256 kbps</th>
<th>250 kbps</th>
<th>220 kbps</th>
<th>220 kbps</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td>Quality</td>
<td>Time</td>
<td>Power</td>
<td>Quality</td>
</tr>
<tr>
<td>(dB)</td>
<td>Reduction (%)</td>
<td>(ms)</td>
<td>Saving (%)</td>
<td>(dB)</td>
</tr>
<tr>
<td>1</td>
<td>30.06</td>
<td>0</td>
<td>159.29</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>29.32</td>
<td>2.47</td>
<td>158.79</td>
<td>0.38</td>
</tr>
<tr>
<td>3</td>
<td>29.95</td>
<td>0.39</td>
<td>156.48</td>
<td>1.83</td>
</tr>
<tr>
<td>4</td>
<td>29.83</td>
<td>0.8</td>
<td>154.06</td>
<td>3.0</td>
</tr>
<tr>
<td>5</td>
<td>29.69</td>
<td>1.24</td>
<td>148.40</td>
<td>6.90</td>
</tr>
<tr>
<td>6</td>
<td>29.18</td>
<td>2.95</td>
<td>139.07</td>
<td>12.75</td>
</tr>
</tbody>
</table>

FIGS. 26a and 26b show the comparison results for the MPEG-4 test sequence “Foreman” at 320 kbps available bandwidth in the low-error case. It can be seen that the implemented scheme requires less computational time than the other schemes almost in every frame. In the meantime, the PSNR obtained in the implemented scheme is a little less than the one in the optimal resource allocation scheme but higher than the one in the fixed UEP scheme. Note that those performances vary within the various tolerable distortion ranges. In FIGS. 26a and 26b, the desired distortion increment range is 60%.

As described herein, may be implemented (either fully or partially). The computing environment 800 may be utilized in the computer and network architectures described herein.

10. Exemplary Computing System and Environment
FIG. 8 illustrates an example of a suitable computing environment 800 within which the Channel and QoS Level Adaptive Scheme for Multimedia Delivery over W-CDMA,
Channel and QoS Level Adaptive Scheme for Multimedia Delivery over W-CDMA may be implemented with numerous other general purpose or special purpose computing system environments or configurations. Examples of well known computing systems, environments, and/or configurations that may be suitable for use include, but are not limited to, personal computers, server computers, thin clients, thick clients, hand-held or laptop devices, multiprocessor systems, microprocessor-based systems, set top boxes, programmable consumer electronics, network PCs, minicomputers, mainframe computers, distributed computing environments that include any of the above systems or devices, and the like.

Channel and QoS Level Adaptive Scheme for Multimedia Delivery over W-CDMA may be described in the general context of computer-executable instructions, such as program modules, being executed by a computer. General, program modules include routines, programs, objects, components, data structures, etc. that perform particular tasks or implement particular abstract data types. Channel and QoS Level Adaptive Scheme for Multimedia Delivery over W-CDMA may also be practiced in distributed computing environments where tasks are performed by remote processing devices that are linked through a communications network. In a distributed computing environment, program modules may be located in both local and remote computer storage media including memory storage devices.

The computing environment 800 includes a general-purpose computing device in the form of a computer 802. The components of computer 802 can include, by are not limited to, one or more processors or processing units 804, a system memory 806, and a system bus 808 that couples various system components including the processor 804 to the system memory 806.

The system bus 808 represents one or more of any of several types of bus structures, including a memory bus or memory controller, a peripheral bus, an accelerated graphics port, and a processor or local bus using any of a variety of bus architectures. By way of example, such architectures can include an Industry Standard Architecture (ISA) bus, a Micro Channel Architecture (MCA) bus, an Enhanced ISA (EISA) bus, a Video Electronics Standards Association (VESA) local bus, and a Peripheral Component Interconnects (PCI) bus also known as a Mezzanine bus.

Computer 802 typically includes a variety of computer readable media. Such media can be any available media that is accessible by computer 802 and includes both volatile and non-volatile media, removable and non-removable media.

The system memory 806 includes computer readable media in the form of volatile memory, such as random access memory (RAM) 810, and/or non-volatile memory, such as read only memory (ROM) 812. A basic input/output system (BIOS) 814, containing the basic routines that help to transfer information between elements within computer 802, such as during start-up, is stored in ROM 812. RAM 810 typically contains data and/or program modules that are immediately accessible to and/or presently operated on by the processing unit 804. System memory 806 is an example of a means for storing data having inputs and outputs and a frame buffer for storing pixel representations from which to render a three-dimensional graphical object.

Computer 802 may also include other removable/non-removable, volatile/non-volatile computer storage media. By way of example, FIG. 8 illustrates a hard disk drive 816 for reading from and writing to a non-removable, non-volatile magnetic media (not shown), a magnetic disk drive 818 for reading from and writing to a removable, non-volatile magnetic disk 820 (e.g., a “floppy disk”), and an optical disk drive 822 for reading from and/or writing to a removable, non-volatile optical disk 824 such as a CD-ROM, DVD-ROM, or other optical media. The hard disk drive 816, magnetic disk drive 818, and optical disk drive 822 are each connected to the system bus 808 by one or more data media interfaces 826. Alternatively, the hard disk drive 816, magnetic disk drive 818, and optical disk drive 822 can be connected to the system bus 808 by one or more interfaces (not shown).

The disk drives and their associated computer-readable media provide non-volatile storage of computer readable instructions, data structures, program modules, and other data for computer 802. Although the example illustrates a hard disk 816, a removable magnetic disk 820, and a removable optical disk 824, it is to be appreciated that other types of computer readable media which can store data that is accessible by a computer, such as magnetic cassettes or other magnetic storage devices, flash memory cards, CD-ROM, digital versatile disks (DVD) or other optical storage, random access memories (RAM), read only memories (ROM), electrically erasable programmable read-only memory (EEPROM), and the like, can also be utilized to implement the exemplary computing system and environment.

Any number of program modules can be stored on the hard disk 816, magnetic disk 820, optical disk 824, ROM 812, and/or RAM 810, including by way of example, an operating system 826, one or more graphics application programs 828, other program modules 830, and program data 832. Each of such operating system 826, one or more graphics application programs 828, other program modules 830, and program data 832 (or some combination thereof) may include an embodiment of program code to perform Channel and QoS Level Adaptive Scheme for Multimedia Delivery over W-CDMA.

A user can enter commands and information into computer 802 via input devices such as a keyboard 834 and a pointing device 836 (e.g., a “mouse”). Other input devices 838 (not shown specifically) may include a microphone, joystick, game pad, satellite dish, serial port, scanner, and/or the like. These and other input devices are connected to the processing unit 804 via input/output interfaces 840 that are coupled to the system bus 808, but may be connected by other interface and bus structures, such as a parallel port, game port, or a universal serial bus (USB).

A monitor 842 or other type of display device can also be connected to the system bus 808 via an interface, such as a video adapter/accelerator 844. Video adapter/accelerator 844 is intended to have a component thereof that represents 3-D commodity graphics hardware. As such, the 3-D commodity graphics hardware is coupled to the high-speed system bus 806. The 3-D commodity graphics hardware may be coupled to the system bus 808 by, for example, a cross bar switch or other bus connectivity logic. It is assumed that various other peripheral devices, or other buses, may be connected to the high-speed system bus 808, as is well known in the art. Further, the 3-D commodity graphics hardware may be coupled through one or more other buses to system bus 808.

In addition to the monitor 842, other output peripheral devices can include components such as speakers (not shown) and a printer 846 which can be connected to computer 802 via the input/output interfaces 840.

Computer 802 can operate in a networked environment using logical connections to one or more remote computers, such as a remote computing device 848. By way of example,
the remote computing device 848 can be a personal computer, portable computer, a server, a router, a network computer, a peer device or other common network node, and the like.

The remote computing device 848 is illustrated as a portable computer that can include many or all of the elements and features described herein relative to computer 802. Logical connections between computer 802 and the remote computer 848 are depicted as a local area network (LAN) 850 and a general area network (WAN) 852. Such networking environments are commonplace in offices, enterprise-wide computer networks, intranets, and the Internet.

When implemented in a LAN networking environment, the computer 802 is connected to a local network 850 via a network interface or adapter 854. When implemented in a WAN networking environment, the computer 802 typically includes a modem 856 or other means for establishing communications over the wide network 852. The modem 856, which can be internal or external to computer 802, can be connected to the system bus 808 via the input/output interfaces 840 or other appropriate mechanisms. It is to be appreciated that the illustrated network connections are exemplary and that other means of establishing communication link(s) between the computers 802 and 848 can be employed.

In a networked environment, such as that illustrated with computing environment 800, program modules depicted relative to the computer 802, or portions thereof, may be stored in a remote memory storage device. By way of example, remote application programs 858 reside on a memory device of remote computer 848. For purposes of illustration, application programs and other executable program components such as the operating system are illustrated herein as discrete blocks, although it is recognized that such programs and components reside at various times in different storage components of the computing device 802, and are executed by the data processor(s) of the computer.

Computer-Executable Instructions

An implementation of Channel and QoS Level Adaptive Scheme for Multimedia Delivery over W-CDMA may be described in the general context of computer-executable instructions, such as program modules, executed by one or more computers or other devices. Generally, program modules include routines, programs, objects, components, data structures, etc. that perform particular tasks or implement particular abstract data types. Typically, the functionality of the program modules may be combined or distributed as desired in various embodiments.

Exemplary Operating Environment

FIG. 8 illustrates an example of a suitable operating environment 800 in which an exemplary Channel and QoS Level Adaptive Scheme for Multimedia Delivery over W-CDMA may be implemented. Specifically, the exemplary Channel and QoS Level Adaptive Scheme for Multimedia Delivery over W-CDMA described herein may be implemented (wholly or in part) by any program modules 828–830 and/or operating system 826 in FIG. 8 or a portion thereof.

The operating environment is only an example of a suitable operating environment and is not intended to suggest any limitation as to the scope or use of functionality of the exemplary Channel and QoS Level Adaptive Scheme for Multimedia Delivery over W-CDMA described herein. Other well known computing systems, environments, and/or configurations that are suitable for use include, but are not limited to, personal computers (PCs), server computers, hand-held or laptop devices, multiprocessor systems, microprocessor-based systems, programmable consumer electronics, wireless phones and equipments, general- and special-purpose appliances, application-specific integrated circuits (ASICs), network PCs, minicomputers, mainframe computers, distributed computing environments that include any of the above systems or devices, and the like.

Computer Readable Media

An implementation of an exemplary Channel and QoS Level Adaptive Scheme for Multimedia Delivery over W-CDMA may be stored on or transmitted across some form of computer readable media. Computer readable media can be any available media that can be accessed by a computer. By way of example, and not limitation, computer readable media may comprise “computer storage media” and “communications media.”

“Computer storage media” include volatile and non-volatile, removable and non-removable media implemented in any method or technology for storage of information such as computer readable instructions, data structures, program modules, or other data. Computer storage media includes, but is not limited to, RAM, ROM, EEPROM, flash memory or other memory technology, CD-ROM, digital versatile disks (DVD) or other optical storage, magnetic cassettes, magnetic tape, magnetic disk storage or other magnetic storage devices, or any other medium which can be used to store the desired information and which can be accessed by a computer.

“Communication media” typically embodies computer readable instructions, data structures, program modules, or other data in a modulated data signal, such as carrier wave or other transport mechanism. Communication media also includes any information delivery media.

The term “modulated data signal” means a signal that has one or more of its characteristics set or changed in such a manner as to encode information in the signal. By way of example, and not limitation, communication media includes wired media such as a wired network or direct-wired connection, and wireless media such as acoustic, RF, infrared, and other wireless media. Combinations of any of the above are also included within the scope of computer readable media.

For purposes of the explanation, specific numbers, materials and configurations are set forth above in order to provide a thorough understanding of the present invention. However, it will be apparent to one skilled in the art that the present invention may be practiced without the specific exemplary details. In other instances, well-known features are omitted or simplified to clarify the description of the exemplary implementations of present invention, and thereby better explain the present invention. Furthermore, for ease of understanding, certain method operations are delineated as separate operations; however, these separately delineated operations should not be construed as necessarily order dependent in their performance.

The present invention may be embodied in other specific forms without departing from its spirit or essential characteristics. The described embodiments are to be considered in all respects only as illustrative, and not restrictive. The scope of the invention is, therefore, indicated by the appended claims rather than by the foregoing description. All changes which come within the meaning and range of equivalency of the claims are to be embraced within their scope.
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Implementation scheme with ARQ

34.94738 35.118324 34.675096 34.499666 33.03659
33.57903 33.23996 33.695592 33.726705 33.621245
30.03479 30.322199 31.934851 36.964322 33.015412
33.15526 33.288942 32.86871 32.3511 32.490024
32.588178 32.809367 32.884544 32.961091 32.675828
32.973627 32.878631 32.31203 32.00821 32.955871
32.134491 32.366959 32.366959 32.039183 32.746622
34.21537 32.628418 32.786939 33.442895 33.587581
34.119911 35.39089 35.71384 32.808901 33.164122
32.594919 32.192075 32.703196 32.594894 32.62025
30.11746 32.26869 32.47855 33.81361 33.38078
30.05094 32.283232 32.011069 35.181078 31.526409
32.59328 32.70115 32.491308 32.834499 32.573745
31.78497 32.72635 32.048589 32.519583 32.603152
30.701966 29.78507 32.206994 30.164912 29.073236
30.787771 29.08546 27.04947 27.568577 27.705015
25.478935 34.765095 34.675264 34.765095 26.716975

Fixed UPD

33.663483 34.19123 34.947489 33.722278 33.070062
33.044002 32.125238 34.93217 31.379998 31.078521
32.365539 32.55132 32.09486 32.61245 31.771486
32.474482 32.62646 32.373064 32.188766 32.137878
32.507268 32.24049 32.041909 32.367262 32.778185
32.702817 32.526004 31.931172 30.52642 31.356607
31.893116 32.94363 30.321111 30.871087 32.045884
31.211082 32.54428 32.756712 31.05052 31.32404
32.266775 32.363759 33.03825 30.060512 32.672242
31.851435 32.369133 31.59256 32.28508 30.033018
31.204125 32.62809 35.158158 30.793361 29.54036
29.951381 31.128693 30.22685 30.22685 29.64832
30.910279 30.5912 32.85903 31.937259 30.056242
30.198834 31.82028 30.904655 31.134734 31.11077
30.595881 29.246677 26.807939 27.670751 27.664699
30.348872 26.722199 26.79603 27.247538 27.36703
27.159435 27.144852 27.384314 27.414968 27.291819
27.61505 26.423048 28.8222 29.57085 30.16369

Fixed base layer protection

33.841561 34.025631 33.722459 33.561577 33.719744
33.30136 33.16899 33.41441 33.944044 33.204277
33.683715 31.952318 32.51088 32.37727 32.314219
32.461397 31.871287 31.87605 31.314708 31.975074
30.922342 30.233516 30.059749 30.023494 30.024762
31.85259 32.304504 32.33394 32.033388 30.859751
31.630567 31.635496 31.073448 31.317212 30.070921
31.918262 31.873976 32.038759 32.233765 32.253675
30.322918 33.13297 33.048543 33.064431 33.024806
31.367739 33.083791 33.713816 33.343812 30.640313
30.703707 31.195846 31.08866 35.303808 30.240739
30.267253 30.225992 29.941022 29.278896 29.208578
30.342748 30.069111 30.94478 31.82286 32.011096
29.226802 30.729095 30.264025 30.226802 30.226802
29.547073 29.250899 28.506516 27.542414 26.740978
28.390176 29.754866 29.363482 27.214612 27.286112
What is claimed is:

1. A method comprising:
   - measuring the error rate at a Physical Layer in a protocol stack for an application in communication over a third generation (3G) wireless network between a server and a wireless client;
   - estimating throughput, as a function of the measured error rate, in the 3G network between the server and the wireless client;
   - measuring the reported error rate and the estimated throughput to an Application Layer in the protocol stack;
   - receiving the transmitted request from the wireless client at the server; and
   - transmitting the request through the wireless client using the 3G wireless network.

2. The method as defined in claim 1, wherein transmitting the request over the 3G wireless network is performed by a plurality of call base layers (BLs) and a plurality of call enhancement layers (CELs), and
   - if data of one call BL or one call CEL is sent from the server but not received at the wireless client or received at the wireless client and in error when
   - performing an error correction procedure, wherein the error correction procedure is performed for the data of the one call BL, is different from the error correction procedure that is performed for the data of the one call CEL.

3. The method as defined in claim 2, wherein
   - the error correction procedure that is performed for the data of the one call BL includes:
an automatic retransmission request (ARQ) from the wireless client to the server; and
a forward error correction (FEC) transmission from the server to the wireless client;
The error correction procedure that is performed for the data of the one called BL includes:
a forward error correction (FEC) transmission from the server to the wireless client.

4. The method as defined in claim 2, wherein the error correction procedure that is performed for the data of the one called BL comprises:
when the wireless client determines that a delay bound for the data of the one called BL is unexpired and that a retransmission request limit for the data of the one called BL is unexceeded, then the wireless client sends a retransmission request to the server identifying a lost or an error portion of the data of the one called BL, and upon receipt of the retransmission request in the server from the wireless client, the server sends to the wireless client a forward error correction (FEC) transmission including the lost one called BL or the error portion of the data of one called BL that is less than all of the data in the one called BL.

5. The method as defined in claim 4, wherein the retransmission request limit for the data of the one called BL \(N_{\text{max}}\) is a function of:
the delay bound \(D_{\text{constrained}}\) for the data of the one called BL, which is limited by a video frame rate for video data of the data of the one called BL;
the current roundtrip transmission time (RTT) for transmissions between the wireless client and the server; and
an estimate of the time consumed to process the data of the one called BL \(D_{\text{processing}}\).

6. The method as defined in claim 5, wherein
\[
N_{\text{max}} = \frac{D_{\text{constrained}} - D_{\text{processing}}}{\text{RTT}}.
\]

7. A computer-readable medium having computer-executable instructions that, when executed by a computer, performs the method as recited in claim 1.
8. A computer comprising one or more computer-readable media having computer-executable instructions that, when executed by the computer, perform the method as recited in claim 1.
9. A method comprising:
measuring performance information at a Physical Layer in a protocol stack that includes a Data Link Layer, a Transport Layer, and an Application Layer, the protocol stack providing a communication protocol between a server and a wireless client in a 3G wireless network, the performance information including:
the physical-channel bit error rate (BER);
the transport-channel block error rate (BLER); and
the transport-channel bit rate;
estimating from the measured performance information:
a UDP throughput between the Transport Layer and the RLC sublayer of the Data Link Layer; and
the average transport-channel block error rate \(P_{\text{BL}}\);
reporting to the Application Layer, after a user-defined time interval, the measured performance information, the UDP throughput, and the average transport-channel block error rate \(P_{\text{BL}}\); receiving at the server a request for service from the wireless client; and
transmitting from the server to the wireless client the requested service at the estimated UDP throughput based upon the average transport-channel block error rate \(P_{\text{BL}}\).

10. The method as defined in claim 9, wherein transmitting from the server to the wireless client the requested service comprises:
allocating the requested service in a plurality of called BL packets for a plurality of base layers (BLs) and in a plurality of called EL packets for a plurality of enhancement layers (ELs); and
performing an error correction procedure when one called BL packet or one called EL packet is unreceived at the wireless client or is received at the wireless client and is in error, wherein the error correction procedure that is performed for one called BL packet is different from the error correction procedure that is performed for one called EL packet.

11. The method as defined in claim 10, wherein:
the error correction procedure that is performed for the one called BL packet includes:
a forward error correction (FEC) transmission from the server to the wireless client;
the error correction procedure that is performed for the one called BL packet is different from the error correction procedure that is performed for one called EL packet.

12. The method as defined in claim 10, wherein the error correction procedure that is performed for the one called BL packet comprises:
if the wireless client determines that a delay bound for the one called BL packet is unexpired and that a retransmission request limit for the one called BL packet is unexceeded;
then the wireless client sends a retransmission request to the server identifying a lost or an error portion of the one called BL packet; and
upon receipt of the retransmission request by the server from the wireless client, the server sends to the wireless client a forward error correction (FEC) transmission including the lost packet or the error portion of the one called BL packet that is less than all of the one called BL packet.

13. The method as defined in claim 12, wherein the retransmission request limit \(N_{\text{max}}\) for the one called BL packet is a function of:
the delay bound \(D_{\text{constrained}}\) for the one called BL packet, wherein \(D_{\text{constrained}}\) is limited by a video frame rate for video data of the one called BL packet;
the current roundtrip transmission time (RTT) for one packet between the wireless client and the server; and
an estimate of the time consumed to process the one called BL \(D_{\text{processing}}\).

14. The method as defined in claim 13, wherein
\[
N_{\text{max}} = \frac{D_{\text{constrained}} - D_{\text{processing}}}{\text{RTT}}.
\]

15. A computer-readable medium having computer-executable instructions that, when executed by a computer, performs the method as recited in claim 9.
16. A computer comprising one or more computer-readable media having computer-executable instructions that, when executed by the computer, perform the method as recited in claim 9.

17. A method comprising:
receiving at a server a request for service over a 3G wireless network from a wireless client;
allocating the requested service in a plurality of called BL packets for a plurality of base layers (BLs) and in a plurality of called EL packets for a plurality of enhancement layers (ELs);
transmitting from the server to the wireless client the requested service in the plurality of BL and EL packets;
performing an error correction procedure when one called BL packet or one called EL packet is not received at the wireless client and is in error, wherein:
the error correction procedure that is performed for the one called BL packet includes:
an automatic retransmission request (ARQ) from the wireless client to the server; and
a forward error correction (FEC) transmission from the server to the wireless client;
the error correction procedure that is performed for one called EL packet includes:
a forward error correction (FEC) transmission from the wireless server to the wireless client.

18. The method as defined in claim 17, wherein the error correction procedure that is performed for the one called BL packet comprises:
if the wireless client determines that a delay bound for the one called BL packet is not exceeded and that a retransmission request limit for the one called BL packet is unexceeded,
then the wireless client sends a retransmission request to the server identifying a lost or an error portion of the one called BL packet, and
upon receipt of the retransmission request by the server from the wireless client, the server sends to the wireless client a forward error correction (FEC) transmission including the lost packet or the error portion of the one called BL packet that is less than all of the one called BL packet.

19. The method as defined in claim 18, wherein the retransmission request limit (Nmax) for the one called BL packet is a function of:
the delay bound (D_constrained) for the one called BL packet, wherein D_constrained is limited by a video frame rate for video data of the one called BL packet, and the current roundtrip transmission time (RTT) for one packet between the wireless client and the server; and
an estimated time consumed to process the one called BL (D_processing).

20. The method as defined in claim 19, wherein
\[ N_{\text{max}} = \frac{D_{\text{constrained}} - D_{\text{processing}}}{RTT} \]

21. A computer-readable medium having computer-executable instructions that, when executed by a computer, performs the method as recited in claim 17.

22. A computer comprising one or more computer-readable media having computer-executable instructions that, when executed by the computer, perform the method as recited in claim 17.

23. A network server comprising:
a system memory to store a content delivery media streaming application;
a device to communicate with a 3G wireless network;
a control logic, in communication with the system memory and the device, to:
invoke an instance of the content delivery media streaming application, in response to a request for service from a wireless client through the 3G wireless network;
estimate throughput in the 3G network with the wireless client;
measure an error rate at a Physical Layer in a protocol stack that includes an Application Layer;
report the measured error rate and the estimated throughput to the Application Layer; and
provide the requested media content to the wireless client through the 3G wireless network at the estimated throughput.

24. The network server as defined in claim 23, wherein:
the content delivery media streaming application provides the requested media content to the wireless client by an allocation of the requested media content between both called base layers (BLs) and called enhancement layers (ELs); and
if:
a data of one called BL is sent from the network server but not received at the wireless client or received at the wireless client and is in error;
a delay bound for the one called BL is unexpired; and
a retransmission request limit for the one called BL is unexceeded;
then the request for media content from the wireless client is a retransmission request identifying a lost or an error portion of the data of the one called BL, and upon receipt of the retransmission request by the server from the wireless client, the server sends to the wireless client a forward error correction (FEC) transmission including the lost packet or the error portion of the data of the one called BL, which is less than all of the data in the one called BL.

25. The network server as defined in claim 24, wherein the retransmission request limit for the data of the one called BL (Nmax) is a function of:
the delay bound (D_constrained) for the data of the one called BL, which is limited by a video frame rate for video data of the data of the one called BL;
the current roundtrip transmission time (RTT) for transmissions between the wireless client and the server; and
an estimate of the time consumed to process the data of the one called BL (D_processing).

26. The network server as defined in claim 25, wherein
\[ N_{\text{max}} = \frac{D_{\text{constrained}} - D_{\text{processing}}}{RTT} \]

27. A method comprising:
deriving at a server from a prior communication with a wireless client from a communication link in a 3G wireless network:
a Bit Error Rate (BER);
a Forward Error Correction (FEC); and
a channel delay metric;
estimating a channel status between the wireless client and the server as a function of the BER, the FEC, and the channel delay metric;
receiving at the server a request for service from the wireless client;
allocating, at a bit rate derived from the estimated channel status, bits for the requested service between a plurality of base layers (BLs) and a plurality of enhancement layers (ELs), depending upon the media type designated in the request for service from the wireless client; and
adjusting the quality of service level in supplying the service requested by the client as a function of the allocation of the bits for the requested service.

28. The method as defined in claim 27, wherein:
the server and the wireless client communicate through a transport protocol that includes a Physical Layer, a Data Link Layer, a Network Layer, a Transport Layer, and an Application Layer;
the bits of the requested service are allocated at the Application Layer; and adjusting the quality of service level further comprises:
adaptively spreading the requested service, as a function of various data rates for different media in the requested service, among a plurality of transport channels in an air interface with the Physical Layer;
adaptively selecting, as a function of a selected latency and fault tolerance for different media in the requested service, a transport channel coding model for each said transport channel in the Physical Layer;
adaptively selecting, as a function of a selected latency and fault tolerance for different media in the requested service, an interleaving length in the Physical Layer;
adaptively scheduling packets, as a function of a selected latency and fault tolerance for different media in the requested service, for each said BL and each said EL between multiple media streams in the Medium Access Control (MAC) sublayer of the Data Link Layer;
adaptively determining, as a function of the selected latency for different media in the requested service, a retransmission-count in the Radio Link Control (RLC) sublayer of the Data Link Layer; and
adaptively selecting a transport protocol in the Transport Layer for different media streams as a function of different media in the requested service from the wireless client.

29. The method as defined in claim 28, wherein adaptively selecting the transport protocol comprises:
selecting the TCP protocol for the delivery of Web data and file data requested in the requested service from the wireless client; and
selecting the UDP protocol for the delivery of other data requested in the requested service from the client.

30. The method as defined in claim 28, wherein allocating bits for the requested service comprises:
adaptively allocating, as a function of the estimated channel status, bits for the requested service for a source bit stream and for Forward Error Correction (FEC) coding in the Application Layer.

31. A computer-readable medium having computer-executable instructions that, when executed by a computer, performs the method as recited in claim 27.

32. A computer comprising one or more computer-readable media having computer-executable instructions that, when executed by the computer, perform the method as recited in claim 27.

* * * * *
It is certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below:

On the Title Page, Item (54), in “Title”, line 2, after “MULTIMEDIA” insert -- DELIVERY --.

In column 1, line 2, after “MULTIMEDIA” insert -- DELIVERY --.

In column 2, line 22, delete “Quality-of-Service” and insert -- Quality of Service --, therefor.

In column 3, line 42, delete “22a–22b” and insert -- 22a–22f --, therefor.

In column 3, line 47, delete “20a–20” and insert -- 20a–20b --, therefor.

In column 3, line 49, delete “24a and 24b” and insert -- 24a–24c --, therefor.

In column 6, line 26, after “one--” insert -- way --.

In column 7, line 3, after “all” insert -- configuration operations --.

In column 10, line 61, delete “X_i” and insert -- X_1 --, therefor.

In column 11, line 59, delete “R_i=F(D_i)” and insert -- R_i=F(D_i) --, therefor.

In column 12, line 49, delete “NR” and insert -- N_R --, therefor.

In column 15, line(s) 1-5, delete

\[
A_{UB} = B_{mon} \times \frac{1 - P_{u,g}}{2 - P_{u,xt} - P_{u,g}} = B_{mon} \times \frac{1 - P_{u,xs}}{1 + P_{u,xt} - P_{u,xt}}
\]

and insert

\[
A_{UB} = B_{mon} \times \frac{1 - P_{u,g}}{2 - P_{u,xt} - P_{u,g}} = B_{mon} \times \frac{1 - P_{u,xs}}{1 + P_{u,xt} - P_{u,xt}} \quad \text{therefore.}
\]
In column 23, line(s) 1-5, delete

```
P_{fail, packet, layer}(i, j) \prod_{m=1}^{i-1} (1 - P_{fail, packet, layer}(m, j))
```

and insert

```
P_{fail, layer}(i, j) = P_{fail, packet, layer}(i, j) \prod_{m=1}^{i-1} (1 - P_{fail, packet, layer}(m, j))
```

In column 23, line 13, delete “bn,” and insert “bn,” therefor.

In column 24, line(s) 52-59, delete

```
\text{PC}_{ARQ}(R_{ARQ}) = \sum_{i=1}^{bn} \text{PC}(R_{i, base}(i), t_i)
```

and insert

```
\text{PC}_{ARQ}(R_{ARQ}) = \sum_{i=1}^{bn} \text{PC}(R_{i, base}(i), t_i) + \sum_{j=2}^{N_{max} - 1} \sum_{i=1}^{bn} [P_{fail}(i, j - 1) \times \text{PC}(R_{i, base}(i), t_j)]
```

therefor.
It is certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below:

In column 27, line 20, after “TABLE 2” insert -- b --.

In column 27, line 65, after “23a–23c” insert -- ) --.

In column 28, line 4, delete “comparison” and insert -- comparisons --, therefor.

In column 30, line 35, after “technologies” insert -- . --.

In column 34, line 3, after “general-” insert -- purpose --.
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