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SCALABLE PROTOCOL FOR LARGE WSNS
HAVING LOW DUTY CYCLE END NODES

BACKGROUND OF THE INVENTION

Embodiments of the present invention gencrally relate to wireless sensor networks
and rclate more particularly to methods and systems that implement a series-paraliel
channel hopping scheme in a wireless sensor network.

Multi-ticred wircless sensor networks (WSNs) exist that are distributed over large
geographic arcas. Conventional multi-tier wireless sensor networks include a main node
{c.g. a coordinator node, or gateway node) that forms a first tier, The main node is
logically tinked to nodes in a sceond tier. The nodes in the sceond tier may be end nodes
or repeater nodes. Repeater nodes in a second tier may be logically linked to one or more
end-nodes that are in a third tier. The entire collection of end-nodes may comprise a third
ticr of the network, The IEEE 802.15.4 protocol standard, Version 2 (2006) distinguishes
between “fully functional nodes™ and “partially functional nodes”. Other times nodes arc
designated using a parent-child relationship (e.g., with the “parent” being a fully

B

functional node such as the main node or 4 repeater node, and the “child” being a partially
functional node such as an end-node). The relationship between the main node and a
repeater node may also be referred (o as a parent-child relationship, with the repeater

serving the subordinate role. Oftentimes the fully-functional nodes, which serve, or are

capable of serving as parent nodes, use higher receiver sensitivities and transmitter powers

CA 2871466 2019-06-03
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and better channel 1solation (Le., better radios), while end-nodes (which virtually always
fill the role of children nodes and are rouch mere numerous 1o the network) use less costly
radios with generally poorer performance. The network described above is in general
spread out over a large physical arca. For example, two nedes (at least one of which has a
fow-noisc amplifier and power amplifier) can communicate with cach other over a
distance of several hundred feet with Hittle difficulty, and thus the entire network may
cover an area of 100,000 square feet or more, and multipie floors of a building. More
general network topologies also exist in which the various network tiers are organized or
organize themselves in ad hoc fashion, based on quality of cormrounications links between
the various pair combinations of nodes, as determined in tests conducted during the ad hoc
network formation. Regardiess of the actoal network topology, it can be stated that in
most practical W8N implementations a given end node {e.g., tier N} finds itself connected
solely to some “parent” node one ticr above {e.g. tier N-1}.

Generally, a wireless sensor network uses channels or frequency ranges spread
throughout a larger frequency range prescribed by means, sach as governmental

regulation. For instance, in the United States a wireless sensor network operating in the
902-928 MHz range may usc a sct of channels up to 50 1o number. Furthermore, the
network uses those channels in “randorn hopping” fashion, such that nodes communicate
over a particular channel for only a short pertod of time {typically a few tenths of a
sceond), before hopping/jumping to another channel. The order of channel occupancy is

random, or apparently random,

For many types of commmunications protocols {e.g., the IEEE 802.15 4 standard
protocol}, before a node can send a message on a particular channel, the node spends a

certain (short) perind of time listening for other nodes which might be using the same

[
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channel. For example, the R02.15.4 standard specifically uses a type of Carrier Sense
Multiple Access — Collision Avoidance {CSMA-CA) algorithm for this “listen-betore-
talk” process.

However, conventional cornmunications protocels utilized with multi-tier wireless
sensor networks experience certain limitations. For example, a common problem often
encountered in physically large wireless sensor networks is that there may be two nodes
inside the same network and located at two extreme edges of the physical space of that
network, which need to send a message at the same morment. I the two nodes are too far
apart to hear one another’s messages, the nodes may perform the CSMA-CA check and
both determine that it is OK to send their respective wessages. However, when the two
nodes send the messages, other nodes inside the network (most of which are located
roughly in between the two extreme nodes) can hear the messages from both of the
transmitting nodes. The two messages corrupt one another and thus the nedes m the
middle are not able to understand either message. Hence, conventional network protocols
are unable to prevent message overlap when not all of the nodes in the network can hear
all messages from all other nodes. This is particularly a problem with two end nodes {as
opposed to an end node and a gateway or repeater nodes, or two repeater nodes, ¢te) since
eud nodes tend to have minimal hardware (e.g. radio trauscetver of Himited receive
sensitivity, and no low-noise amplifier (LNA) for example}.

Another general problem in conventional wireless networks relates to the fact that
most ond-nodes are battery powered, and operate with a low duty cycle, namcly the end
nodes are in sleep mode a vast majority of the time in order to couserve power. In many
cases these low duty cycle nodes “wake up” only when they experience a sensor event

{c.g., a motion sensor prompts the awakening of the node). The node then sends any and
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all appropriate messages and then returns to sleep mode. This leads to 2 second problem,
namely upper-ticr mavagement nodes (repeater and gateway nodes) are unable to scod
network management messages to end-nodes when the end-nodes are in sieep mode a vast
majority of the time, such as which channel is currently active. Because an end-node is
asleep most of the time, deat to any management messages from its parent node in the
network, and because the end-node wakes up at random times depeundent upon events
outside of the control of the network, the end node cannot easily track which channel the
network is using at any one point in time. Hence, when the end-node does wake up, the
conventional approach s for the end-node fo conduct a full mulii-channel scan to find the
network chanuel in use prior to sending any messages. The full multi-channel scan is
extremaely expensive from a power perspective. For example, if the network is spending
0.1 seconds on ecach of 50 channels in pseudo-random hopping, and if the end-node scans
backwards m the channel order, 1t may take 1 or 2 seconds to find the active channel. In
accordance with embodiments herein, end-uvodes ideally wake up for only a few tenths of a
second, a few times per hour or day n order to make coin cell and small rechargeable
batteries practical in W8N end-nodes. Hence, a problem exists that end-nodes, after
gwakening from long perieds of sleep, arc unable to quickly find the active channcl in the
network over which the end-nodes are allowed to communicate and waste power finding
the active channel. That is, there are cases where end-nodes spend more time and power
scarching for the active channel in frequency hopping networks than they spend in actually
sending and receiving application oriented data.

It is possible that WSNs in the future may one day coutain thousands, or perbaps
even tens of thousands of end-nodes. The above problems are exacerbated by the sheer

mumber of end-nodes in a very large network, leading to another problem. Conventional
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network protocols are not well suited to support a very large number of nodes in an
extensible way, such as in a way that can theoretically support a nearly wnlimited nomber
of end-nodes.

The standard means of avoiding message collision in wireless sensor networks is
one of various approaches to “listen-before-talk”, such as the CSMA-CA algorithm of the
EEE 802.15 4 protocol.  In one optional implementation {i.c., the beacon mode option),
the R02.15.4 protocol enables large networks that use channel slotting in which beacon
frames are transiitted at intervals with the time space between beacon frames being
divided into a namber of time slots. The 802,154 standard {version 2, 2006, for example)
provides for two types of timne slots — time slots in the CAP or “contention access period”
and time slots in the CFP or “contention free period”. The latter cannot be used by any
node unless the network coordinator node specifically grants access to the time slot. The
former can be used by any node provided that node first cmploys the anti-collision
mechanism — CSMA-CA, CSMA-CA and time slotting vacthods help roanage the
competition among nodes for a limited bandwidth, but do not scale well when the size of a
network substantially increases {¢.g., above a fow hundred messages per minute). For
cxample, as nodes are added, the number of slots available 1s guickly cxhausted. Also,
great pressure is placed on the maatn nede tn a large network, and repeater nodes have a
relatively limited role of merely repeating the messages between an end-node and the main
node. Repeater nodes do not manage protoco! values within the repeater node’s
immediate network (sub-network), Hence, the resulting network does not scale well.

Alternatively, if conventional direct sequence spread spectrum (BSSS) techniques

were used, rather than frequency hopping spread spectrum (FHSS), as a way of allowing

multiple nodes to share the band and increasing scourity, the above problems would still

(3]
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exist. The chip sets must be different enough (differ in chip patterns enough) to guarantee
that DSSS bit extraction canvot convolute two informatically different chip scquences.
There is a finite number (i.¢., ultimate scarcity) of allowed DBSSS chip sequences, just as
there are a finite number of frequency channels available in a FHSS scheme.

A need remains for an improved WSN that 18 scalable for use with low duty cycle
end nodes.

SUMMARY OF THE INVENTION

In accordance with one embodiment, a wireless sensor network and method are
provided that implement a series-parallel channel hopping protoco! that adds transter
channels to provide information regarding chanuel hopping status, thus reducing the
channe] scanning time required for an end-node awakening from a long sleep. The present
protocol expands stmply and uniformly with an ever-increasing number of repeater nodes,
and can thus be used with networks containing a total of thousands and even tens of
thousands of end-uodes. Optionally, the methods roay be used with coliections of
nutually orthogonal DSSS chip sequences (as an alternative to sets of frequency
channels). In accordance with an embodiment, a method is described for providing a
wircless scusor network between a mamn node and a plurality of nodes, the nodes associate
with sensors. The raethod comprises defining communications channels over which the
main node communicates with the nodes based on a channel bopping scheme pattern, and
defining at least one transfer channel that is dedicated to carrying transfor frames that are
broadcast by the main node. The method configures non-sttached nodes that are not
acquired to the network, to enter a connection session by tuning to the transfer channel to
listen for the transfer message. The transfer message indicates an active communication

channcl {c.g., by indicating the channcl number of the next channel to be used in the
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network hopping order). The method switches the non-acquired nodes to the next active
communication channel which was specified in the transfer message, hstens for a beacon
frame, and utilizes the beacon frame (e.g., typically the end of the last byte of the beacon
frame) as a timing reference to enable the non-acquired nodes to acquire the network using
some series of request and response messages exchanged between the attaching node and
the uetwork coordinator, such as those messages specificd in the IEEE 802,154 standard.

Agccording to certain embodiments, the beacon frame includes, in addition to other
fields, the following ficlds: a) “iotal number of transfer channels” field indicating how
many transfer channels exist; b) “transfer channel namber” ficld indicating which channels
within the network represent transfer channels; and ¢) priority access nurber range ficlds
indicating a range of priority access numbers associated with nodes that are authorized to
conumunicate over the network during a super-frame (total sct of all time slots} associated
with the beacon frame.

The transter message melodes a channel nuraber field indicating a number fora
next communications channel to become active. In cases where multiple parent nodes
{c.g., the main node and multiple repeater nodes) are divided among multiple transfer
channels, the transtor message roay alse include a field for the identity of the parent node.
fn such a case the parent node, imnmediately prior to a channel hop, would switch to its
assigned fransfer channe! and send a message providing its node 1D and the channel 1D of
its next hop. Al children nodes assigned to or associated with that parent node would, in
order to send or receive a raessage, go to the parent’s assigned transfer channel and await a
transfer message whose node ID matched the [D of the parent. Upon hearing that trausfer
message from its parent, the child node immediately hops to the channel specified by the

transfer message. The transfor message may also inchade the 1D of the network to cnable a

-3
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moving or semetimes moving node to cornmuntcate with multiple parent nodes, at its
discretion, with the assurance that cach of these parent nodes 1s associated with the sarae
network to which the moving or sometimes moving node previously attached. The
transter message may alse include the network {D and parent node ID in the case of
moving parent nodes (i.¢., parent nodes arc moving and children nodes and/or end nodes
are at permanently or teraporarily fixed physical locations), thus allowing children nodes
to communicate with the network (main node) in an opportunistic manner (i.e., when a
moving repeater node is located nearby). The method includes using the beacon frame, at
the non-acquired end nodes and at acquired end nodes, to perform collision free beacon
scheduling. The roecthod further comprises utilizing the beacon frames in a carrier sense
multiple access - collision avoidance (CSMA-CA} method. The method further
comprises defining at least two transfer channels, the main node transmitting transfer
frarncs alternately over cach of the transfer channcls, or over a transter channel randomly
selected from a pool of transfer channel options i the case where tweo or more chaunels
have been designated as transfer channels. The method further comprises causing each
child node to hop to a next active communications channel designated by its parent node
in that parent node’s transfer message, and then waiting for a beacon frame on the new
active channel.

The method where the channel hopping scheme is under direction of the main
node. The method where a first transfer channel is defined for use between the main nede
and other parent nodes, and g different second transfer channel 1s defined for use between
those other parent (von-main) nodes and their respective children nodes. The method
where cach parent node is assigned ifs own transfer channel, or to a particular transfer

channcl designated for parent node use, by the main node at the time the new parent
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{(usually a repeater) node is associated with the network, or in a subsequent repeater node
configuration message from the main vode. The racthod where the transfer message
indicates an active communications chanuel or set of channels associated with a next
super-frame that is initiated by a beacon frame. The method where the defining includes
definming the main node in a first ticr, repeater nodes 0 a second tier and end nodes in a
third tier, cach ond vode being associated with one of the repeater nodes in a parcnt-child
relationship, the method further comprising providing priority access (PA} numbers to
repeater/parent nodes in the second tier, and causing end nodes to inherit the PA number
ot the associated repeater node, or fo inherit a PA number which 1s a function of the PA
number of the associated repeater node, utilizing the PA vumbers to control access to the
network.

The method where the main node and each of the additional parent nodes use a
single transter channcl, or are divided among two or more transfer channels by the main
node as part of the parent node network attachrnent and configuration process. Each
parent uses its respective transfer channel to send a transfer message to all monitoring
children nodes to indicate its node ) and the channel H2 of its next channel hop in the
random or pseudo-randorn hopping schoeme. The parent node subscquently hops to the
next channel and, without sending a beacon frame, listeus for a maessage frors a parent or
child node for some period of time before switching to the transfer channel again to
indicate the next channel in the hopping order.

The method wherein an unattached end-node or parent {(repeater) node randomly
scans through channels listening for transfer frames of any parent node, and using a
predetermined criterion or criteria {e.g., received signal strength above a threshold or

maximum received signal strength among several strength valucs), sclects a parent node
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through which it will try to attach to the network, and subsequently goes to the channel
wndicated in the transfer message of the sclected (high signal strength) parent in order to
send a network attachment request message to the selectad parent node.

The method where the number of transfer channels and length of transfer frames is
chosen in order o assure that on average the total network usage of the transfer channels is
esscutially the same as the network usage of the von-trausfer (hopping sequence) channels,
s0 as to avoid overuse of the transfer channels by the network.

The method where a set of mutually orthogonal direct sequence spread spectrum
(D558 chip sets/sequences 1s used over a single constant carrier wave frequency
{chavuel), as an aliernative to hopping from frequency channel to frequency channel, in a
manner in which frequency hops are replaced with DSSS chip set switches (chip set
“hops”), and in which one or a few such chip sets are reserved for transfer messages,
cuabling DS5S-based varnations of all of the applications described i this docurnent for
frequency hopping based channel change management and network tracking by low-duty
cycle nodes. The method wherein DSSS chip sets are periodically changed according to a
D3SSS chip set selection scheme (according to some time pattern, or without discernable
tirmng or patiern} and in which such a change is pre-announced using one or a fow pro-
selected “transfer message” DRSS chip sequences to announce upcoming chip
sets/sequences to be used for regular network data messages.

In accordance with an embodiment, a wircless sensor network, is comprised of a
main node. The main node is configured to define communications channcls over which
the main node communicates with the nodes based on a random or pseudo-random
channe! hopping scheme and to define at least one transfer channel that is dedicated to

carrying transfer frames that are broadcast by the main node. The main node is configured
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to transrnit the transfer frames, cach of which indicates an active communications
chanuels, and is configured to transmit a beacon frame over the active communication
channel and non-attached nodes associate with sensors. The non-attached nodes are not
attached to the network. The non-attached nodes are configured to enter a connection
session by tuning to the transfer channel to listen for the transfer message. The non-
attached nodes are configured to switch to the active communication channel and listen for
the beacon frame. The non-attached node is configured to utilize the beacon frame as a
timing reference to enable the non-attached node to attach to the network.

In accordance with ermnbodiments horein, end nodes wake up for only a fow tenths
of a second, a fow times per howr or day in order to make coin cell and small rechargeabie
batteries practical in WSN end-nodes.

Optionally, an end-node attaches to the network using a particular parent/repeater
node, but 18 not permancntly associated with the repeater node, and wheren after resting
in an energy-conserving {sleep) state for a period of tivae, the end-node awakens and scans
a list of transfer channels (frequency channels for frequency hopping and DSSS chip
sequences for D8SS based networks), which frequency channels or chip sequences it
previously lcarmned during the network attachment process, and 1n which the end node then
communicates with the main node via the best (highest signal strength) parent/repester
node which may or may not be the same node by which the end-node originally attached
to the network. Optionally, the end node uses such a method (i.c., of communicating with
the main node via different parent/repeater nodes) to maintain communication with the
main node while moving physically through a space covered by a nuraber of (widely

separated) repeater nodes.
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BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 illustrates a multi-tier wireless seusor network (MT WEN} formed
accordance with an embodiment.

Figure 2 illustrates a channel hopping method or protocel formed in accordance
with an embodiment.

Figure 3 dlustrates a block diagrar of a node utilized wn accordance with an
embodiment.

Figure 4 illustrates the format of the beacon frame transmitted from the main node
it accordance with an embodiment.

Figure 5 illustrates an exemplary process for managing attachment of nodes in
accordance with an embodiment.

Figure 6 illustrates a method implemented in accordance with an alterpative
cmbodiment for managing network coramunications.

Figure 7 tllustrates a DSSS chip sequence switching raethod or protocol formed in

accordance with an embodiment.
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BETAILED DESCRIPTION

Figure 1 illustrates a multi-tier wireless seusor network (MT WSN} 100 formed in
accordance with an embodiment. The MT WEN 100 includes a main node 101, suchasa
coordinator node or gateway node that defines a first tier 102, The first tier 102 is
logically linked to a sccond tier 104 that includes parent (¢.g., repeater) nodes 103, Some
or all of the nodes 103 10 the secoud ticr 104 are logically hinked to one or more children
{e.g., end) nodes 1035, The nodes 101, 183 and 1835 form wireless node-to-node links.
Optionally, repeater nodes may be logically linked to one another. Optionally, the second
ticr may include one or more end-nodes with hinkage to main node 101 and no other
linkages to other nodes. The entire collection of children nodes 105 defines a third tie
106 of the network 100, Optionally, more than three tiers may be utilized if repeaters are
used on more than one tier (i.c., repeater-to-repeater inter-tier links exist).

In this deseription, “logically linked” refers to the fact that the two nodes on the
respective ends of the node-to-node hok are listening specifically for roessages which
contain an identification number of the opposite node in the link. For example, a parent
node 103 A is Hstening for messages sent by a child node 1058, and child node 1058 ix
listening for messages from & parent node 103A. The network described above is in
general spread out over a large physical area. For example, two nodes (at least oue of
which has a low-noise amplifier and power amplifier) can communicate with each other
over a distance of several hundred feet at a data rate of 107s or even 100°s of kbps with
fittle difficulty, and thus the entire network may cover an arca of 100,000 square foet or
maore, and raultiple floors of a building.

The network and methods disclosed herein may be managed using a frequency

hopping spread spectrum (FHSS) and/or a direct sequence spread spectrum (BSSS).
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DISSS is a technique where a data signal is multiplied with a pseudo random notse
spreading code. For example, the spreading code in binary language fora “17 way be 10
chips in length (“00110011017), and these 10 chips in this order constitute one “‘chip set”
or “chip sequence”. The receiver is configured to filter for this particular chip set among
what appears as transmitted white noise. In DSSS, specific chip scts may be used for
commmunicating messages (such as data racssages and transfor messages), and the chip sefs
may be alternated by the main node 101 and/or a parent node 103 according to a DSSS
chip sct selection scheme.

As used herein, “channel” and “channel hopping” 15 used i both FHSS and DSSS
raethods. A “channel” in FHSS is defiuned by frequency, and “channel hopping” in FHSS
involves switching frequencies, whereas in DISSS, “channel” refers to a chip set/sequence,
and “‘channel hopping” involves changing chip sets/sequences (within a single constant
carrier wave froquency).

When a wireless node / radio enabled device wishes to communicate over a
wireless network, it must first determine which specific frequency and, potentially, DSSS
{direct sequence spread spectrum) chip set, among the various possible allowed

4.
H

alternatives, 1s being used.  This s true whether (1) the node has never used the network

(R

aund 1s not a network member and ts corrently trying to join or “attach” to the network by
passing credential and security checks, or (2 the node previously joined the network and
15 a network member.  The process of finding the network (i.c., determining the currently
used frequency channel or DSSS chip set based “channel™) 50 as to allow commumication

<

with other network nodes s referred to here as “acquaring” the network, If the node has
done 8o i the past, particularly in the case where the node has previously attached to or

joined the network, the nede may or “re-acquire” the network. That is, “acquiring” or “re-
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acquiring” a network means determining which FHSS channel or DSSS channel (chip set)
18 currently active, “Attaching” o a network, in the comuon usage of the term, mcans
officially joining a network by passing all necessary security and membership regulation
requirements. As used herein, “acquiring” a network may refer generally to a node joining
a network, whether it 1s “attaching” to the network for the fivst time or “re-acquiring” or
rejoining the network.

The term “active”, when referring to communications channels, may refer to the
communications channel {whether frequency channet or DSSS chip set) over which or by
which & main or repeater node 18 presently sending a beacon frame and listening for
raessages from other repeater nodes or from end nodes.

The terms “main node” and “network coordinator” are used synonymously. The
network coordinator is always the main node. Other nodes, such as repeater nodes or even
special purposc nodes (not expressty mentioned in this specification} may send beacon
frames and be assigned transfer channels, but these other nodes are not coordinators for
the network — only lieutenants in their own little corner of the network - and their
configuration and function is ultimately defined by the network coordinator.

The main node 101 represents a gateway between a sub-network, comprised of the
second and third tiers 104 and 106, and bosts 107. The hosts 107 represent an outside
network 108 that interacts with vartous components, devices and other elements associated
with the parent and child nodes 103 and 105 of the wircless sensor network 100 through
the gateway main node 101, as shown in Figure 1. Main node 101 may sorve as a protocol
bridge between the outside network and the sub-network (i.e., the outside network may be
using a wired Ethernet, WiFi, or some other relatively high bandwidth networking

protocol, with a conventional transport mechanism such as TCP, while the sub-network
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may be using an 802.15.4 or sumilar wireless protocol, perhaps with a transport
racchanism like UDP, just as av example).

The main node 101 functions as a gateway for the sub-network {e.g., in tier 2 and
tier 3} which is comprised of the repeater nodes and end-nodes (i.¢., the multi-tier wireless
sensor network). The hosts 107 on the outside network 108 interact with clements of the
wircless sensor network through the gateway {main vode), as shown in Figure 1.

Figure 3 illustrates a block diagram of a node 309 utilized in accordance with an
embodiment. The node 300 comprises a small circuit board that hosts a transceiver radio
304 and microprocessar 302 {either mtegrated into one chip, or implemented as two
separate chips), a battery 310, and power supply circuit 312, An antenna 320 1s coupled to
a matching analog circuitry 322, A peripheral sensor or sensing system 316 may be
optionally included that send inputs to the microprocessor 302, Sensing systems may
include tomperature sonSOTS, Pressure sensoers, motion sensors, 3-axis accelorometors,
chernical sensors or arrays of chemical sensors {e.g., “electronic noses”™), AM-EAS or RF-
EAS or RFIHD tag detection systerus, or even a separate processor defining a virtual event
upon occurrence of a collection of real events each of a predefined type, intensity, or
exececding a certain threshold, An example of the latter might be a DSP processor
connected to a video survelllance system. These are tendered as exaraples of sensor
systems and it should be understood that this list is in no way exhaustive. loput from the
sensor 316 may “wake up” the microprocessor 302 to start a “report” session, such as to
convey sensor data detected by the sensor 316 through the transceiver radio 304 over the
network 100,

The transceiver 304 may have a memory that stores multiple chip sets for use in

the DSSS technique. The chips scts may be stored in the memory in firmware and/or
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software. To hop to a new channel, the processor 302 may be configured to command the
transcetver 304 to switch to a specific chanoel. The transceiver 304 then retricves the
information about the new channel from its memory, such as the frequency in FHSS or the
specific sequence of chips that makes up the selected chip set in DSSS.

Typically, tier | and tier 2 nodes are often equipped with power amplifiers 306 (for
transmission) and low-noise amplifiers 308 {for reception) to increase the physical range
of the wireless links. The main node (tier 1 node) also contains ¢ither a wired network
interface 318 (such as an Ethernet port and driver chip) or a second radio 320 for a
wircless link to another {outside) network {e.g., WiFt interface). The roain, repeater and
end nodes 101, 103, 105 may have all or part of the structure of the node 300,

Embodiments involve a series-paraliel channel hopping protocol (frequency
hopping protocol or DSSS chip sequence change protocol), or method that utilizes transfer
channels to provide information on channel hopping status (frequeney status or DSSS chip
sequence status), thus reducing the channel/chip-sequence search scanning time required
for an end-node to acquire the network once awakened from a sleep mode. The channel
hopping protocol is able to expand simply and uniformly with an ever-increasing number
of repeater nodes, since cach newly added repeater nodes may command its own transtor
chanuel or channels, and can thus be used with networks containing a total of thousands
and even tens of thousands of end-nodes. The “series-parallel” nature of the network
arises from the fact that, from a time perspective, cach repeater with its subordinate set of
children nodes represents a “branch”, and communication inside different branches occurs
on different channels {different frequency channels or different chip sequences) at any one
moment in time, and can thus occur simultaneously (i.e., in paraliel}. Expansion ofa

network can also occur by a new repeater node attaching to an existing repeater node, thus

~
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creating a now branch attached to an older branch. Messages moving up the new branch
ray wait for open atr before being transmutted nto the old branch, and in this case the
network has a series-scaling characteristic as new nodes are added. In order to understand
how the method might accommodate larger and larger numbers of repeaters, consider the
following cxamples. It should be noted before discussing these exaraples, that a given
channel (frequency chanuel or chip set channel) might be used as a) a transfer channel by
one parent node {main node or repeater node), and b) a regular communications (hopping)
channel for all other parent nodes. In accordance with embodiments herein, a CSMA-CA
or other “listen before talk” anti-collision algorithm may be employed prior to all
trapsrissions (beacon message, transfer message, and any other type of moessage).

In a first example (3 frequency hopping example), there are ten parent/repeater
nodes and one main node. The main node is using channel 49 (the last channel) as its
transfer channel. When the first parcot/repeater (Rel) first attaches to the nctwork, the
main node randomly choses one of the channels as the transfer channel assigned to Rel for
all of Rel communications with the future children nodes of Rel. Similarly, Re2, Re3, ...
Rel{ are assigned transfer channels from the total pool of available channels (0, 1, ..., 49)
according to the main node’s own criteria, This criteria may be simply “randomly choose
from channels §, 1, ..., 49 with equal probability for each channel”, or it may also include
lower or zero probability for less desirable channels (e.g., noisy channels or channels often
used by competing networks, as determined by separate energy detection tests on
individual chanunels conducted by the main node). The criteria may also guaranice that no
channel was used as a transfer channel for two nodes before cach channel had been used
for transfer by at least one node {e.g., even distribution of node assignment through the

channcls).
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In a sccond frequency hopping cxample there are 49 repeaters. Using the
reasoning outlined above, the raatn node rght randomly assign channels such that, after
cach of the repeaters had attached o the network, cach of the 50 available channels served
as transfer channel for either the main node or for one (and only one) repeater.

In a third frequency hopping cxample (a somewhat extreme situation), there are
199 repeateors. To this case cach channel might be used as transfer channel for four
different repeaters. Each repeater sends a transfer message before each hop, so on
average, during the time interval corresponding to one channel dwell (one super-frame
timne period}), cach channel will see four transfer frames {(from four different repcaters) in
addition to normal messaging o and from any of the other repeaters which use that
channe] as one of its list of frequency hopping channels. Of course, in such a large
network, at any given moment most or all of the channels might be in use by the main
node and the various repeaters. For example, Repeater 27 might be talking to the roain
node, Repeaters 8, 56, and 184 might be sending transfer frames on their respective
transfer channels, and most of the remaining repeaters may be listening on any one of the
50 channels (whichever they most recently hopped to) for messages from another node.
The “scries-parallel” scaling of the network refers to the fact that the nctwork 1s aetually
using all of the available chanvels at the same morent, with roughly equal traffic volume,
as the network grows in size — both width (number of repeaters in a given network tier)
and depth (layers of repeaters or network tiers).

Other examples may use a single frequency channel and a large sct of DSSS chip
sets to accomplish the same series-parallel network scaling using the DBSSS technique, It
should also be noted that this series-paraliel network scaling can be realized in additional

dimensions if frequency hopping and DSSS chip sequence shifting are impiemented
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together. For example, one may have onc large series-parallel network with many
repeaters in the network, all using frequency hopping and a single constant chip sequence.
Meanwhile another equally large network may be using the very same frequency hopping
scheme {(identical in all respects to the first) but for which the DSSS chip sequence of this
second network differed enough from the fivst to guarantee no message-mixing between
the networks.

Figure 2 illustrates a channel hopping method or protocol formed in accordance

with an embodiment. The method or protocol illustrated in Figure 2 may be used in FHSS

and/or DSSS techniques. For example, if using a frequency hopping protocol, DSSS may
be implemented as well to provide added security and inter-network operability. Inttially,
a network is created according to a predetermined standard, such as in the manner
prescribed in the JEEE 802,11, 802.15.2, 802.15.3, 802.15.4 standards and the like. To
create a network, at 202, the maim node 101 may scan for existing networks over 4 sct of
channels that the roain node 101 desires to use. The channels may be frequency channels
according to a frequency hopping protocol or chip sets according to a DSSS chip set
switching protocol. At 202, after determining that a new network can be created, the main
node 101 selects a network 1D number. The main node 101 defines g group of
communications channels and defines one or wore “transfer channels”. The maio node
101 supports/defines one or more “trans{er channels” that represent dedicated channel(s)
used only to communicate hopping and security parameters to parent and children nodes
103 and 105 and non-network nodes 107, Ne other network management rmessages or
data packets are transmitted oo the transfer channels by node 1071 as the transfer channels

are specifically designated solely for transfer information as far as node 141 is concerned.

20
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For example, in a FHSS technigue, the network 100 may use 50 channels in a
frequency hopping scheme {¢.g. channels 0 thru 49), frov which a subset of frequency
channels, such as two chaunels {¢.g., channels 4% and 49}, are used as transfer channels.

In another example, the network 100 may use 50 channels in a DSSS chip set switching
scheme, where the 50 channels arc defined by 50 different chip sets. Each chip st may
mnchude, 10 a binary context, two unigue 10~chip sequences, one sequence coding for *17
and the other for “07. During operation, the network 100 may swiich between the 30
channels/chip sets, and a subset of chip sets are used as transfor channels. At204, the
main node 101 determines operating parameters.

At 206, the man node switches/hops to a select transfer channel (frequency
channe] or chip set) and transmits a transfer frame giving a channel 1D of a next
conununications channel in the channel hopping sequence. In a FHSS protocol, the next
communications channel may be the next frequency channcl over which the main node
will communicate. In a DSSS protocol, the next comroumications channel may be the next
DISSS chip set used to communicate messages, and the next conymunications channel may
be nurtually orthogonal to the active communications channel while using the same
frequency channel. Optionally, the main node may include, in the transfoer frarae, the main
node’s ID and the network ID.

At 208, the main node switches/hops to the next communications channel specified
in the transfer frame at 206. At 210, the main node determines whether beaconing is being
used. If not flow moves to 214, If so, flow moves to 212, At 212, the main node creates
and sends 8 beacon frame over the “next” communications channel (which is now the

current active communications channel} designated in the transfer frame at 206.
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At 214, the main node listens for and processes messages received over the current
active conununications channel, At 216, the main node determines whether a maximum
channe] dwell time has elapsed. If not, flow returns to 214 where the main node continues
to listen. I the maximum dwell time has elapsed, flow moves from 216 t0 206, and the
process 18 repeated.

At 206-216 the main vode begins hopping through a randow or pseado-random list
of channels, using the transfer channel to inform any listening nodes regarding the identity
of the next communications channel. The behavior of the main node and its children
nodes with respect to how time slots are used (which time slots are used at all, and
whether they are available for contention or non-contention use, their duration, vurnber,
etc.) may be prescribed by the various fields in the beacon frame, as defined in standard
protocols such as IEEE 802.15.4. As shown in Figure 2, the main node does not listen for
rmessages sent to 1t when tuned to g transter channel, Transter channcls are onc-way
communication (from the roain node to any listening vodes) to inform the lHstening nodes
about which channel (frequency chanvel or DSSS chip set) will next be used for two-way
communication. The processing of recetved messages mentioned in step 214 of Figure 2
may involve any number of request and response messages passed between the main node
aund the relevant parent or child node, and the processing of that message may even inttiate
messaging with other {third party) nodes and external network hosts.

It should be noted that embodiments herein afford a great utility by using transfer
channels as a solution to the synchronization problem that generally exists between parent
and child nodes. For example, without the use of transfer channels, a child node is
generally programmed to hop/switch from channel to channel (whether frequency channel

or DSSS chip set} in a pre-determined (pscudo-random) order according to a time

3%
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schedule. The parent and child nodes will be able to communicate with cach other if they
mainiain Hrng syochronization with respect to these channel hops. This tn many
implementations has inspired the use of complex PLL (phase-lock-loop) timing
approaches which are not practical if the child node must sleep for long periods of time to
reduce power. When one or multiple transfer channel(s) are used, the child node need
only listen on a transfer chanuel for a brief period of time {gencrally not longer than the
time peried of one or a few channel dwells or “frequency hop intervals” in a FHSS
protocel). No timing synchronization is required between the parent and child nodes. In
fact, the parent node may from time to fime use oxtra time working i one channel (e, be
late in hopping/switching to the next chanuel) with vo serious timpact on the
communications between parent and child nodes. That is, the child just continues to wait
and listen on the transfer channel until the information arrives regarding the next
communications channcl, no matter how long 1t takes to get that information. Of course,
in such a sttuation it may be desirable to have a timme-out timer which would roake sure
that the child node did not wait for minutes or hours on a bad transfer channel (e.g., in the
casc of a noisy transfer channel, or if the parent node failed, etc.) and thus prevent battery
drain.

Regarding the main node behavior related to Figure 2, the network roay use super-
frames that begin with cach beacon frame (steps 210 and 212 of the figure}. A dedicated
network coordinator {¢.g., the main node 101} coordinates transmission within super-
frarnes by transmitting the beacon frames at predetermined intervals {¢.g., intervals as
short as 15 mas or as long as 145 s) (step 2163, The super-frames are tivoe slotted. The
time between two beacons is divided into equal time slots independent of the duration of

the super-frame. Time slots arc split into a contention access period (CAP)and a
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contention free period (CFP). Guaranteed time slots (GTS) are concatenated contention
free slots,  In the case where no beaconing 18 used, generally, all of the tirae period
between beacon frames comprise a single large contention time slot (steps 214 and 216} in
which any nede may compete for messaging privileges using the CSMA-CA or similar
profocol-prescribed anti-collision algorithm.

When DSSS is iraplemented in real networks, a single chip sequence may be selected and
used for a period of time which is relatively long {minutes, or even hours) with a single
carrier frequency. This frequency can be changed from time to time (for example, when
one channel becomes noisy). The chip sequence 18 often left unchanged for long periods
of time. In such cases a single or small set of (known} frequency channels and chip
sequences can be used for transfer messaging, and the transfer messages can indicate what
frequency channel hopping and chip sequence shifting scheme is currently in use, or is
about to be used.

Figure 4 tllustrates the format of cach beacon frame 402 trausmitted from the main
node 101, for one embodiment. In this embodiment all beacon frames originate from one
node — the main node {network coordinator node). The beacon frame 402 contains the
following ficlds. A number of bytes (No) field 406 indicates the number of bytes in the
raessage (€.4., not counting this first bvte). A frame type (T) field 407 indicates a vuraber
or code indicating that the present message is a beacon frame message. A network 1D
ficld 40 includes a unique 1D to distinguwish the present network from other networks
using the same wircless protocol. A beacon sequence rumber (BSN) field 409 includes a
count that icrements by oune with cach successive beacon frarse. A new member
acceptance code (AC) field 410 includes a code indicating which type(s) of nodes can

attach to the network, and under what circumstances.
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The beacon frame 402 further includes a “total number of transfer channels” (TC)
ficld 411, a “transter channel nomber” (#) field 412 for cach trausfer channel, a priovity
access number range — start number (priority access start or PAS) field 413, and a priority
access number range — end number (priority access end or PAE) field 414, The TC field
411 indicates how many transfer channels exist. The TC ficld 411 indicates the number of
DISSS chip sets/scquences used for transfor messages (in a BSSS protocel) and/or the
number of frequency channels used for transfer messages (in a FHSS protocol), The
channel number field 412 indicates which channelswithin the network represent transfer
channels. For exarapie, in a frequency hopping scherme, 1there are three frequency
channels used for trausfer roessages, field 412 would tnclude the three mumbers identifving
the three transfer channels. If, in a DSSS scheme, there were three DSSS transfer channel
chip sets, field 412 would include the three numbers identifying those three DSSS chip
sequences. A priority access number presents a unique number that is assigned by the
main node 101 to cach repeater node 193, The PAS field 413 and PAE field 414 represent
a range of priority access numbers that are authorized to utilize the active communications
channel associated with the present beacon frame. For example, when a beacon frame
mecludes PAS and PAE valucs of 10 and 20, respectively, this indicates that repeator or cod
nodes assigned priority access numbers between 10 and 20 are authovized to transmit
messages in the time slots of the super-frame following the beacon frame. The repeater or
end nodes with priority access numbers below 10 or above 20 would not be authorized to
transmit racssages following the current beacon frame. This provides the matn node with
a wethod of communicating with a large network one piece at a ime, thus improving
network manageability and reducing latency of high-priority network segments in large

networks,

|9,

i
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In other embodiments, beacon frames may originate from repeaters (which
scenario should not be confused with the scenario 1o which the repeater merely retransmais
or “repeats” the beacon heard from the main node}. The simple case where repeaters
stmply resend the main node’s beacon frame can serve to physically extend the network to
regions in which end nodes cannot physically hear the main node’s messages. However,
in the somewhat roore complex case where a repeater can create its own beacous, the
network scope and scale can be extended not just physically but in other ways. For
instance, if in a particular physical area serviced by a particular repeater node there are a
large number of end nodes which become unusually active for a short peried of time, the
repeater may moderate message traffic in that vetwork region by changing PAS and PAE
values - that is, narrowing the range of priority access numbers that may participate in any
or all of the super-frames governed by its own beacon frames. This extends the power of
the network by giving a certain amount of autonomy to repeaters in their region of the
network. o this aud other embodiments which include beacon frames originating from
repeater nodes or any other node separate from the main node, the beacon frame may
include a RID (repeater ID) field (not shown in Figure 4} which identifies the originator of
the beacon frarac and allows end nodes to distinguish beacon fraracs orniginating frorm thor
own repeater and beacons from adjacent repeaters.

At any one time an end node will generally have one particular repeater node
which it can hear well (i.c., received signal strength of messages from that repeater is
greater than that from other repeaters). At that time the end node can be viewed to be
attached to the networle “through that repeater” with the strong signal. The network
operation rules, as governed by the firmware in the nodes individually and collectively,

can be sct such that the end node may respond through only onc repeater at a time, or
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alternatively through any repeater for which received signal strength is above sorne
thresheold value {i.e., end node has multiple points of attachment).

In one embodiment, a child or end node may send a message to any parent or
repeater {or to the main node of the network via any repeater) when all of the following
criteria are met: {1} a beacon message from the repeater is received; (2 the signal strength
of the beacon message is above a threshold value; €3) the prionity access number of the
end node is in the range (PAS to PAE) specified by the beacon frame; and (4} the message
is sent on the channel (frequency channel and/or DSSS chip sequence} specified by the
repeater via 1ts particular fransfer channel or channcls, using the general methods
previously described. Several implernentation options should be noted here. First, it 1s
possible that the end node will maintain a separate and distinct priority access number for
cach of several repeaters to which it is currently or has recently connect to the network.
Sceond, in cascs where a node sleeps for very long periads of time (perhaps days) and in
which the total number of nodes in the network is very large (10°s or 1007s of thousands),
embodiments herein may implement an algorithm in which a node randomly selects its
own priority access number in a broad or narrow range {which is perhaps a function of the
type of end node), rather than being assigned a priority access nuraber upon joining the
network or re-acquiring to the network after a long sleep.

In the simplest embodiment in which all beacon frames originate from the main
node, the main node 101 supports/defines one or more “transfer channeis” that represent
dedicated channel{s} used only to communicate frequency hopping/DSSS chip se
switching and security pararoeters to repeater and end nodes 103 and 105 and non-network
nodes 107, No other network management messages or data packets are transmitted over

the transfer channcls, as the transfer channels are specifically designated solely for transfer
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information. For example, the network 100 may use 50 channels in a frequency hopping
schere {e.g., channels § thru 49), froro which a subsct of channels, such as two channels
{e.g., channels 4% and 49), are used as transfer channels.

in more complex implementations in which individual repeaters can establish their
own transfer channel or channels, those transfer channel{s) will gencraily be different
from the maio node’s transter channel{s). Each node {c.g., main, and/or repeater) capable
of creating beacon frames may use its own transfer channels to pre-announce the next
communication channel for cach beacon and subsequent super-frame messaging interval.
Also, cach of these respective beacon orvigimator nodes may use their own transfer channed
or channels only for transfer frames (although other beacon originator nodes may be
periodically using the same channel (whether frequency channel or BSSS chip sequence)
for normal super-frame message trafficy. This scheme is effective, in part, because the
nodes may cach obscrve listen-before-talk (CSMA-CA) process rules before cach beacon
frame message, transfer frame message, or regular essage (1.e., a moessage sentto a
particular node}.

In certain embodiments, an end node which desires to connect to/acquire the
network and send a message (¢.g., to the main node, or some cxternal network host via the
raain node), can do so by first scanning for transfer frames on particular frequency
channels and/or using particular DSSS chip sequences. As mentioned above, in certain
embodiments, it may be desirved that implementers of the network create particular
conventions regarding which channels are used for transfer channels. In sitaple networks
where all beacon frames originate from the main node, one or two channels at the
beginning or end of the frequency channel or DSSS chip sequence Hst may be used as the

designated transfer channcls or sequences.
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However, inn more coraplex implementations where many (or even ally channels in
the hst are being used by at least some of the beacon originators for transfer purposes, and
in the general case where the end node s or may be physically moving and thus not
associated all the time with the same repeater, upon awakening from sleep, the end node
may need to scan through some or all channels (frequency channels and/or DSSS chip
sequences), looking for transfor frames with a good/strong signal strength. When the end
node finds the best {or at least a good) signal during the scan, it may note the node 1D of
the originator of the transfer frame. At that point, by virtue of a particular transfer channel
assignruent converttion, the end node may also know, without being told, what other
channels are being used by that particular beacon originator as transfer channels.
Alternatively, the end node may use one transfer channel with the process previousty
defined to send a message to the beacon originator requesting specification of the other
transfer channels used by the origimator. Alternatively, the ond node may determinge to
simply use the one transfer channel and forget any others transfer channels which might be
in use by the origimator. This latter convention may result in longer waiting periods as the
end node sits on the known transfer channel waiting for the transfer frame to arrive while
the beacon originator moves through its list of transter chanucls, one at a time, sending
transfer messages.

Optionally, the beacon frame may be augmented with an additional ficld indicating
the next transfer channel to be used by the sender ot that beacon {not shown in Figure 4).
This would not only enable a scanning cnd node to find sl transfer channels for a given
beacon originator after having found just one transfer channel, but it would also allow an
end node to find a strong repeater signal more quickly than it might otherwise. This is

becausc under the original scheme described above the end node would scan only for
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transter channels (such as frequency transfer channels and/or DSSS chip sequence transfer
channels). In this optional casc, the end vode can scan for cither a transfer fravae within
multiple transfer channels or a beacon frame. Once the end node finds either a transfer
frame in one of the transfer chamnels or a beacon frame, it can track the frequency or
DSSS chip sequence hopping of the originator node. Transfer frames indicate the channel
of the next beacon frarac, and cach beacon frame ndicates the channel of the vext transfer
frame.

During network operation, at 206-216 in Figure 2, the nodes 101, 103, 105
cormmunicate over one frequency channel and/or using one DSSS chup set/sequence for a
short period of tivae, referred to as “channel dwell time”. For example, the chanuel dwell
time may be up to 8.2 seconds or slightly longer, and thus it may take about 9.8 seconds
for the network 100 to cycle through communication over a set of 48 communications
channels (0 thru 47), which corresponds to frequency channels and/or DSSS chip set
channels. After the channel dwell tivae has elapsed, communications move (also referred
to as hopping or switching) to another channel (i.e., the next communications channel).
Just prior to cach channel hop, the main (gateway) node 101 sends out a short message, at
208, called a “transfer message”, on one of the transfer channels (c.g., chanuncl 48 if the
last transfer message went out on channel 49, and vice versa), which identifies the chanuvel
designated as the next communications channel. Therefore, the nodes 103, 105 that are
acquired to the network locate the transfer channel (c.g., channel 48) in order to receive
the transfer message, so the nodes 103, 105 raay hop to the next designated
communications channel to keep cormumnicating over the network.

Figure 4 illustrates a format for a transfer frame 404 transmitted by the main node

101, in accordance with an cmbodiment. The transfer framce 404 contains transfer
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message information, so the torms “transfer frame” and “transfer message” are used
wterchangeably herem. The transfer message 404 includes a number of bytes (No) field
42¢ to indicate the number of bytes in the transfer message 404 (not counting this first
byte). A frame type (T) field 421 includes a number or code indicating that the present
ressage 18 a transfer frame message. A network 1D number (ID) field 422 mncludes the
network 1D to distinguish the message from messages intended for other networks using
the same wireless protocol. A cormamunications channel number (CCN} field 423 indicates
the numiber of the next communications channel to become active and which nodes should
move/hop to remam acquired to the network.

A transfer/security code {SC) field 424 includes a number between 0 and 255
which imdicates which frequency channe] or DSSS chip set hopping sequence is being
used, what security keys are being used at the moment, and so on. Optionally, the transfer
frarne 404 may also, in certaim embodiments, include g field dentifying the node 1D of the
originator of the transter frame. This field is vot shown in Figure 4.

Returning to Figure 1, and assuming for the present exaraple the simple
embodiment in which all beacon frames originate from the main node, when a repeater or
end nede 103, 105 wakes up and wishes to attach to or re-acquire the network 100, the
non-acquired node 103, 105 randowly chooses one transfer channel, switches to the
chosen transfer channel, and begins listening for the next transfer message 404 that will be
sent from the main node 161, Given that the main node 101 transmits transfer messages
alternately over each of the transter channels, the non-acquired node 103, 105 will hear
one of the next two transfer messages (assurming there are two designated transfer
channels). For example, for a non-acquired node 103, 105 listening to a transfer channel

during channcl hop (CH) time (1), the non-attached node 103, 105 will hear a transfer

(e
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message at CH tirne T+1. The transfer message 404 informs acquired and non-acquired
repeater and end nodes 103, 105, of the next communications channct the network 100
will hop {switch} to during the next channel hopping timae interval, in order to continue
sending and receiving messages (remain acquired} over the network 100,

Referring hack to Figure 2, at 206, after the new (recontly awoken) non-acquired
repeater or end node 103, 105 receives and processes the transfor message 404, the
repeater or end node 103, 103 jurmps to the specified upcoming active communications
channel and waits for a beacon frame 402 t be transmitted by the main node 101 over the
newly designated communications channel. At 212, the main node begins sending a
beacon frame 402 over the designated communications channel {as indicated in the
transfer message 404} at a predetermined interval. After each beacon frame 402 is
transmitted, next at 214, the non-acquired repeater or end node 103, 105 can acquire the
network by receiving and transmitting data and messages in avatlable time slots between
the beacon frames 402,

All communication between the beacon originator and the beacon user nodes
occurs in step 214, while checking/waiting for the end of that message exchange time
peried (step 216). It should be noted that the transter message approach affords a variable
amount of time to send messages. H the originator node needs a hittle extra time to finish
up with the messaging for a given end node, it can take that time and just be a little late
with the noxt transfer frame on the next transfor chamnel. The system won't “break™ if this
occurs and extra tirne is taken, because waiting nodes just wait g little longer.

As oue exarnple, the network way use a media access control scheme similar to
that used in 802.15.4 networks with super-frames that begin with cach beacon frame. A

dedicated network coordinator {(main node 101) manages transmission within super-frames
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by transmitting the beacon frames at predetermined intervals (c.g., Intervals as short as 15
s or as long as 245 s}, The super-frames may be time slotted, and a node may use
CSMA-CA before transmitting at any time unless that node is currently inside a
guaranteed time slot which it owns exclusively, The time between two beacons is divided
into equal time slots independent of the duration of the super-frame. Time slots are split
into contention access period (CAP) and a contention free peniod {CFP). Guaranteed tie
slots {(GTS) are concatenated coutention free slots owned exclusively by a particular node.
in the above example, the transfer message transmitted at 206 identifies the
communications channel associated with the next super-frame. The non-acquived end
node switches and Hstens to the communications channel identified 1o the transfer message
and transmits messages over appropriate time slots in the super-frame following the
beacon frame.

In one crmbodiment, two transter channcls are utiized. Two transter channcls may
be desivable in a FHSS scheme given that the FCC Part 15-29A rules provides that when
frequency hopping, the network should not favor one channel more than another. Since
the main node 101 uses one of the transfer channels between each channel hop, the main
node 101 uscs cach of the transfer channcls for g relatively short period of time, thereby
raaking the total deell tirae for all 50 channels average out to about the saroe value, In
more general and complex embodiments in which multiple nodes may originale beacon
frames and each such originator node is assigned or assuimes, hased on some appropriate
algorithm, a set of channels to be used as its transfer channels, it should be noted that the
number of channels used for trausfer for each originator node can be chosen such that

regulatory requirements are met.

(s
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In certain network configurations one transfer channel may not afford sufficient
dwell tirne 1u a frequency hoppiong scheme. For example, over a 9.8 second pertod, the
first 49 channels would each be used for 0.2 seconds. During that 9.8 second period, when
a single transfer channel exists, the transter channel would be used 49 times, and thus the
channel dwell time for the transfor message may not be more than 0.2/49 = 0.004 scconds
or just 4 mithiscconds. At a data rate of 9.6 kbps (that is, 9600 bits per second), the mam
node 101 can send slightly less than 3 bytes during the 4 millisecond channe] dwell limit,
so if a single transfer channel were used, the single transfer channel would not provide
enough time to permit transfer of the entire transfer message {6 bytes long). However,
when the network uses two transfer channels rather than one, the network will use each of
the two transfer channels, on average, 24.5 times in the 9.8 seconds, so the allowed dwell
tirne in the transfer channel is 0.2/24.8 = 8 milliseconds, which is sufficient time to send 6
bytes at 1.2 bytes per nullisecond.

However, if the foregoing constraints do not exist, then a single transfer channel
may be used, or optionally more than two transfer channels may be used. Also, this
frequency hopping scheme may be replaced by or augmented by a DSSS chip sequence
switching scheme, as described above, in which cerfain DSSS chip sequences arce
dedicated to transfer frames.

Note that the above calculations for regulatory compliance in frequency hopping
situations may change if the number of communications channels changes. For example,
25 communications channels may be used in frequency hopping rather than 30 channels
{which is 1u fact the case under certain circumstances for FCC Part 15-294). When 25

communications channels are used, then a single transfer channel may be suffictent.
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In the above example, the transfer channcls may be set at the time the network is
created {at 202). However, the transfor channels may experience undue noise at times. For
example, it is not certain that the last two channels in a set of channels will always be free
of excessive environmental (EM) noise. Instead, the main node 101 may determine
whether certain channels are experiencing undue notse, such as by monitoring the signal
quality. When a traunsfer chanuel experiences undue voise, the main node 101 identifies
the noise and determines that the transfer channel should be changed, in order to make the
protocel more robust and more generally applicable. Hence, the beacon frame 402 sent by
the main node 101 at the beginning of cach channel hop will include information
regarding how many communications/transfer chanuoels are used and which chaonels are
being used for the channel transfer(s). It should also be noted that in cases where not all
beacon frames originate from the main node, the main node may give permission to the
new originator node betore that originator node can begin sending beacon frames. Also,
the originator vodes may receive from the main vode, as part of an originator node
commissioning or re~commissioning and on-going management process, specific channel
assignments for transfer channel use. Alternatively, the main node may specify, as part of
this cornmissioning and management process, a particular algorithra or eriteria sct chosen
from a set of algorithm or criteria set options, which algovithm or ¢riteria voay be used by
the new originator node itself to select its own transfer channel or channels.

Optionally, in order to comply with regulatory requirements or security
requirements, a particular impleracntation may specify an algorithm or external key or
indicator, accessible by all acquired and non-acquired nodes, which can be used in an
algorithm or “hash” calculation with other ID fields and parameters to determine the

transfer channel or channels (including frequency transfer channels and/or DSSS transfer

(s
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chip sequences) for a particular originator node, and that the transfer channel or channels
roay change for the given originator node from time to time, as governed by the algorithm
or hash and s input parameters. For example, a network time stamp (in conjunction with
low-power RC-type clocks available in slecping nodes) along with a network 12 and
network-hardware-specitic security key may be used by a nowly awoken end node to
anticipate the transter chaunnel or chanuncls of a given originator node, especially 1o cases
where the newly awoken end node has some history with a particular originator node (¢.g.,
knew at one point in time what transfer channel set was being used by that originator
node). This allowance for varying transter channel assignments makes general use of
channels appear more random to devices outside the network, improves security, and
makes regulatory compliance more feasible.

When an end-node or repeater node 103, 105 wakes up or boots up for the first
time, the new (non-acquired) repeater or end node 103, 105 can do g complete network
search through all channels, inchiding frequency channels and/or DESS chip sets
{complete network scan). However, by virtue of the information in beacon frames, the
new repeater or end node 103, 105 need not scan all channels, but instead is abic to
deterraine how to join a given network based on the mformation in the transfor roessage
404 and the beacon frame 402. Once the newly booted, but nov-acquired repeater or end
node 103, 105 knows the transfer channels, the new repeater or end node 103, 105 no
longer needs to do full network scans, and can quickly use the transfer channel to learn
which communications channel is the proper channel without wasting encrgy on long
channel searches.

Figure 5 illustrates an exemplary process for managing attachment of nodes that

may apply analogously to frequency channel hopping schemes and DSSS chip set-defined
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channel switching schemes. In this case, for example, only the main node is allowed to
send beacon frames. The main node 501 creates a network with communtcations channels
{CCy 520-523 and transfer channels (TC) 530, 531, There may be a number of
conumunications channels, such as often up to 50 in number, accessed in {(psendojrandom
order, but only the first three and last one (channel numbers 7, 34, 18, and finally 23)
labeled as 520, 521, 522, and 523 arc shown in the figure. The rows at the top of Figure 5
depict timelines for each channel, with time increasing from left to right. If the figure
were expanded to show all 50 of the channels, cach would show its own beacon frame
marker with a unique tite postiion, and uniform tirne spacing between sequential heacon
frarnes. Note that immediately prior to cach beacon frame trausmission on one of the
regular communications channels (520-523), a transfer frame 544 is sent on one of the two
transfer channels (530, 531}

As previously described, cach transter frarac 544 gives the channel nurnber of the
next communtcations channel. The network includes main, repeater, and end nodes 5301,
503, 505, respectively. The beacon frames 542 also give values for priority access number
range {PFA number range) start and end numbers (PAS and PAE}. The PA number ranges
are useful for the followimg reason. When a node 503, 305 {either a repeater node or an
cud-node} attaches to the network, oune of the numbers assigned to the repeater or end node
503, 505 is the 1D number (network address) of “parent node”. I the end node 505
attaches to the network via a nearby repeater node 503, the parent node will generally be
that repeater node 503, Sometimes an end-node 505 will attach directly to the main node
501 when joining the network. Regardless, at the time the end node 505 joins the network,
the new node 505 will receive, along with the node ID of the parent node, a PA number.

in onc embodiment, the PA number for an end node might be the same as the parent

)
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node’s PA number. As cach repeater node 503 joins the network by attaching to the main
node 501, the main node S01 gives cach of the repeater nodes 503 a different PA number,
Then, when end nodes 303 begin to attach fo the network via nearby repeater nodes 503,
each end node 505 inherits the PA number of its parent node.

As an cxample, in Figure 5, three repeater nodes 503 (nodes RA, RB, and RC) may

join a network newly created by a main node 5301, As the three repeater nodes 503 join,

the main nede 501 assigns each a PA number 535A-535C (say, 10, 20, and 30,
respectively). Then assume that nine end nodes 505 boot up and join the network., The
first four (1-4) of these new end nodes 585 jo0in via repeater node RA, and thercfore
receive a PA number of 10, The next two (5-6) nodes 305 join using repeater node RB,
and receive PA number 20. The final three (7-9) end nodes 505 join the network using the
last repeater RC, and thus receive a PA number of 30, Each PA number plays the role of a
sub~-uctwork dentificr, and cach repeater node 503 represents the head (gateway)to s
corresponding sub-network. These repeaters 503 are not true coordinator nodes since cach
may only {in this embodiment) repeat the beacon frame from the main node if and when it
arrives {details of this repeat and are omitted from Figure 5 for simplicity). However, in
the more complex crabodiments described above, cach beacon can be given the right to
generate its own beacon frames over covamuuications chanuels according to its own
{pseudo)random frequency channel hopping or DSSS chip set switching sequence,
uttlizing its own set of transfer channcls to pre-announce cach frequency hop, as described
above. The ideas shown in Figure 5 for the simple case can be extended by analogy to
maore complex cases.

One use of the PA numbers is as follows. When the main node 501 sends out a

beacon frame 542, the beacon frame 542 includes start and ond values (PAE and PAE) for
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a range of PA numbers. During the interval associated with the beacon frame 542 (tire
period until the end of the 0.2 sccond-long channel dwell time), only those repeater nodes
503A-303C with PA numbers inside the transmitted range have permission to repeat the
beacon frame and thus enable the transmission of end nodes 5035 inside their respective
sub-network. For example, during one beacon frame 5424, the main node 501 will
mnchide the PA number range 533 A associated with RA repeater node S03A. Only the RA
repeater node 503A repeats this beacon frame 542A, and only end nodes 505A transmit
messages over channel 520 following the beacon frame 542A. During the next beacon
frame 5428, the PA number range 5358 1s included, and thus repeater and end nodes
SO3B and 5058 respond accordingly. The above use of PA numbers is useful in sitaations
where the network becomes very large, and it is not practical to allow all nodes to have
access to the same beacon frame at any one time. Also, another utility for the PA number
18 to allow the main node to reanage the network with respect to proventing message
overlap when not all of the nodes in the network can hear all messages from all other
nodes.

For example, when a large and physically distributed network with four repeater
nodes {north, south, cast, and west), and a main node in the conter 18 used, and all of the
north tepeater’s end nodes can hear cach other, and their repeater. Simnlarly, all of the
south repeater’s end nodes can bear each other, and also their repeater. And so on with
cast and west repeaters. In situations where cach sub-network contains a large number of
nodes and/or there are a large number of network cvents {large number of messages in g
period of time), there will be an increased chance that two end nodes from two different

sub-networks which cannot hear each other will both try to send messages at the same
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tine. To avoid this potential message conflict, the main node can restrict which of the two
sub~uctworks 18 active at any one time by using PA number ranges in cach beacon fravae,
Optionally, the method may assign each repeater {each sub-network) its own
network-specific channel hopping/switching order. All repeaters still communicate with
the main node on the same set of channels, with the same transfer channel scheme
{whether the transfor chanunct scherue uses FHSS or DSSS techuiques). However, when ag
active repeater turns around to talk to its end nodes, the active repeater can dothisona
different set of transfer channels and use a different order for hopping among the regular
communications channels. This becomes very useful when the number of nodes i the
network becomes exceedingly large. For example, 1o one situation there ruay be 30
repeaters {and 30 respective sub-networks), with a total of several thousand end nodes in
the collective set of sub-networks, and the main node may assign PA numbers to cach
repeater such that, st any given moment, ondy 5-10 of the 30 sub-networks are active, and
no two of those active sub-networks are using the same frequency chanuel or BSSS chip
sequence hopping order at the same time.  This creates a “series-parallel” arrangement in
which, at the beginning of cach 0.2 second channel dwell, all repeaters jump to the same
channel (frequency channcl or DSSS chip set) to communicate {Rx and Tx) with the main
node {the “series” part of the ¢ycle). Then when each repeater is finished with its business
with the main node, it jumps to its own sub-network to talk to its own end nodes using its
own channel order and transfer channel assignments. Becausc the respective scts of
frequency channels or DSSS chip sequences are mutnally orthogonal among the sub-
networks, this sub-network communtestion can sl happen at one time {the “paraliel” part

of the cycle}.
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Figure 6 tllustrates a ructhod implemented in accordance with an alternative
cmbodiment for managing network communteations. The method may be used in
accordance with FHSS and/or BSSS channel hopping schemes. Beginning at 602, the
main node sends a transfer message over a wansfer channel assoctated with
communications between tier 1 and tier 2 nodes (hereafter referred to as the T1-2 transfer
channel or T1-2 TC). The transfor message designates a commmunications channel over
which the main node intends to send a subsequent beacon frame. The hopping scheme
followed by the main node corresponds to a tier 1-tier 2 comnunications channel hopping
scheme and transter channel management scheme. As explained hereatter, the main node
communticates with repeater nodes in the second tier over one or more transfer channels
that are separate and distinct from transfer channels over which repeater nodes
subsequently comnuinicate with end nodes.

Henge, i accordance with the embodiment of Figure 6, at least once tier 1-tier 2 {T1-2)
transfer chanuel is uniquely associated with comrounications between the main and
repeater nodes. A separate and distinet tier 2-tier 3 (T2-3) transfer channel is designated
for and maintained between repeater and end nodes. Optionally, multipie separate and
distinet transfor channels may be utilized with different repeater nodes, For cxample, one
repeater node or a set of repeater nodes may use one transfer chanuel, while another
repeater node or another set of repeater nodes utilize a separate and distinct trapsfer
channel.

Optionally, the communications channels utilized by the main, repeater, and end
nodes may be the same channels, but used in non-interfering different hopping schemes,
For example, the main node may initiate a hopping scheme between the communications

channcls but follows a first hopping order (T1-2 hopping scheme}, while the repeater
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nodes follow a different hopping order (referred to as a T2-3 hopping scheme). The
repeater nodes manage the tier 2-3 hopping schere to avoid 1nterfering with or
stmultaneously uwtilizing a communications channel used in the T1-2 bopping scheme, It
should be noted that generally, where a relatively large number of repeater nodes are
operating and using their own hopping sequences, these hopping sequences, whether
frequency chanuct or DSSS chip set, would normally be muotually orthogounal, or nearly
mutually orthogonal. That is, the hopping sequences, taken as a set, would not include at
any one time more than one node using any given channel as iis current active channel.

Once the main node at 602 sends a transfer message over the T1-2 TC, the main
node next sends a beacon frame over the T1-2 communications channel (T1-2 CC)
according to the T1-2 hopping scheme.

At 604, the repeater mode, after receiving the transfer message from the main
node, sends a modified transfer message over the T2-3 transfer channel to designate a
current T2-3 communications channel associated with the T2-3 hopping scheme. The
transfer message conveved by the repeater node is modified from the transfer message
conveyed by the main node to avoid designating the same active commumnications channel
for the end nodes as currently being usced by the mam node. For cxampie, when the main
node sends a beacon frame at 602 designating channel 5 as the T1-2 active
communications channel, the repeater node may send a modified transfer message over the
T2-3 transfer channel designating channel 10 as the T2-3 active comimunications channel,
thus incrementing the current cormmunications channel for use within nodes to be a pre-
deterruined number of channels greater than or less than the channel designated by the

main node.
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At 606, the end node juraps to the designated T2-3 communications channel in
accordance with the modified transter message and according to the T2-3 hopping scheme.

At 60K, the repeater node sends a T2-3 beacon frame over the designated T2-3
conwmunications channel. At 610, the end node acquires the designated T2-3
communications channel after receiving the beacon frame from the repeater node. The
end node then travsmits any messages to the repeater node i accordance with current
operations to be performed or reported by the corresponding end node. The repeater node
receives one or more messages from one or more end nodes following the beacon frame
transmitted at 60K in accordance with the time slots following the corresponding heacon
frarne. QOuce the repeater node has received any mesasages from associated end nodes
during the time slots following the beacon frame, the repeater node then relays this
information to the main node at 612,

At 612, the repeater node relays any end node rmessages from one or more of the
end nodes attached to the repeater node to the matn node. The messages are relayed to the
main node gver the T1-2 communications channe! designated at 602,

The process of Figure 6 iteratively operates such that as the main node conveys
cach now transtor message and cach new beacon frame, the repeater nodes modify the
transfer message to designate an active communications channel vot presently being used
by the main node. By utilizing different communications channels and separale transfer
channels, the method of Figure 6 forms the series-parallel communications arrangement
referred to above,

Optionally, when assigning the PA range {start and end PA wurabers), the main
node can take into account the physical distance between any two repeaters, and thus

minimizc the impact of two ond nodes in two different sub-networks jamming cach other’s
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messages if, by chanee, they try to use the same channel {frequency channel or DSSS chip
set). That 15, the PA nuraber range 1s choscn such that only one repeater in a given
physical area is active at one time Figure 7 tllustrates a DSSS chip sequence switching
method or protocol formed in accordance with an embodiment. The method or protocol is
specific to the DSSS chip set/sequence switching scheme, but 1s adaptable for the FHSS
frequency hopping scheme. To create a network, at 702, the main node 191 (shown 1o
Figure 1} may scan for existing networks over a set of channels that the main node 101
desires to use, where the channels are defined by DSSS chip sets. Alternatively, the
network may be created in accordance with any conventional technique for establishing a
DS8S-based network. After determining that a new network can be created, the main
node 101 selects a network 1D sumber.

At 704, the main node 101 selects operating parameters for the new network. The
main node 101 also defines a group of comraunications channcl chip scts and at least one
transfer chaunnel chip set used in the network ouly to communicate hopping and security
parameters to other nodes (e.g., repeater nodes 103, end nodes 103, and/or non-network
nodes 107, shown in Figure 1).

A child node histens for g transfer channel chip set at 706, The child node may be
(i) a non-attached node attempting to join the network for the first time, (i1} an attached
node attempting (o rejoin or re~acquire the network after waking from sleep, or (it} a node
currently acquired to the network, The child may be an end node 105 or a repeater node
193, as both are children to the main node 181, The child node may know the transfer
channel chip set because the node is pre-programmed with the transfer channel chip set,
the transfer channel chip set is a standard or predictable chip set, or the child node may be

H

configured to scan a group of available chip scts listening for a transfer message.
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At 708, a parent node transmits a transfer message using a transfer channel chip
set. The parent node may be the main node 101 and repeater nodes 103, as the main node
101 may transmit a transfer message o the repeater nodes 103 and the repeater nodes 103
may retransmit the transfer message (or a modified transfer message as in Figure 6) to the
end nodes 105, To devices that do not know the transter channel chip set, the transfer
message sounds like pseado-noise, and s undecipherable, The transfer message, to
receivers that know the transfer channel chip set, identifies the chip set that defines a next
communications channel as directed by the main node 101,

Stnce there may be multiple designated transfer channel chip scts in the network,
the child node at 706 voay be listening for a transfer channel chip set that was vot used by
the parent node in 70K to transmit that particular transter message. Therefore, at 710, the
child node determines whether it has received a transfer message yet by listening for the
transfer channel chip set. I the transter message was sent by the parent node using a
different transfer chaunnel chip set {e.g., channel chip set 48) than the chip set the child
node 1s listening for {e.g., channel chip set 49), the child would not have received the
transfer message, so flow returns to 706 where the child node continues to listen for the
same transfer channel chip set. The transfer channel chip set listened to by the child node
raay be the next chip set used by the parent node to transmit a transfer message. Hthe
child node was listening for the same transfer channel chip set that the parent node used to
transmit the transfer message, flow moves to 712 because the child node received the
transfer moessage.

Ouoce the child node receives the transfer wessage, the communications channel
number field 423 {shown in Figure 4} in the transfer frame 404 informs the child node of

the chip sct that will be used to define the noxt communications channel. After an amount
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of time designated by the main node 101 in the network parameters, the child node at 712

>3

raay switch to the “next” communications channel chip set (now the current/active
communications channel chip set) to transmit messages to the main node 101 and/or other
nodes in the network. If the child node was previously non-acquired, the child node
acquires the network by communicating using the “next”/active communications channel
chip set, At 714, the parent node histens for and processes messages from child nodes sent
using the active conumunications channel chip set.

At 716, the main node 101 and/or repeater nodes 103 determine whether a
maxirnuro channel dwel time on the active cornmunications channel has clapsed. I not,
flow returos to 712-714 where the child node contivues to communicate with the parent

<

node(s) using the “next”/active communications channel chip set. If the maximum dwell
time has clapsed, flow moves from 716 to 700, and the process is repeated. Returning to
706, the carrently-acquired child node now Hstens for a transfer channel chip sct
containing a vew transfer message that will identify & now next communtications channel
chip set, as the main node 101 continues to switch designated commumication channels.
For example, if there are two designated transfer channel chip sets (e.g., 48 and 49), the
main node 101 may altcrnate between transfor channct chip sets. Therefore, if the
previous transfer channel chip set was 48, currently-acquired nodes in the network at 706
may be configured to listen for chip set 49 to stay acquired to the network.

Optionally, the main nede 141 {or repeater nodes 103 ) may send beacon messages
using the “next’/active communications channel chip set. The beacon messages may
coordinate parameters such as chip set time slot timing and tdentification of transfer

channels.
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In an alternative embodiment, the beacon message may comntain a conununications
channel number field (sirotlar or identical to the CON 423 of trausfer frame 404) that
identifies the next communications channel chip set in the DSSS channel hopping scheme,
In this embodiment, acquired nodes may not need to listen to transfer channel chip sety
after acquiring the network, Therefore, after the maximum dwell time has clapsed at 716,
flow for acquired nodes may skip stages 706-710 and return directly to 712 as the nodes
switch directly from the previously active communications channel chip set to the
“next’/active conununications channel chip set identified by the beacon message using the
previously active communications channel chip sef.

Embodiments described herein may be utilized 1o various fields such as in retail
stores in which a large number of wireless sensor nodes are used on, collectively, retail
items for sale, the persons (bodies) of store personnel, tools, assets, fixed sensing locations
{such as shelf cdges, portals, point-of-sale gucucs), and so on,

At least one embodiment uses a DSSS chip set selection scheme, 1o addition to or
alternatively to a FHSS scheme, to provide the technical effect of providing the same
benefits of uniform series-paraliel expansion of network capacity as the number of
repesters expands.

it is to be understood that the above description 1s intended to be Hustrative, and
not restrictive. For example, the above-described embodiments (and/or aspects thereof)
may be used in combination with each other. In addition, many modifications may be
made to adapt a particular situation or material to the teachings of the invention without
departing from its scope. While the codes and protocols described herein are intended to
define the parameters of the invention, they are by no means limiting and are exemplary

cmbodiments. Many other embodiments will be apparent to thosc of skill in the art upon

=S
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reviewing the above description. The scope of the invention should, thercfore, be
determined with reference to the appended claims, along with the full scope of equivalents
to which such claims are entitled. In the appended claims, the terms "including” and "in
which” arc used as the plain-English equivalents of the respective terms "comprising” and
5 "wherein." Morcover, in the following claims, the terms "first,” "second,” and "third,” cte.
are used merely as labels, and are not intended to impose numerical requirements on their

objects.

4%
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CLAIMS

WHAT IS CLAIMED IS:

1. A method for providing a wireless scusor network between a main node
and a plurality of nodes, the nodes associated with sensors, the method comprising:

defining communications channels over which the main node communicates with
the nodes based on a channel hopping scheme;

efintog at least one trausfer chanvel that s dedicated to carrving transfer frames

that are broadcast by the main node;

configuring non-acquired nodes that are not acguired to the network to enter a
connection session by locating the at least one transfer chanucl to listen for a transfer
roessage, the transfer message indicating a next cornruunications channel that will becorae
active; and

switching the non-acquired nodes to the next communications channel.

2. The method of claim 1, wherein the non-acquived nodes listen for a beacon
frame on the next communications channel, the non-acquired nodes utilizing the beacon

frame as a timing reference to enable the non-acquired nodes to acquire the network.

3. The method of claim 2, wherein the beacon frame includes ficlds as
follows:
a} total number of transfer channels field indicating how many transfer
channels exist;
b} transfer channel namber field indicating which channels withio the

network represent transfer channels; and



CA 02871466 2014-10-23

WO 2013/142505 PCT/US2013/032986

¢} priority access number range indicating a range of priority access
nurabers associated with nodes that are authorized to communicate over the

network during a super-frame associated with the beacon frame.

4, The method of claim 1, wherein the transfer message includes a
comurunications channel number field 1odicating a nurber {for the next commuuications

channel to become active.

5. The method of claim 1, wherein the channel hopping scheme 18 a direct
sequence spread spectrum (BSSS) chip set selection schemie, the communications
channels and the at least one transfer channel defined by mutually orthogonal DSSS chip

sets using a single constant carrier wave frequency.

6. The method of claiwa 5, wherein the maio node sends the transfer message
using a transfer channel chip set, the transfer message indicating a next commumications
channel chip set, the next communications channel chip set designated in the DSSS chip

set selection scheme as the next communications channel in the network,

7. The method of claim 1, further comprising defining at least two transfer
channels, the main node transmitting transfer messages alternately over each of the

transfer channels.

8. The method of claim 7, further comprising acquired nodes that are

currently acquired to the network, the acquired nodes continue the connection session by

50
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alternately locating cach of the transfer channels to receive the transfer messages and
switch to each next communications channel to continue coromunicating with other nodes

in the network.

9 The method of claim 1, wherein the channel hopping scheme 1s under

direction of the maim node.

10. The method of claim 1, wherein a first transfer channel 18 defined for use
between the main nede and parent nodes, and a different second transfer channel 18

defined for use between the parent vodes and children nodes.

11.  The method of claim 1, wherein the transfer message indicates the next
communications channel associated with a next super-frarc that is mitiated by a beacon

frame.

12, The method of claim 1, wherein the defining includes defining the main
node in a first ticr, repeater nodes in 4 second ticr, and end nodes i a third ticr, cach end
node being associated with one of the repeater nodes, the method further comprising
providing priority access (PA) numbers to repeater nodes in the second tier, causing end
nodes to inherit the PA number of the associated repeater node, and utilizing the PA

numbers to control access to the network.

13, A wireless sensor network, comprising:
a main nede, the main node configured to define communications channels over

which the main pode comrunicates with nodes based on a channel hopping scheme, and

51
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to define at least one transfer channel that is dedicated to carrying transfer fraroes that are
broadcast by the maiu node, the roain node configured to transrot the transfer frames, cach
of which indicates a next communications channel, the main node configured to transmit a
beacon frame over the next communications channel; and

non-acquired nodes associated with sensors, the non-acquired nodes arc not
acquired to the network, the non-acquired nodes configured to enter a connection session
by locating the transfer channel to listen for the transfer frame, the non-acquired nodes
configured to switch to the next communications channel and listen for the beacon frame,
the non-acquired nodes configured to utilize the beacon frarac as a timing reference to

coable the non-acquired nodes to acquire the network,

14, The network of claim 13, wherein the beacon frame includes ficlds as
follows:

a} total number of transfer channels field indicating how many transfer
channels exist;

b} transfer channel number field indicating which channels within the
network represent transter channels; and

¢} priority access nurober range indicating a range of priority access
numbers assoctated with nodes that are anthorized to communicate over the

network during a super-frame associated with the beacon frame.

is. The network of claim 12, wherein the transfer frame includes a
communications channel sumber field indicating a number for the next communications

channel to become active.
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16.  The network of claim 12, further coroprising acquired nodes that are
acquired to the network, wherein the non-acquired nedes and acquired nodes use the

beacon frame to perform collision free beacon scheduling,

17.  The network of claim 12, wherein the channel hopping schere 13 a divect
sequence spread spectrum (DSSS) chip set selection scheme, the communications
channels and the at least one transfer channel defined by mmtually orthogonal DSSS chip

sets using a single constant carrier wave frequency.

1%, The network of claim 17, wherein the main node defines at least two
transfer channel chip sets and transmits transfer frames alternately over cach of the

transfer channel chip sets.

19, The network of claim 17, wherein the nodes are configured to switch to the
next communications channel chip set designated by the main node in the transfer frame
and to listen for g beacon frarac sent by the main node using the next comrunications

chanoel chip set.

20. The network of claim 17, wherein the main node directs the DSSS chip set

selection scheme.
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21, The network of claim 17, wherein a first transfer channel chip sct is defined
for use between the main node and parent nodes, and a different second transfer chaunel

chip set is defined for use between the parent nodes and children nodes.

22, The network of claim 17, wherein the transfer framce indicates the next
comurunications channel chip set associated with a next super-frame that is mitiated by the

beacon frame.

23. The network of claim 12, wherein the main node represents a first tier,
repeater nodes represent a second tier, and end nodes represent a third tier, cach end node
being associated with one of the repeater nodes, the main node providing priority access
{PA) nurabers to repeater nodes in the secoud tier through the beacon frame, the end nodes
inheriting the PA number of the associated repeater node, the main node utilizing the PA

numbers to control access to the network.
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702

704

706

708

712

714

Main node scans for cther netwerks, decides to create its own network
employing a DSSS channel-switching protocol, and selects a network 1D.

|

Main node selects operating parameters for new network, designates chip
sets defining transfer channels and communications channels,

|

r—)l Child node listens for a transfer channe! chip set.

!

Parent node transmits transfer message using a transfer channel chip set,
transfer message identifies chip set defining a next communications
channel,

Transfer message

recelved by child
node?

710

716

Child node receives transfer message, sends messages to the parent node
using the “next” communications channel chip set,

4

Parent node listens far and processes messages from child nodes,

P—

Maximum channel
dwell time efapsed?
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