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computer readable medium, comprising: classifying first data points identify-
ing at least one man-made roof structure within a point cloud and classifying
second data points associated with at least one of natural structures and ground
surface to form a modified point cloud; identifying at least one feature ot the
man-made roof structure in the modified point cloud; and generating a roof re-
port including the at least one feature.
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AUTOMATED SYSTEM AND METHODOLOGY FOR FEATURE EXTRACTION
Incorporation by Reference

[0001] The present patent application claims priority to the provisional patent
application identified by U.S. Serial No. 62/295,336, filed on February 15, 2016,
entitled “Automated System and Methodology for Feature Extraction”, and to the
provisional patent application identified by U.S. Serial No. 62/411,284, filed on
October 21, 2016, entitled “Automated System and Methodology for Feature
Extraction,” the entire contents of all of which are hereby incorporated herein by

reference.
Background

[0002] Feature extraction within images holds a multitude of uses over
multiple industries. The identification of elements or features within an image, or
even absent from an image, provides valuable information. Prior art uses of human
identification, however, wastes time and energy, in addition to variances between
human extractors.

[0003] For example, residential and/or commercial property owners
approaching a major roofing project may be unsure of the amount of material needed
and/or the next step in completing the project. Generally, such owners contact one
or more contractors for a site visit. Each contractor must physically be present at the
site of the structure in order to make a determination on material needs and/or time.
The time and energy for providing such an estimate becomes laborious and may be
affected by contractor timing, weather, contractor education, and the like. Estimates
may be varied even between contractors in determination of estimated square
footage causing variance in supply ordering as well. Additionally, measuring an
actual roof may be costly and potentially hazardous — especially with steeply pitched
roofs. Completion of a proposed roofing project may depend on ease in obtaining a
simplified roofing estimate and/or obtaining reputable contractors for the roofing
project.

[0004] Remote sensing technology has the ability to be more cost effective

than manual inspection while providing pertinent information for assessment of
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roofing projects. Images are currently being used to measure objects and structures
within the images, as well as to be able to determine geographic locations of points
within the image when preparing estimates for a variety of construction projects,
such as roadwork, concrete work, and roofing. See for example U.S. Patent No.
7,424,133 that describes techniques for measuring within oblique images. Also see
for example US Patent No, 8,145,578 that describe techniques for allowing the
remote measurements of the size, geometry, pitch and orientation of the roof
sections of the building and then uses the information to provide an estimate to
repair or replace the roof, or to install equipment thereon. Estimating construction
projects using software increases the speed at which an estimate is prepared, and
reduces labor and fuel costs associated with on-site visits.

[0005] Further, feature extraction, or cataloguing feature extraction, can go
beyond features represented within an image and provide useful information on
features missing from an image. For example, tree density within a forest, or
changes to the tree density over time, may be determined using lack of trees, a
feature within a known area of an image. Thus, the location of missing feature may

be determined relevant in feature extraction of the image.

Brief Description of Several Views of the Drawings

To assist those of ordinary skill in the relevant art in making and using the
subject matter hereof, reference is made to the appended drawings, which are not
intended to be drawn to scale, and in which like reference numerals are intended to
refer to similar elements for consistency. For purposes of clarity, not every
component may be labeled in every drawing.
[0006] FIG. 1 illustrates a block diagram for automatic feature extraction of
one or more natural and/or man-made structures within an image, in accordance
with the present disclosure.
[0007] FIG. 2 illustrates a schematic diagram of hardware forming an
exemplary embodiment of a system for automatic feature extraction of one or more
natural and/or man-made structures within an image. The system includes an image
capturing system and a computer system.
[0008] FIG. 3 illustrates a diagrammatic view of an example of the image-

capturing system of FIG. 2.
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[0009] FIG. 4 illustrates a block diagram of the image-capturing computer
system of FIG. 3 communicating via a network with multiple processors.
[00010] FIG. 5 illustrates a screen shot of an image of a region having multiple

objects of interest in accordance with the present disclosure.

[00011] FIG. 6 illustrates a screen shot of a point cloud of the region illustrated
in FIG. 5.
[00012] FIG. 7 illustrates a screen shot of a modified point cloud having data

points at an elevation of interest.

[00013] FIG. 8 illustrates a screen shot of buildings identified using data points
of a point cloud in accordance with the present disclosure.

[00014] FIG. 9 illustrates a screen shot of an image showing boundaries on a

building identified using the modified point cloud of FIG. 7.

[00015] FIGS. 10-12 illustrate an exemplary method for automated object
detection in accordance with the present disclosure.

[00016] FIG. 13 illustrates the building of FIG. 9 extracted from the image.
[00017] FIG. 14 illustrates a screen shot of roof features identified in

accordance with the present disclosure.
[00018] FIG. 15 illustrates an exemplary roof report generated in accordance
with the present disclosure.

Detailed Description
[00019] Before explaining at least one embodiment of the disclosure in detail, it
is to be understood that the disclosure is not limited in its application to the details of
construction, experiments, exemplary data, and/or the arrangement of the
components set forth in the following description or illustrated in the drawings unless
otherwise noted.
[00020] The disclosure is capable of other embodiments or of being practiced
or carried out in various ways. For example, although the roofing industry may be
used as an example, feature extraction in one or more images in any industry is
contemplated. Additionally, identification of features absent within one or more
images is also contemplated. Also, it is to be understood that the phraseology and
terminology employed herein is for purposes of description, and should not be

regarded as limiting.
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[00021] The following detailed description refers to the accompanying
drawings. The same reference numbers in different drawings may identify the same
or similar elements.

»ou

[00022] As used in the description herein, the terms “comprises,” “comprising,”
“‘includes,” “including,” “has,” “having,” or any other variations thereof, are intended to
cover a non-exclusive inclusion. For example, unless otherwise noted, a process,
method, article, or apparatus that comprises a list of elements is not necessarily
limited to only those elements, but may also include other elements not expressly
listed or inherent to such process, method, article, or apparatus.

[00023] Further, unless expressly stated to the contrary, “or’ refers to an
inclusive and not to an exclusive “or’. For example, a condition A or B is satisfied by
one of the following: A is true (or present) and B is false (or not present), A is false
(or not present) and B is true (or present), and both A and B are true (or present).
[00024] In addition, use of the “a” or “an” are employed to describe elements
and components of the embodiments herein. This is done merely for convenience
and to give a general sense of the inventive concept. This description should be
read to include one or more, and the singular also includes the plural unless it is
obvious that it is meant otherwise. Further, use of the term “plurality” is meant to
convey “more than one” unless expressly stated to the contrary.

» o

[00025] As used herein, any reference to “one embodiment,” “an embodiment,”
“some embodiments,” “one example,” “for example,” or “an example” means that a
particular element, feature, structure or characteristic described in connection with
the embodiment is included in at least one embodiment. The appearance of the
phrase “in some embodiments® or “one example” in various places in the
specification is not necessarily all referring to the same embodiment, for example.

[00026] Circuitry, as used herein, may be analog and/or digital components, or
one or more suitably programmed processors (e.g., microprocessors) and
associated hardware and software, or hardwired logic. Also, “‘components” may
perform one or more functions. The term “component,” may include hardware, such
as a processor (e.g., microprocessor), an application specific integrated circuit
(ASIC), field programmable gate array (FPGA), a combination of hardware and
software, and/or the like. The term “processor’ as used herein means a single
processor or multiple processors working independently or together to collectively

perform a task.
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[00027] Software may include one or more computer readable instructions that
when executed by one or more components cause the component to perform a
specified function. It should be understood that the algorithms described herein may
be stored on one or more non-transitory computer readable medium. Exemplary
non-transitory computer readable mediums may include random access memory,
read only memory, flash memory, and/or the like. Such non-transitory computer
readable mediums may be electrically based, optically based, and/or the like.

[00028] It is to be further understood that, as used herein, the term user is not
limited to a human being, and may comprise, a computer, a server, a website, a
processor, a network interface, a human, a user terminal, a virtual computer,
combinations thereof, and the like, for example.

[00029] Referring now to the Figures, and in particular to FIG. 1, shown therein
is a flow chart 10 of an exemplary method for automatically extracting features of
one or more natural and/or man-made structures within an image. Using a
combination of point cloud data and spectral analysis, features within one or more
images may be extracted. Alternatively, using a combination of point cloud data and
spectral analysis, missing features within an image may be determined. Further, in
some embodiments, features within images and/or missing features within images
may be catalogued (e.g., spatial cataloguing) within one or more databases for
retrieval and/or analysis. For example, measurements of features (e.g., size of
building(s), height of tree(s), footprint(s) of man-made or non-man made features)
may be obtained. In some embodiments, such features may be stored in one or
more database with measurements of features associated therewith, in addition to
other metadata associated with the feature and/or image (e.g., date, algorithms
used).

[00030] Generally, one or more images having raster data depicting an object
of interest (e.g., a building) may be obtained and stored in a geospatial database to
be available for use in creating and/or interpreting a point cloud that overlaps with
the one or more images, as shown in step 12. The raster data depicting the object of
interest may depict colors of visible light in mostly three bands (red, green, and blue)
or one or more other modalities. For example, the raster data may include
information for hyperspectral imaging which collects and processes information from
across the electromagnetic spectrum. In some embodiments, the raster data may

include near infrared data or thermal data. Each image may be geo-referenced such
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that geographical coordinates are provided for each point in the images. Geo-
referencing may include associating each image, e.g., raster data, with camera pose
parameters indicative of internal orientation information of the camera, and external
orientation information of the camera. Internal orientation information includes, but is
not limited to, known or determinable characteristics including focal length, sensor
size and aspect ratio, radial and other distortion terms, principal point offset, pixel
pitch, and alignment. External orientation information includes, but is not limited to,
altitude, orientation in terms of roll, pitch and yaw, and the location of the camera
relative to the Earth’s surface. The internal and external orientation information can
be obtained in a manner described, for example, in U.S. Patent No. 7,424,133.
Alternatively, or in addition, the internal and external orientation information can be
obtained from analyzing overlapping images using any suitable technique, such as
bundle — adjustment. Techniques for bundle adjustment are described, for example,
in U.S. Patent Nos. 6,996,254 and 8,497,905. The internal and external orientation
information can be stored within metadata of the image, or can be stored separately
from the image and associated with the image utilizing any suitable technique, such
as a unique code for each image stored within a look-up field within the geospatial
database.

[00031] In step 14, a point cloud may be generated or obtained on and/or
about the object of interest. The point cloud may be generated using a 3D scanner,
a detection system that works on the principle of radar, but uses light from a laser
(these systems are known in the art and identified by the acronym “Lidar”), or from
the images stored in the geospatial database using the internal and external
orientation information for the images. Techniques for generating a point cloud using
internal and external information for the images as well as feature matching
techniques are known to those skilled in the art. For example, suitable computer
programs for the photogrammetric creation of point clouds include Agisoft Photoscan
by Agisoft; Metigo 3D by fokus GmbH Leipzig; 123D Catch by Autodesk;
Pix4Dmapper by Pix4D; and DroneMapper by DroneMapper. Point clouds include a
series of points in which each point may be identified with a three-dimensional (e.g.,
X, Y, and Z) position. The three — dimensional position of points representing man-
made or natural objects can be classified as such using the relative position of the
points relative to other points, as well as the shape of a grouping of the points.

Further analysis can be conducted on these points as well as images correlated with

6
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the points to extract features of the objects represented in the point cloud. In some
embodiments, the point cloud may be formed such that all features having known
locations within three dimensions are represented. The point cloud(s) can be saved
in any suitable format, such as point data, DSM/DTM, CAD, Tiff, Autodesk cloud,
GeoTiff, and KMZ, for example.

[00032] Because the three-dimensional position on the Earth of each point in
the point cloud is known, in a step 16, the Z values of the points can be analyzed to
determine whether the points represent the ground, or a man-made or natural object
located above the ground. In some embodiments, an elevation value or an elevation
gradient may be used to analyze the point cloud data to determine whether particular
points represent the ground, a man-made object, or a natural object above the
ground. In some embodiments, classification of ground surface and non-ground
surface may be determined for each data point. Identification of features on the
ground surface versus features on a non-ground surface may aid in differentiation
between features within the image. For example, a shadow created by a roof may
have similar characteristics to the roof and be difficult for detection within an image
using spectral analysis. ldentification that the shadow is on the ground surface,
however, would differentiate the shadow of the roof from the actual roof.

[00033] Data points can be transformed with information classifying the type of
object that the data point represents. For example, data points indicative of the
ground surface may be classified within the point cloud as being part of the ground
surface. In some embodiments, data points of certain type(s) of objects can be
removed from the point cloud to enhance processing of the remaining type(s) of
objects within a modified point cloud. For example, all of the data points classified
as being part of the ground surface may be removed from the point cloud to enhance
the analysis of the points representing man-made objects or natural objects.

[00034] Certain objects of interest (e.g., man-made objects or natural objects)
may be identified, and in a step 18, the object of interest may be detected using the
point cloud and elevation gradient. In some embodiments, man-made structures,
natural structures, and ground structures may also be determined. Natural
structures and ground structures may be classified, and/or removed from the point
cloud forming a modified point cloud. For example, assuming that buildings are the
object of interest, points in the point cloud representing the building will have a

higher elevation (e.g., Z value) than points in the point cloud representing the ground
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surface. In this case, the points having a lower elevation Z-value than adjacent
points can be classified as the ground surface, and the other points in the point cloud
can be initially classified as either a man-made structure, or a natural structure. The
classification can be accomplished by storing additional data within the point cloud.
Even further, an elevation of interest may be determined and all data points below
the elevation of interest may be classified as the ground structure, or all data points
above the elevation of interest may be classified as a natural object or a man-made
object.

[00035] It should be noted that a point cloud is not needed for identification of
features within an image or missing features within an image as described herein.
The point cloud may aid in identification of ground surface versus non-ground
surface, but is not a mandatory step in determination of features within an image or
features missing within an image.

[00036] In a step 20, the points within the point cloud that are initially classified
as not being part of the ground structure, are further analyzed to determine whether
the points represent a man-made object (e.g., a building), or a natural object, (e.g., a
tree). This can be accomplished by analyzing the shape of a grouping of the points.
Groupings of points having planar surfaces (e.g., roof section(s)) detectable within
the point cloud can be classified as a man-made object, and groupings of points
devoid of planar surfaces (e.g., tree(s)) detectable within the point cloud can be
classified as a natural object. This can be accomplished by analyzing a variation of
surface normal direction between each point of a group of points and the other points
within the group.

[00037] Once this analysis has been accomplished, the points are classified as
either representing a man-made object or a natural object. Then, points within the
point cloud that represent the man-made object, for example, can be further
analyzed to determine one or more features (e.q., roof) of the object of interest (e.g.,
building). In some embodiments, the features may be classified using the modified
point cloud in which the points have been classified, and/or certain points have been
removed from the point cloud. In a step 22, one or more first information, (e.g., initial
boundary) of the object of interest may be determined by looking for an outer
boundary of a group of points, as well as analyzing the Z value of the points and
looking for differences above a threshold between the Z values of adjacent points.

In some embodiments, the boundaries of the object of interest may be further

8
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determined and/or refined using a first location (e.g., latitude and longitude) of the
points within the point cloud that are determined to be part of the object of interest
and querying the geospatial database to obtain images having raster data depicting
the object of interest. Then, standard edge detection methods and/or spectral
analysis can be used to precisely determine second information, e.g., the boundary
of the object of interest having second location coordinates. The second location
coordinates can be X, Y pixel coordinates, or latitude/longitude and elevation. In
some embodiments, the first information (e.g., initial boundary) may be initially
determined using the point cloud or modified point cloud, and then refined to
generate second information by registering the point cloud data or modified point
cloud data with the raster data within one or more images, and then analyzing the
raster data with one or more suitable image processing technique. Examples of
suitable image processing techniques include, but are not limited to standard edge
detection methods or spectral analysis methods.

[00038] Spectral analysis may be used to group data points of an object of
interest. For example, data points of a feature within an image may have similar
spectral signatures such that reflected and/or absorbed electromagnetic radiation
may be similar and able to be differentiated from data points of other features within
the image. For example, data points of a building may have spectral signatures
different from data points of grass surrounding the building. Data points within the
image having similar spectral signatures may thus be grouped to identify one or
more features within the image. Exemplary spectral analysis methods are described
in U.S. Patent No. 9,070,018, the entire content of which is incorporated herein by
reference.

[00039] In some embodiments, thermal analysis of the object of interest may be
used to group data points of objects of interest having similar or different thermal
signatures. For example, a thermographic camera may be used to obtain an image
using infrared radiation. Data points may be grouped based on temperature
measurements of each feature within the image. Thermal analysis may be in
addition to, or in lieu of a typical image (e.g., RGB image).

[00040] In a step 24, the object of interest may be extracted, classified,
and/or isolated within the image. Additionally, the object of interest may be
cataloged within one or more database. Cataloging may be via address, size of

feature(s) and/or object of interest, color(s) of features and/or object of interest,
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feature type, spatial relations (e.q., address, coordinates), and/or the like. For
example, in some embodiments, the object of interest may be spatially cataloged
within one or more database. To that end, one or more features of the object of
interest may be isolated and/or extracted. One or more outlines of the one or more
features may also be determined e.q., polygon outline of one facet of a roof. Each
line of the outline may be spatially stored within a database such that retrieval may
be via coordinates, address, and/or the like.

[00041] In a step 26, further analysis of the object of interest and/or the image
may be performed. For example, when the present disclosure is used for analyzing
a roof of a building and the data points include the three-dimensional position of the
part of the object represented by the data points, data points representing the outer
boundaries can be used to calculate the perimeter of the roof, data points
representing a ridge and a valley bordering a roof section can be used to calculate a
pitch of the roof section. These techniques can be used to calculate a variety of roof
features, roof dimensions, and/or roof pitch of sections of the roof. The roof outline
can be saved as a data file using any suitable format, such as a vector format, or a
raster format. The calculated data and the data file of the roof outline can be saved
in the geospatial database or a separate database that may or may not be correlated
with the geospatial database. Further, the latitude and longitude of the data points
can be used to determine a physical address of a particular object of interest (e.g.,
building) and such address can be stored with the calculated data. The calculated
data, the image data and the address can be correlated together, and automatically
used to populate a template thereby preparing a predetermined report about the
object of interest including one or more images of the object of interest and
calculated data about the object of interest. This methodology can be automatically
executed by one or more processors as discussed herein to identify and obtain
information about objects of interest for a variety of purposes. For example, the
methodology can be automatically executed by one or more processors to generate
reports for a plurality of objects of interest, without manual or human intervention.
Thus, the presently described methodology provides a performance increase over
conventional methods for generating object reports, as well as an enhancement to
the operation of the processor when generating reports for one or more objects of

interest.
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[00042] Examples of the hardware/software for obtaining the images and
performing the steps described above will now be described.

[00043] Referring to FIGS. 1 and 2, in some embodiments, an image capturing
system 28 may be used to obtain the one or more images. The image capturing
system 28 may include a platform 30 carrying the image capturing system 28. The
platform 30 may be an airplane, unmanned aerial system, space shuttle, rocket,
satellite, and/or any other suitable vehicle capable of carrying the image capturing
system 28. For example, in some embodiments, the platform 30 may be a fixed
wing aircraft.

[00044] The platform 30 may carry the image capturing system 28 at one or
more altitudes above a ground surface 32. For example, the platform 30 may carry
the image capturing system 28 over a predefined area and at one or more
predefined altitudes above the Earth’s surface and/or any other surface of interest.
In FIG. 2, the platform 30 is illustrated carrying the image capturing system 28 at a
plane P above the ground surface 32.

[00045] The platform 30 may be capable of controlled movement and/or flight.
As such, the platform 30 may be manned or unmanned. In some embodiments, the
platform 30 may be capable of controlled movement and/or flight along a pre-defined
flight path and/or course. For example, the platform 30 may be capable of controlled
movement and/or flight along the Earth’s atmosphere and/or outer space.

[00046] The platform 30 may include one or more systems for generating
and/or regulating power. For example, the platform 30 may include one or more
generators, fuel cells, solar panels, and/or batteries for powering the image capturing
system 28.

[00047] Referring to FIGS. 2 and 3, the image capturing system 28 may
include one or more image capturing devices 34 configured to obtain an image from
which a point cloud may be generated. In some embodiments, the image capturing
system 28 may optionally include one or more LIDAR scanners 36 to generate data
that can be used to create a point cloud. Additionally, in some embodiments, the
image capturing system 28 may include one or more global positioning system
(GPS) receivers 38, one or more inertial navigation units (INU) 40, one or more
clocks 42, one or more gyroscopes 44, one or more compasses 46, and one or more
altimeters 48. In some embodiments, the image capturing system 28 may include

one or more thermographic cameras configured to capture one or more
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thermographic images. One or more of these elements of the image capturing
system 28 may be interconnected with an image capturing and processing computer
system 50. In some embodiments, the internal and external orientation information
for the images can be determined during post processing using an image processing
technique, such as bundle adjustment. In these embodiments, the image capturing
system 28 may not include the one or more INU 40.

[00048] In some embodiments, the one or more image capturing devices 34
may be capable of capturing images photographically and/or electronically. The one
or more image capturing devices 34 may be capable and/or configured to provide
oblique and/or vertical images, and may include, but are not limited to, conventional
cameras, digital cameras, digital sensors, charge-coupled devices, thermographic
cameras and/or the like. In some embodiments, the one or more image capturing
devices 34 may be one or more ultra-high resolution cameras. For example, in
some embodiments, the one or more image capturing devices 34 may be ultra-high
resolution capture systems, such as may be found in the Pictometry PentaView
Capture System, manufactured and used by Pictometry International based in
Henrietta, New York.

[00049] The one or more image capturing devices 34 may include known or
determinable characteristics including, but not limited to, focal length, sensor size,
aspect ratio, radial and other distortion terms, principal point offset, pixel pitch,
alignment, and/or the like.

[00050] The one or more image capturing devices 34 may acquire one or more
images and issue one or more image data signals 52 corresponding to one or more
particular images taken. Such images may be stored in the image capturing and
processing computer system 50.

[00051] The LIDAR scanner 36 may determine a distance between the
platform 30 and objects on or about the ground surface 32 by illuminating a laser and
analyzing the reflected light to provide data points. In some embodiments, software
associated with the LIDAR scanner 36 may generate a depth map or point cloud
based on the measured distance between the platform 30 on and/or about the object
of interest. To that end, the LIDAR scanner 36 may issue one or more data signals
54 to the image capturing and processing computer system 50 of such data points
providing a point cloud wherein each data point may represent a particular
coordinate. An exemplary LIDAR scanner 36 may be the Riegl LMS-Q680i,
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manufactured and distributed by Riegl Laser Measurement Systems located in Horn,
Austria. It should be noted that distance between the platform 30 and objects on or
about the ground surface 32 may be determined via other methods including, but not
limited to, stereographic methods.

[00052] In some embodiments, the LIDAR scanner 36 may be a downward
projecting high pulse rate LIDAR scanning system. It should be noted that other
three-dimensional optical distancing systems or intensity-based scanning techniques
may be used. In some embodiments, the LIDAR scanner 36 may be optional as a
point cloud may be generated using one or more images and photogrammetric
image processing techniques, e.g., the images may be geo-referenced using
position and orientation of the image capturing devices 34 and matched together to
form the point cloud.

[00053] The GPS receiver 38 may receive global positioning system (GPS)
signals 56 that may be transmitted by one or more global positioning system
satellites 58. The GPS signals 56 may enable the location of the platform 30 relative
to the ground surface 32 and/or an object of interest to be determined. The GPS
receiver 38 may decode the GPS signals 56 and/or issue location signals 60. The
location signals 60 may be dependent, at least in part, on the GPS signals 56 and
may be indicative of the location of the platform 30 relative to the ground surface 32
and/or an object of interest. The location signals 60 corresponding to each image
captured by the image capturing devices 34 may be received and/or stored by the
image capturing and processing computer system 50 in a manner in which the
location signals are associated with the corresponding image.

[00054] The INU 40 may be a conventional inertial navigation unit. The INU 40
may be coupled to and detect changes in the velocity (e.g., translational velocity,
rotational velocity) of the one or more image capturing devices 34, the LIDAR
scanner 36, and/or the platform 30. The INU 40 may issue velocity signals and/or
data signals 62 indicative of such velocities and/or changes therein to the image
capturing and processing computer system 50. The image capturing and processing
computer system 50 may then store the velocity signals and/or data 62
corresponding to each image captured by the one or more image capturing devices
34 and/or data points collected by the LIDAR scanner 36.

[00055] The clock 42 may keep a precise time measurement. For example,

the clock 42 may keep a precise time measurement used to synchronize events.
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The clock 42 may include a time data/clock signal 64. In some embodiments, the
time data/clock signal 64 may include a precise time that an image is taken by the
one or more image capturing devices 34 and/or the precise time that points are
collected by the LIDAR scanner 36. The time data 64 may be received by and/or
stored by the image capturing and processing computer system 50. In some
embodiments, the clock 42 may be integral with the image capturing and processing
computer system 50, such as, for example, a clock software program.

[00056] The gyroscope 44 may be conventional gyroscope commonly found
on airplanes and/or within navigation systems (e.q., commercial navigation systems
for airplanes). The gyroscope 44 may submit signals including a yaw signal 66, a roll
signal 68, and/or a pitch signal 70. In some embodiments, the yaw signal 66, the roll
signal 68, and/or the pitch signal 70 may be indicative of the yaw, roll and picture of
the platform 30. The yaw signal 66, the roll signal 68, and/or the pitch signal 70 may
be received and/or stored by the image capturing and processing computer system
50.

[00057] The compass 46 may be any conventional compass (e.g.,
conventional electronic compass) capable of indicating the heading of the platform
30. The compass 46 may issue a heading signal and/or data 72. The heading
signal and/or data 72 may be indicative of the heading of the platform 30. The image
capturing and processing computer system 50 may receive, store and/or provide the
heading signal and/or data 72 corresponding to each image captured by the one or
more image capturing devices 34.

[00058] The altimeter 48 may indicate the altitude of the platform 30. The
altimeter 48 may issue an altimeter signal and/or data 74. The image capturing and
processing computer system 50 may receive, store and/or provide the altimeter
signal and/or data 74 corresponding to each image captured by the one or more
image capturing devices 34.

[00059] Referring to FIGS. 3 and 4, the image capturing and processing
computer system 50 may be a system or systems that are able to embody and/or
execute the logic of the processes described herein. Logic embodied in the form of
software instructions and/or firmware may be executed on any appropriate hardware.
For example, logic embodied in the form of software instructions or firmware may be
executed on a dedicated system or systems, or on a personal computer system, or

on a distributed processing computer system, and/or the like. In some
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embodiments, logic may be implemented in a stand-alone environment operating on
a single computer system and/or logic may be implemented in a networked
environment, such as a distributed system using multiple computers and/or
processors. For example, a subsystem of the image capturing and processing
computer system 50 can be located on the platform 30, and another subsystem of
the image capturing and processing computer system 50 can be located in a data
center having multiple computers and/or processor networked together.

[00060] In some embodiments, the image capturing and processing computer
system 50 may include one or more processors 76 communicating with one or more
image capturing input devices 78, image capturing output devices 80, and/or 1/O
ports 82 enabling the input and/or output of data to and from the image capturing
and processing computer system 50.

[00061] FIG. 4 illustrates the image capturing and processing computer system
50 having a single processor 76. It should be noted, however, that the image
capturing and processing computer system 50 may include multiple processors 76.
In some embodiments, the processor 76 may be partially or completely network-
based or cloud-based. The processor 76 may or may not be located in a single
physical location. Additionally, multiple processors 76 may or may not necessarily
be located in a single physical location.

[00062] The one or more image capturing input devices 78 may be capable of
receiving information input from a user and/or processor(s), and transmitting such
information to the processor 76. The one or more image capturing input devices 78
may include, but are not limited to, implementation as a keyboard, touchscreen,
mouse, trackball, microphone, fingerprint reader, infrared port, slide-out keyboard,
flip-out keyboard, cell phone, PDA, video game controller, remote control, fax
machine, network interface, speech recognition, gesture recognition, eye tracking,
brain-computer interface, combinations thereof, and/or the like.

[00063] The one or more image capturing output devices 80 may be capable
of outputting information in a form perceivable by a user and/or processor(s). For
example, the one or more image capturing output devices 80 may include, but are
not limited to, implementations as a computer monitor, a screen, a touchscreen, a
speaker, a website, a television set, a smart phone, a PDA, a cell phone, a fax
machine, a printer, a laptop computer, an optical head-mounted display (OHMD),

combinations thereof, and/or the like. It is to be understood that in some exemplary
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embodiments, the one or more image capturing input devices 78 and the one or
more image capturing output devices 80 may be implemented as a single device,
such as, for example, a touchscreen or a tablet.

[00064] Each of the data signals 52, 54, 60, 62, 64, 66, 68, 70, 72, and/or 74
may be provided to the image capturing and processing computer system 50. For
example, each of the data signals 52, 54, 60, 62, 64, 66, 68, 70, 72, and/or 74 may
be received by the image capturing and processing computer system 50 via the 1/0O
port 82. The I/O port 82 may comprise one or more physical and/or virtual ports.
[00065] In some embodiments, the image capturing and processing computer
system 50 may be in communication with one or more additional processors 84 as
illustrated in FIG. 4. In this example, the image capturing and processing computer
system 50 may communicate with the one or more additional processors 84 via a
network 86. As used herein, the terms “network-based”, “cloud-based”, and any
variations thereof, may include the provision of configurable computational resources
on demand via interfacing with a computer and/or computer network, with software
and/or data at least partially located on the computer and/or computer network, by
pooling processing power of two or more networked processors.

[00066] In some embodiments, the network 86 may be the Internet and/or
other network. For example, if the network 86 is the Internet, a primary user
interface of the image capturing software and/or image manipulation software may
be delivered through a series of web pages. It should be noted that the primary user
interface of the image capturing software and/or image manipulation software may
be replaced by another type of interface, such as, for example, a Windows-based
application.

[00067] The network 86 may be almost any type of network. For example, the
network 86 may interface by optical and/or electronic interfaces, and/or may use a
plurality of network topographies and/or protocols including, but not limited to,
Ethernet, TCP/IP, circuit switched paths, and/or combinations thereof. For example,
in some embodiments, the network 86 may be implemented as the World Wide Web
(or Internet), a local area network (LAN), a wide area network (WAN), a metropolitan
network, a wireless network, a cellular network, a Global System for Mobile
Communications (GSM) network, a code division multiple access (CDMA) network, a
3G network, a 4G network, a satellite network, a radio network, an optical network, a

cable network, a public switched telephone network, an Ethernet network,
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combinations thereof, and/or the like. Additionally, the network 86 may use a variety
of network protocols to permit bi-directional interface and/or communication of data
and/or information. It is conceivable that in the near future, embodiments of the
present disclosure may use more advanced networking topologies.

[00068] The image capturing and processing computer system 50 may be
capable of interfacing and/or communicating with the one or more computer systems
including processors 84 via the network 86. Additionally, the one or more
processors 84 may be capable of communicating with each other via the network 86.
[00069] The processors 84 may include, but are not limited to implementation
as a variety of different types of computer systems, such as a server system having
multiple servers in a configuration suitable to provide a commercial computer based
business system (such as a commercial web-site and/or data center), a personal
computer, a smart phone, a network-capable television set, a television set-top box,
a tablet, an e-book reader, a laptop computer, a desktop computer, a network-
capable handheld device, a video game console, a server, a digital video recorder, a
DVD player, a Blu-Ray player, a wearable computer, a ubiquitous computer,
combinations thereof, and/or the like. In some embodiments, the computer systems
comprising the processors 84 may include one or more input devices 88, one or
more output devices 90, processor executable code, and/or a web browser capable
of accessing a website and/or communicating information and/or data over a
network, such as network 86. The computer systems comprising the one or more
processors 84 may include one or more non-transient memory comprising processor
executable code and/or software applications, for example. The image capturing
and processing computer system 50 may be modified to communicate with any of
these processors 84 and/or future developed devices capable of communicating with
the image capturing and processing computer system 50 via the network 86.

[00070] The one or more input devices 88 may be capable of receiving
information input from a user, processors, and/or environment, and transmit such
information to the processor 84 and/or the network 86. The one or more input
devices 88 may include, but are not limited to, implementation as a keyboard,
touchscreen, mouse, trackball, microphone, fingerprint reader, infrared port, slide-out
keyboard, flip-out keyboard, cell phone, PDA, video game controller, remote control,
fax machine, network interface, speech recognition, gesture recognition, eye

tracking, brain-computer interface, combinations thereof, and/or the like.
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[00071] The one or more output devices 90 may be capable of outputting
information in a form perceivable by a user and/or processor(s). For example, the
one or more output devices 90 may include, but are not limited to, implementations
as a computer monitor, a screen, a touchscreen, a speaker, a website, a television
set, a smart phone, a PDA, a cell phone, a fax machine, a printer, a laptop computer,
an optical head-mounted display (OHMD), combinations thereof, and/or the like. Itis
to be understood that in some exemplary embodiments, the one or more input
devices 88 and the one or more output devices 90 may be implemented as a single
device, such as, for example, a touchscreen or a tablet.

[00072] Referring to FIG. 4, in some embodiments, the image capturing and
processing computer system 50 may include one or more processors 76 working
together, or independently to execute processor executable code, and one or more
memories 92 capable of storing processor executable code. In some embodiments,
each element of the image capturing and processing computer system 50 may be
partially or completely network-based or cloud-based, and may or may not be
located in a single physical location.

[00073] The one or more processors 76 may be implemented as a single or
plurality of processors working together, or independently, to execute the logic as
described herein. Exemplary embodiments of the one or more processors 76 may
include, but are not limited to, a digital signal processor (DSP), a central processing
unit (CPU), a field programmable gate array (FPGA), a microprocessor, a multi-core
processor, and/or combination thereof, for example. The one or more processors 76
may be capable of communicating via the network 86, illustrated in FIG. 4, by
exchanging signals (e.g., analog, digital, optical, and/or the like) via one or more
ports (e.g., physical or virtual ports) using a network protocol. It is to be understood,
that in certain embodiments, using more than one processor 76, the processors 76
may be located remotely from one another, in the same location, or comprising a
unitary multi-core processor. The one or more processors 76 may be capable of
reading and/or executing processor executable code and/or capable of creating,
manipulating, retrieving, altering, and/or storing data structures into one or more
memories 92.

[00074] The one or more memories 92 may be capable of storing processor
executable code. Additionally, the one or more memories 92 may be implemented

as a conventional non-transitory memory, such as, for example, random access
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memory (RAM), a CD-ROM, a hard drive, a solid state drive, a flash drive, a memory
card, a DVD-ROM, a floppy disk, an optical drive, combinations thereof, and/or the
like, for example.

[00075] In some embodiments, the one or more memories 92 may be located
in the same physical location as the image capturing and processing computer
system 50. Alternatively, one or more memories 92 may be located in a different
physical location as the image capturing and processing computer system 50, with
the image capturing and processing computer system 50 communicating with one or
more memories 92 via a network such as the network 86, for example. Additionally,
one or more of the memories 92 may be implemented as a “cloud memory” (i.e., one
or more memories 92 may be partially or completely based on or accessed using a
network, such as network 86, for example).

[00076] Referring to FIG. 4, the one or more memories 92 may store processor
executable code and/or information comprising one or more databases 94 and
program logic 96 (i.e., computer executable logic). In some embodiments, the
processor executable code may be stored as a data structure, such as a database
and/or data table, for example. For example, one of the databases 94 can be a
geospatial database storing aerial images, another one of the database 94 can store
point clouds, and another one of the database 94 can store the internal and external
orientation information for geo-referencing the images within the geospatial
database.

[00077] In use, the image capturing and processing computer system 50 may
execute the program logic 96 which may control the reading, manipulation, and/or
storing of data signals 52, 54, 60, 62, 64, 66, 68, 70, 72, and/or 74. For example, the
program logic may read data signals 52 and 54, and may store them within the one
or more memories 92. Each of the signals 60, 62, 64, 66, 68, 70, 72 and 74, may
represent the conditions existing at the instance that an oblique image and/or nadir
image is acquired and/or captured by the one or more image capturing devices 34.
[00078] In some embodiments, the image capturing and processing computer
system 50 may issue an image capturing signal to the one or more image capturing
devices 34 to thereby cause those devices to acquire and/or capture an oblique
image and/or a nadir image at a predetermined location and/or at a predetermined
interval. In some embodiments, the image capturing and processing computer

system 50 may issue the image capturing signal dependent on at least in part on the
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velocity of the platform 30. Additionally, the image capturing and processing
computer system 50 may issue a point collection signal to the LIDAR scanner 36 to
thereby cause the LIDAR scanner to collect points at a predetermined location
and/or at a predetermined interval.

[00079] Program logic 96 of the image capturing and processing computer
system 50 may decode, as necessary, and/or store the aforementioned signals
within the memory 92, and/or associate the data signals with the image data signals
52 corresponding thereto, or the LIDAR scanner signal 54 corresponding thereto.
Thus, for example, the altitude, orientation, roll, pitch, yaw, and the location of each
image capturing device 34 relative to the ground surface 32 and/or object of interest
for images captured may be known. More particularly, the [X, Y, Z] location (e.qg.,
latitude, longitude, and altitude) of an object or location seen within the images or
location seen in each image may be determined. Similarly, the altitude, orientation,
roll, pitch, yaw, and the location of the LIDAR scanner 36 relative to the ground
surface 32 and/or object of interest for collection of data points may be known. More
particularly, the [X, Y, Z] location (e.g., latitude, longitude, and altitude) of a targeted
object or location may be determined. In some embodiments, location data for the
targeted object or location may be catalogued within one or more database for
retrieval.

[00080] The platform 30 may be piloted and/or guided through an image
capturing path that may pass over a particular area of the ground surface 32. The
number of times the platform 30 and/or the one or more image capturing devices 34
and LIDAR scanner 36 pass over the area of interest may be dependent at least in
part upon the size of the area and the amount of detail desired in the captured
images.

[00081] As the platform 30 passes over an area of interest, a number of
images (e.g., obligue images, nadir images) may be captured by the one or more
image capturing devices 34 and data points may be captured by the LIDAR scanner
36 (optional). In some embodiments, the images may be captured and/or acquired
by the one or more image capturing devices 34 at predetermined image capture
intervals that may be dependent, at least in part, upon the velocity of the platform 30.
For example, the safe flying height for a fixed wing aircraft may be a minimum
clearance of 2,000° above the ground surface 32, and may have a general forward

flying speed of 120 knots. In this example, oblique image-capturing devices may
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capture 1 cm to 2 cm ground sample distance imagery, and vertical image-capturing
devices may be capable of capturing 2 cm to 4 cm ground sample distance imagery.

[00082] The image data signals 52 corresponding to each image acquired and
the data point via the LIDAR scanner 36 may be received by and/or stored within the
one or more memories 92 of the image capturing and processing computer system
50 via the I/O port 82. Similarly, the signals 60, 62, 64, 66, 68, 70, 72 and 74
corresponding to each captured image may be received and stored within the one or
more memories 92 of the image capturing and processing computer system 50 via
the 1/O port 82. The LIDAR scanner signals 54 may be received and stored as
LIDAR 3D point clouds.

[00083] Thus, the location of the one or more image capturing devices 34
relative to the ground surface 32 at the precise moment each image is captured is
recorded within the one or more memories 92 and associated with the corresponding
captured oblique and/or nadir image. Additionally, location data associated with one
or more object of interest may be catalogued and stored within one or more
database.

[00084] The processor 76 may create and/or store in the one or more
memories 92, one or more output image and data files. For example, the processor
76 may convert image data signals 52, signals 60, 62, 64, 66, 68, 70, 72 and 74, and
LIDAR scanner signals 54 into computer-readable output image, data files, and
LIDAR 3D point cloud files. The output image, data files, and LIDAR 3D point cloud
files may include a plurality of captured image files corresponding to captured
obliqgue and/or nadir images, positional data, and/or LIDAR 3D point clouds
corresponding thereto. Additionally, data associated with the one or more object of
interest and/or images may be catalogued and saved within one or more database.
For example, location information and/or metadata may be catalogued and saved
within one or more database.

[00085] Output image, data files, and LIDAR 3D point cloud files may then be
further provided, displayed and/or used for obtaining measurements of and between
objects depicted within the captured images, including measurements of variable
distribution. In some embodiments, the image capturing and processing computer
system 50 may be used to provide, display and/or obtain measurements of and
between objects depicted within the captured images. Alternatively, the image

capturing and processing computer system 50 may deliver the output image, data
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files, and/or LIDAR 3D point clouds to one or more processors, such as, for example,
the processors 84 illustrated in FIG. 4 for processors 84 to provide, display and/or
obtain measurement.

[00086] In some embodiments, delivery of the output image, data files, and/or
LIDAR 3D point cloud files may also be by physical removal of the files from the
image capturing and processing computer system 50. For example, the output
image, data files, and/or LIDAR 3D point cloud files may be stored on a removable
storage device and ftransported to one or more processors 84. In some
embodiments, the image capturing and processing computer system 50 may provide
at least a portion of the display and/or determine at least a portion of the
measurements further described herein.

[00087] For simplicity, the following description for measurement of objects of
interest as described herein includes reference to residential housing wherein the
roof is the object of interest; however, it should be understood by one skilled in the
art that the methods described herein may be applied to any structure and/or object
of interest. For example, the methods may be applied to any man made and/or
natural object (e.g., commercial building structure, tree, driveway, road, bridge,
concrete, water, turf and/or the like).

[00088] FIGS. 5-9 illustrate exemplary images that are annotated to explain
how embodiments of the present disclosure automatically locate objects of interest
and automatically generate building outlines reports about the objects of interest that
can be used for a variety of purposes including automated building reports, change
detection by comparing building outlines generated from imagery of the same
building but captured at different times, and steering of mosaic cutlines through
portions of the imagery that do not contain a building outline.

[00089] Referring to FIG. 5, illustrated therein is a screen shot 100 of an
image 102 of a region 104 having multiple buildings 106. In this example, the region
104 includes one or more objects of interest with each building 106 being an object
of interest. Roofs 108 of each building are features of the objects of interest. |t
should be noted that the object(s) of interest and/or feature(s) of the object(s) of
interest may be any natural and/or man-made objects within the image. For
simplicity of description, buildings 106, as the objects of interest, and roofs 108, as
the features of the objects of interest, will be used in the following description. It

should be noted, however, that any object of interest within an image may be used
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including man-made or non-man made objects (e.g., natural objects). Further,
objects of interest absent within an image may also be determined using systems
and methods described herein. For example, alterations in a footprint of trees may
be determined (i.e., loss of trees) using systems and methods described herein.
[00090] Generally, the output image file and data files may be used to geo-
reference the collected images. Exemplary methods for geo-referencing the imagery
may be found in at least U.S. Patent Nos. 7,424,133 and 5,247,356, which are
hereby incorporated by reference in their entirety. (Geo-referencing each image
results in information that can be used with predetermined algorithms, such as a
single — ray projection algorithm, to determine three dimensional geographical
coordinates for points in each image. Using the internal and external orientation
information also permits the real-world three-dimensional position of pixels to be
determined using multiple images and stereophotogrammetry techniques. Referring
to FIGS. 1, 5 and 6, a point cloud may be generated as discussed above using geo-
referenced images and/or LIDAR data points.

[00091] FIG. 6 illustrates a screen shot 110 of a point cloud 112 of the region
104 having the building 106. In some embodiments, the point cloud 112 may be
generated by extracting points with determined geographical coordinates using two
or more images and geo-referenced data obtained from the image capturing and
processing computer system 50. Using a known or calculated distance between
capture locations of the one or more image capturing devices 34 and stereo
photogrammetry using multiple images, three dimensional points having three
dimensional distances from the one or more image capturing devices 34 may be
determined. In some embodiments, stereo analysis using standard stereo pair
photogrammetry techniques may be automated. In each image, a geographical
coordinate, such as (X, y, z) may correspond to a data point in the point cloud 112.
As such, each data point has a three-dimensional coordinate.

[00092] In some embodiments, the LIDAR 3D data point files may be
processed and geo-referenced providing the point cloud 112. For example, the
LIDAR 3D data point files may be processed and geo-referenced using software
such as Reigl's RiProcess application, distributed by Reigl located in Horn, Austria.
In some embodiments, images and georeferenced data, in addition to LIDAR data

point files, may be used to generate the point cloud. In some embodiments, images
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and georeferenced data, in lieu of LIDAR data point files, may be used to generate
the point cloud 112.

[00093] Referring to FIGS. 1, 6 and 7, in three-dimensional space, natural and
man-made structures may be above ground (i.e., ground surface 32 illustrated in
FIG. 2). The point cloud 112 may be analyzed to identify data points within the point
cloud 112 at particular elevations above ground and/or classify data points within the
point cloud at particular elevations. In one example, the point cloud 112 may be
analyzed to identify and classify ground structures 114 and/or non-ground structures
(i.e., those structures above the ground including man-made objects and natural
objects). In some embodiments, areas within the point cloud 112 indicative of the
ground structures 114 may be classified as the ground structure 114 and/or removed
such that further analysis can be directed to natural and/or man-made structures
depicted in the point cloud 112 above the ground structure 114.

[00094] Even further, data points at particular elevations may be isolated,
classified and/or removed from the point cloud 112. For example, data points within
the point cloud 112 not associated with structures at an elevation of interest 116 may
be removed such that only data points of structures at the elevation of interest 116
remain within a modified point cloud 118. For example, FIG. 7 illustrates a screen
shot 120 of the modified point cloud 118 wherein data points at the elevation of
interest 116 (i.e., height h) were identified from the point cloud 112. Even further,
data points not associated with structures at the elevation of interest 116 shown in
FIG. 6 were classified as not being associated with structures, and then optionally
removed from the point cloud 112 to obtain the modified point cloud 118 shown in
FIG. 7.

[00095] In some embodiments, the elevation of interest 116 may be an
average or estimated elevation. For example, FIG. 7 illustrates a screen shot 120 of
a modified point cloud 118 showing data points at the elevation of interest 116 of an
estimated height h of a roof from ground level shown in FIG. 6. In some
embodiments, the elevation of interest 116 may be determined by analysis of the
elevation gradient of the data points.

[00096] Referring to FIGS. 1, 6 and 7, an object of interest may be detected
using the point cloud and the elevation gradient. For example, the object of interest
may be the building 106. In one example, the remaining data points at the elevation

of interest 116 may be used to classify structures in the modified point cloud 118 as
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man-made structures 122 or natural structures 124 with each data point having a
unique three dimensional point (X, y, z) within the modified point cloud 118. In
particular, spatial relationships between each data point may be analyzed to classify
such structures as man-made structures 122 (i.e., caused by humankind) or natural
structures 124 (i.e., not made or caused by humankind). In one example, the
variation of surface normal direction between each point of a group of points and the
other points may be analyzed to differentiate man-made structures 122 and natural
structures 124. This analysis can be implemented by analyzing a group of points
within a local area surrounding particular points within the modified point cloud 118
to determine an orientation of a plane fitting the group of points and assigning this
value(s) to the particular point. This process can be repeated for either all of the
points in the modified point cloud 118 that have been classified as either a man-
made structure or a natural structure or a subset of the points. The local area can be
a matrix of pixels that is a subset of the modified point cloud. The size of the matrix
can be varied. The matrix has a number of pixels that can be within a range of .1%
to about 10% of the number of pixels within the modified point cloud 118. For
example, the local area can be a 25x25 pixel matrix or the like. Once the
orientations have been calculated, then the adjacent orientations are compared to
determine a local variation of the surface normal direction. |If the data points
represent a man-made structure, then the local variation of surface normal direction
should be smaller than if the data points represent a natural structure, such as a tree
or bush. In some embodiments, data points in which local variation exceeds a pre-
determined amount (e.qg., 10-20 degrees, and more particularly 15 degrees) may be
classified as the natural structure 124. Data points having variation that is below the
pre-determined amount may be classified as a man-made structure 122. Each of the
data points within the modified point cloud may be analyzed and data points
positioned at or above the elevation of interest 116 may be classified as natural
structures 124 or man-made structures 122 rather than the ground structure 114.

[00097] Referring to FIGS. 7 and 8, each of the data points at the elevation of
interest 116 and classified as a part of a man-made structure 122 may be further
identified as part of an identifiable structure within an image. For example,
groupings of data points within Region A classified as part of man-made structures
122 may be further classified as building 106a; groupings of data points within

Region B classified as part of man-made structures 122 may be further classified as
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building 106b; groupings of data points within Region C classified as part of man-
made structures 122 may be further classified as buildings 106¢c and 106e; and,
groupings of data points within Region D classified as part of man-made structures
122 may be further classified as buildings 106d and 106f. Groupings of data points
can be classified as particular buildings by detecting building outlines. Once the
building outlines are detected, data points within the building outline are classified as
part of the building.

[00098] Once groupings within the point cloud 112 or the modified point cloud
118 have been identified, then the outer most boundaries are identified to determine
a rough outline of the object. The rough outline of the object can be refined by
correlating the locations of the data points in the point cloud 112 or the modified
point cloud 118 with images from one or more of the databases 94, and then
analyzing the raster content within one or more images showing the object to more
precisely locate the outline of the object. For example, FIG. 9 illustrates a screen
shot 136 of building 106d. In some embodiments, edges of the building 106d may
be detected within the images using any standard edge detection algorithm.
Standard edge detection algorithms may include, but are not limited to, a Laplacian
filter, and/or the like.

[00099] In some embodiments, spectral analysis of the raster content can be
used to identify whether data points within the modified point cloud 118 are likely
identifying an object of interest (e.g., buildings 106). For example, the automated
roof detection system described in U.S. Patent No. 9,070,018, which is hereby
incorporated by reference in its entirety, may be used to identify the objects of
interest within images. Although the automated roof detection system is described in
relation to detection of roofs, it should be noted that such system may apply to
identification of any object of interest (e.g., man-made or natural structures).
Generally, the automated object detection system may use statistical analysis to
analyze sections of the images that depict the object of interest, as previously
determined within the modified point cloud 118. The automated object detection
system may further refine the boundary of the buildings 106 and/or roof 130.
Statistical measures may be computed for sections of each image.

[000100] FIGS. 10-12 illustrate an exemplary process for determining group
descriptor patterns used to identify objects of interest within an image for automated

object classification. The rough outline of the object can be refined by correlating the
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locations of the data points in the point cloud 112 or the modified point cloud 118
with images from one or more of the databases 94, and then analyzing the raster
content within one or more images showing the object to more precisely locate the
outline of the object.

[000101] Referring to FIG. 10, the value of each pixel within the image is part of
a vector comprising the values determined for each of the measures calculated for
that pixel within an n-dimensional feature space as shown in FIG. 10.

[000102] Referring to FIG. 11, a feature transformation may be performed,
wherein image measures are statistically analyzed using clustering techniques to
group data into separable descriptor groups (i.e., clusters). Image measures may
include, for example, localized measures and neighborhood measures. Localized
measures describe data points at a particular processing point. Example localized
measures may include, but are not limited to, surface fractal analysis, topological
contour complexity variation, and/or the like. Neighborhood measures may include
ranging related neighborhood measures that describe the organization of structure
surrounding a particular processing point. Exemplary neighborhood measures may
include, but are not limited to, radial complexity, radial organization variation, and/or
the like. It should be noted that the number of descriptor groups may not necessarily
be the same as the number of measures.

[000103] Descriptor groups (i.e., clusters) may form a new feature vector that
includes any error and/or uncertainty (e.g., integrity of the point cloud) of the
measurements folded into a space describing the average statistical value of a
structure or feature of a structure (e.g., building 1086, roof).

[000104] Referring to FIG. 12, each descriptor group may be compared to one
or more descriptor groups using a statistical model to create a descriptor pattern of
inter-relational characteristics. For example, each descriptor group (i.e., cluster) may
be compared to other descriptor groups using a statistical model such as an
associative neural network. The group descriptor patterns may serve as the basis for
identifying and/or classifying objects of interest and/or features of interest within the
modified point cloud 118.

[000105] An average group descriptor pattern may be generated and cross
correlated using an associated neural network, creating a single pattern template
(e.g., a homogenous pattern) that may be used to determine which regions of the

image are likely building 106 and/or roof 130. The trained neural networks may then
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use the pattern template to discriminate between the building 106 and/or roof 130
and other surrounding environment. For example, the trained neural networks may
use the homogenous pattern template to discriminate between roof 130 and non-roof
areas. Based on these indications, second information, e.g., a boundary 138 (e.g.,
outline) may be determined for the building 106 (or roof 130) as shown in FIG. 9.
[000106] Once the boundary 138 is determined, locations within the raster
content may be converted to vector form. In one example, the trained neural
networks may distinguish between roof 130 and non-roof areas giving an estimated
boundary for the roof 130. Such boundary may be defined in raster format. To
convert the raster format into vector format, building corners 137 may be identified in
the raster format and used to convert each line segment of the boundary 138 into
vector form. Once in vector form, the boundary 138 may be stored in one of the
databases 94 (shown in FIG., 4) and/or further analyzed. In some embodiments, the
raster content may further be geo-referenced to real-world locations. For example,
the building 106 may be identified by Latitude/Longitude. In some embodiments,
using the boundary 138, the building 106 may be extracted from the image as shown
in FIG. 13.  Such information may be stored as individual files for each building
(e.q., .shp file) in the database 94, or may be stored as multiple files within the
database 94.

[000107] Referring to FIGS. 7, 8 and 14, once an object of interest is identified
within the modified point cloud 118, features of interest (e.g., roofs 130a-130d, roof
elements) within an image may be identified on the objects of interest (e.g., building
106a-106d) via the modified point cloud 118, the point cloud 112, or the original
image(s). In some embodiments, identification of features of interest (e.g., roofs
130) may be through the automated object detection system as described herein and
in U.S. Patent No. 9,070,018. In some embodiments, identification of features of
interest may be identified via the original image subsequent to the automated
classification of the object of interest via methods and systems as described, for
example, U.S. Patent No. 8,977,520 and U.S. Patent No. 7,424,133, which are both
hereby incorporated by reference in their entirety.

[000108] In some embodiments, elements within the feature of interest (e.g.,
roof 130) may be further classified. For example, FIG. 14 illustrates a screen shot

132 of roofs 130a-130d. Line segments 134 forming the roof may be further
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classified using predefined roof elements including, but not limited to, a rake, a hip, a
valley, an eave, a ridge, and/or the like.

[000109] In some embodiments, one or more features of interest may be
further analyzed and/or measurements determined. For example, features of the
roof 130, dimensions of the roof 130, and/or roof pitch may be determined using data
points within the point cloud 112, the modified point cloud 118 and/or the one or
more images. For example, roof pitch may be calculated using data points of the
point cloud 112 as each data point coordinates with a geographical reference (x, v,
z). Using data points of the point cloud 112 located at an elevation at the top of a
peak and data points located at an elevation at the bottom of a peak, roof pitch may
be calculated. Roof feature calculations may include, but are not limited to,
dimensions of eaves, edges, ridge, angles, and/or the like. Characteristics of the
roof 130 such as features of the roof 130, dimensions of the roof 13, roof pitch,
condition and/or composition of the roof 130 may be determined by analyzing the
one or more images. For example, if the one more images were obtained from a
manned aerial vehicle and included multi-spectral or hyper spectral information, then
condition or composition of the roof 130 may also be determined. The capture
platform may also be a drone, and in this instance the resolution of the one or more
images may be sufficient to determine the condition (e.g., moss, excessive moisture,
hail damage, etc.) or composition (lile, composition, wood, slate, etc.) of the roof
130.

[000110] In one example, boundaries may be used to identify changes to man-
made and/or natural objects within an image. For example, boundaries 138 (as
shown in FIG. 9) may be used to identify changes to buildings 106 and/or roof 130
over time. In some embodiments, boundaries and/or extraction techniques may be
used in forming one or more mosaic models of the object of interest. For example,
boundaries 138 and/or extraction techniques as described herein may be used in
forming a mosaic model of the building 106. Images illustrating each side of the
building 106 may be extracted using the methods as described herein. Such images
may be composed into a three-dimensional mosaic model illustrating the building
106. In another example, boundaries and/or analysis of the features within the
boundaries may be analyzed and/or described within a report.

[000111] Referring to FIG. 1, 4 and 15, a customer and/or contractor may

receive a report regarding evaluation of object(s) of interest and/or feature(s) of
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interest. For example, the customer and/or contractor may receive a report
regarding evaluation of the building 106 and/or roof 130. FIG. 15 illustrates an
exemplary embodiment of a roof report 140. The program logic 96 may provide for
one or more of the processors 84 interfacing with the image capturing and
processing computer system 50 over the network 86 to provide one or more roof
reports 140.

[000112] Generally, the roof report 140 may include, but is not limited to, one or
more data sets 142 regarding roof pitch, total area, eave length, hip ridge length,
valley length, number of box vents, and/or the like. Additionally, the roof report 140
may include one or more images 144 of the building 106 and/or roof 130. Such
images 144 may be automatically provided to the roof report 140 via extraction of the
building 106 and/or roof 130 as described herein. Additionally, the roof report 140
may include a customer information data set 146 (e.g., customer name and contact
information), estimated area detail, contractor data set 148 (e.g., contractor name
and contract information), and/or the like.

[000113] In some embodiments, determination, analysis and measurements of
data associated with the object of interest and/or features of interest may be
catalogued and stored in one or more database for retrieval. Data cataloged and
stored associated with the object of interest and/or feature of interest may include,
but is not limited to, location data (e.g., object of interest, each point of the object of
interest), date and/or time of image creation, algorithms used, measurements,
metadata, footprint, and/or the like. For example, boundaries associated with the
object of interest and/or feature of interest may be spatially catalogued using location
(e.g., coordinate data, address).

[000114] From the above description, it is clear that the inventive concepts
disclosed and claimed herein are well adapted to carry out the objects and to attain
the advantages mentioned herein, as well as those inherent in the invention. While
exemplary embodiments of the inventive concepts have been described for purposes
of this disclosure, it will be understood that numerous changes may be made which
will readily suggest themselves to those skilled in the art and which are
accomplished within the spirit of the inventive concepts disclosed and claimed

herein.
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What is claimed is:

1. One or more non-transitory computer readable medium storing a set of computer
executable instructions for running on one or more computer systems that when
executed cause the one or more computer systems to:
classify at least one feature within an image as a man-made structure,
wherein classification of the feature as a man-made structure includes:
analyzing data points within a point cloud indicative of a man-made
structure, a natural structure and a ground structure to automatically classify
certain of the data points within the point cloud representing the man-made
structure as the man-made structure;
determining first information about the man-made structure by
analyzing the data points classified as the man-made structure;
correlating the data points within the point cloud classified as the man-
made structure with one or more images; and
spectrally analyze image raster content of at least one section of the one or
more images correlated with the data points within the point cloud that are classified
as the man-made structure to generate second information in which the second

information is an update of the first information.

2. The one or more transitory computer readable medium storing the set of
computer executable instructions for running on one or more computer systems of
claim 1, wherein the man-made structure is a building having a roof.

3. The one or more transitory computer readable medium storing the set of
computer executable instructions for running on one or more computer systems of

claim 2, wherein the first information is a boundary of the building.
4. The one or more transitory computer readable medium storing the set of
computer executable instructions for running on one or more computer systems of

claim 2, wherein the second information is a boundary of the building.

5. The one or more transitory computer readable medium storing the set of

computer executable instructions for running on one or more computer systems of
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claim 2, further comprising determining an estimated roof pitch by analyzing data

points within the point cloud.

6. The one or more transitory computer readable medium storing the set of
computer executable instructions for running on one or more computer systems of
claim 2, further comprising determining an estimated roof pitch by analyzing the one

or more image.

7. The one or more transitory computer readable medium storing the set of
computer executable instructions for running on one or more computer systems of
claim 2, further comprising generating a roof report including one image showing the

roof and an estimated roof pitch.

8. The one or more transitory computer readable medium storing the set of
computer executable instructions for running on one or more computer systems of
claim 1, wherein classification of man-made structures includes determination of

shape of a grouping of data points.

9. The one or more transitory computer readable medium storing the set of
computer executable instructions for running on one or more computer systems of
claim 8, wherein determination of shape of the grouping of data points includes
analyzing the grouping of data points to determine a variation of surface normal

direction between data points.

10. The one or more transitory computer readable medium storing the set of
computer executable instructions for running on one or more computer systems of
claim 1, wherein the data points having a Z value above a first elevation are

classified as at least one of the man-made structure and the natural structure.
11. The one or more transitory computer readable medium storing the set of

computer executable instructions for running on one or more computer systems of

claim 10, wherein the first information includes an outline of the man-made structure.
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12. The one or more transitory computer readable medium storing the set of
computer executable instructions for running on one or more computer systems of
claim 11, wherein the outline is a first outline, and wherein the second information is

a second outline of the man-made structure based upon the first outline.

13. The one or more transitory computer readable medium storing the set of
computer executable instructions for running on one or more computer system of
claim 1, wherein spectral analysis of image raster content of at least one section of
the one or more images correlated with the data points within the point cloud that are
classified as the man-made structure includes grouping of data points based on one

or more similar characteristics.

14. The one or more transitory computer readable medium storing the set of
computer executable instructions for running on one or more computer system of

claim 13, wherein similar characteristics include similar spectral signatures.

15. The one or more transitory computer readable medium storing the set of
computer executable instructions for running on one or more computer system of

claim 13, wherein similar characteristics include similar thermal signatures.

16. The one or more transitory computer readable medium storing the set of
computer executable instructions for running on one or more computer system of
claim 1, further comprising spatially cataloguing location of data points associated

with the image.

17. An automated method performed by at least one processor running computer
executable instructions stored on at least one non-transitory computer readable
medium, comprising:

classifying first data points identifying at least one man-made roof structure
within a point cloud and classifying second data points associated with at least one
of a natural structure and a ground surface to form a modified point cloud;

identifying at least one feature of the man-made roof structure in the modified
point cloud; and

generating a roof report including the at least one feature.
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18. The automated method of claim 17, wherein the at least one feature of the man-

made roof structure is roof pitch.

19. The automated method of claim 17, further comprising creating an outline of the
man-made roof structure and extracting the man-made roof structure from the at

least one image.

20. The automated method of claim 17, further comprising calculating roof
dimensions of the man-made roof structure using data points of the modified point

cloud.

21. The automated method of claim 17, further comprising calculating roof pitch

using data points of the point cloud.

22. The automated method claim 17, further comprising calculating roof features

using data points of the point cloud.

23. The automated method of claim 22, wherein the roof features comprise one or

more of the following: an eave, an edge, a ridge, and an angle.

24. An automated computerized system, comprising:
a computer system executing image display and analysis software reading:
at least one image having corresponding location data indicative of
position and orientation of an image capturing device used to
capture the image, the image depicting an object of interest; and,
at least one database storing data points of a point cloud of the object
of interest; and
wherein the image display and analysis software executed by the computer
system determines and isolates the object of interest within the point cloud forming a
modified point cloud having one or more data points with first location coordinates of
the object of interest, and generates a boundary outline having second location
coordinates of the object of interest using spectral analysis of at least one section of

the at least one image identified with the first location coordinates.
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25. The automated computer system of claim 24, wherein the image display and
analysis software determines and classifies the object of interest as a man-made

structure.

26. The automated computer system of claim 24, wherein the image display and
analysis software determines and classifies the object of interest as a non man-
made structure.

27. The automated computer system of claim 24, wherein the image display and
analysis software spatially catalogues and stores the object of interest within the at
least one database.

28. The automated computer system of claim 24, wherein the image display and
analysis software identifies, catalogues, and stores characteristics of the object of

interest within the at least one database.

29. The automated computer system of claim 28, wherein at least one characteristic
is color.

30. The automated computer system of claim 28, further comprising generating an

inventory report compiling stored characteristics of the object of interest.
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A copy of your report is being sent to the following GAF Master Elite Contractors who will be able to provide a
quotation for installation services.

Contractor 1 Contractor 2
123 Main Street 456 Main Street
Anywhere, MY 11735 Anywhere, MY 107470
800Contractor1 800Contractor2

*DISCLAIMER: The in information contained in this report is for estimating purposes, and should be verified by a
roofing professional.
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