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APPARATUS AND METHOD FOR ENCODING AND DECODING IMAGES

FIELD OF THE INVENTION
This invention relates to compression of image-

representative signals and, more particularly, to an apparatus
and method for encoding and decoding image-representative
signals.

BACKGROUND OF THE INVENTION
Image-represenative signals can be digitized, encoded,

and subsequently decoded in a manner which substantially
reduces the number of bits necessary to represent a decoded
reconstructed image without undue or noticeable degradation in
the reconstructed image.

Image coding is an essential part of many applications
such as digital television transmission, video conferencing,
facsimile, image database, etc. The simplest technique for
this purpose is pulse code modulation (PCM). A PCM system
encodes individual pixels of an image in a memory-less way,
i.e., it does not use any correlation information between
pixels. An improvement over the PCM technique can be made by
taking advantage of the correlations between pixels.
Predictive coding is one of the techniques based on this
principle. It quantizes the difference between a pixel and a
prediction of the pixel from its neighbor pixels. Transform
coding is another type of technique based on the same
principle. 1In transform coding, a block of data samples is
transformed from the image domain to the transform domain
using an orthogonal transform, such as the discrete cosine
transform (DCT). Two properties of the transform domain
coefficients are used. One is that the transform domain
coefficients have fewer correlations than the original data
samples so that they can be coded individually. The other
, proberty is that the energy is packed into a few lower order
coefficients so that many higher order coefficients can be
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either coded with very few bits or discarded.

All of these techniques perform coding on scalars, either
in the image domain or in the transform domain. As Shannon's
rate-distortion theory indicates, better performance can be
achieved by coding vectors instead of scalars, many vector
qgquantization (VQ) techniques have been developed. The
memoryless VQ technique is a vector generalization of PCM. It
divides an image into blocks, each block is considered as a
vector, and each vector is coded in a memoryless way without
considering the correlations between the vectors. Similar to
the scalar quantization, an improvement over the memoryless VQ
can be made by taking into account the correlations between
vectors. Based on this principle, predictive VQ has been
studied.

In generalﬁ a rationale for using a transform such as DCT
includes the objeétive of generating transform coefficients
having relatively little correlation with each other so that
scalar quantizing efficiency is maximized. It has been
recognized that vector quantization can be used on DCT
coefficients, but since vector quantization performance is
enhanced by the presence of correlation among the components
being quantized, such enhancement has proven to be limited
when vector quantizing DCT coefficients (because of the
inherent low correlation between DCT coefficients).

It is an object of the present invention to overcome this
limitation of prior art approaches and to provide an improved
encoding/decoding technique and apparatus that can take full

advantage of the attributes of both DCT processing and vector
quantization.

SUMMARY OF THE INVENTION
In accordance with an embodiment of the method of the
invention, there is provided a technique for encoding and
decoding an image, comprising the following steps: subsampling
the image to obtain a number of subsampled frames of spatially

offset image-representative signals; transforming each of the
subsampled frames to obtain a corresponding number of frames
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of transform coefficient-representative signals; forming
vector-representative signals from corresponding coefficient-
representative signals of the respective frames of
coefficient-representative signals; performing a thresholding
operation on the vector-representative signals to obtain
thresholded vector-representative signals; vector quantizing
the thresholded vector-representative signals to obtain
encoded signals; storing the encoded signals; and decoding the
encoded signals to obtain a recovered version of the image.
Further features and advantages of the invention will
become more readily apparent from the following detailed

description when taken in conjunction with the accompanying
drawings.

BRIEF DESCRIPTION OF THE DRAWINGS
Fig. 1 is a block diagram of an apparatus which can be
used to practice an embodiment of the invention.

Fig. 2 is a diagram of subsampling of a type that can be
used in an embodiment of the invention.

Fig. 3 is a diagram illustrating transform coefficients
in an arrangement that can be used in an embodiment of the
invention.

Fig. 4 is a diagram of an arrangement of signal-
representatiQe vectors that can be utilized in an embodiment
of the invention.

Fig. 5 is a diagram illustrating vector thresholding that
can be utilized in an embodiment of the invention.

Fig. 6 shows an example of a threshold map for transform

coefficients of a type that can be utilized in an embodiment
of the invention.

Fig. 7 is a diagram illustrating vector shrinking of a
type that can be utilized in an embodiment of the invention.
Fig. 8 is a flow diagram of a routine that can be
utilized to program the encoder processor in accordance with

an embodiment of the invention.
Fig. 9 is a flow diagram of a routine that can be

utilized to program the decoder processor in accordance with
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an embodiment of the invention.

Fig. 10 is a flow diagram of an embodiment of the
subsampling routine of Fig. 8.

Fig. 11 is a flow diagram of an embodiment of the vector
formation routine of Fig. 8.

Fig. 12 is a flow diagram of an embodiment of the
thresholding routine of Fig. 8.

Fig. 13 is a flow diagram of an embodiment of the vector
quantizing routine of Fig. 8.

Fig. 14 is a block diagram of a further embodiment of the

invention for encoding and decoding video images.

DETAILED DESCRIPTION

Referring to Fig. 1, there is shown a block diagram of an
apparatus in accordance with an embodiment of the invention
for encoding and decoding an image 100. A scanner or a video
camera 102 produces an array of pixel-representative signals
that are coupled to an analog-to-digital converter 103, which
is, in turn, coupled to the processor 110 of an encoder 105.
When programmed in the manner to be described, the processor
110 and its associated circuits can be used to implement an
embodiment of the invention and to practice an embodiment' of
the method of the invention. The processor 110 may be any
suitable processor, for example an electrodnic digital or
analog processor or microprocessor. It will be understood
that any general purpose or special purpose processor, or
other machine or circuitry that can perform the functions
described herein, electronically, optically, or by other
means, can be utilized. The processor 110, which for purposes
of the particular described embodiments hereof can be
considered as the processor or CPU of a general purpose
electronic digital computer, such as a Model SparcStation -1
sold by Sun Microsystmes, Inc., will typically include
memories 123, clock and timing circuitry 121, input/output
functions 118 and monitor 125, which may all be of
conventional types. Ih the present embodiment, frame buffers
130, digital cosine transform (DCT) chips 133, and read-only
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memories (ROMs) 139, which may all be of commercially
available types, are also coupled with the processor 110.

With the processor appropriately programmed, as described
hereinbelow, an encoded output signal 101 is produced which is
a compressed version of the input signal 90 and requires less
bandwidth and/or less memory for storage. In the illustration
of Fig. 1, the encoded signal 101 is shown as being coupled
to a transmitter 135 for transmission over a communications
medium (e.g. air, cable, fiber optical link, microwave link,
etc.) 50 to a receiver 162. The encoded signal is also
illustrated as being coupled to a storage medium 138, which
may alternatively be associated with or part of the processor
subsystem 110, and which has an output that can be decoded
using the decoder to be described.

Coupled with the receiver 162 is a decoder 155 that
includes a similar processor 160 and associated peripherals
and circuits of similar type to those described in the
encoder. These include input/output circuitry 164, memories
168, clock and timing circuitry 173, and a monitor 176 that
can display a decoded image 100'. Also provided are inverse
discrete cosine transform (IDCT) chips 195, frame buffers 185,
a demultiplexer 190, and ROMs 169, which may all be of
commercially available types.

In an example of the present embodiment, the original
image processed by the encoder 105 is 512x512 pixels and
subsampling produces 16 subsampled images of 128x128 pixels.
This is represented pictorially in Fig. 2. Transformation of
each of the subsampled images to the transform domain is then
implemented. Any suitable transform can be employed, but it
can be convenient and advantageous to utilize a conventional
discrete cosine transform (DCT) routine, as implemented using
a commercially available DCT chip. In an example hereof, each
subsampled 128x128 imqge is divided into 8x8 blocks (i.e.,
16x16 of such blocks), and each 8x8 block is DCTed to obtain
8x8 DCT coefficients (i.e., sixty-four DCT coefficients) for
each such block (see Fig. 2). In the present example, each
DCT coefficient is represented by 12 bits. It can be observed
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that since corresponding blocks of the subsampled images are
from generally corresponding regions of the original image,
there will generally be correlation between DCT coefficients
of such corresponding blocks. Vector formation from
corresponding blocks is then implemented by forming vectors
from corresponding coefficients of such corresponding blocks.
For example, a first vector can be visualized as containing
the coefficient information from the coefficient position
(1,1) of the top left 8x8 block of each of the transformed
subsampled images. Thus, altogether, there will be 128
vectors, with each vector being 4x4x12. The vectors can be
visualized as being arranged in a 16x16 array of 8x8 blocks,
as illustrated in Fig. 4.

In the present embodiment, thresholding and vector
quantization are next implemented to substantially reduce the
number of bits needed to represent the original image.

Various types of thresholding can be employed. 1In the
illustration of the present embodiment, thresholding includes
determination of vector "length" (or the square of length,
"energy"), the retaining of vector information for vectors
having lengths greater than predetermined values, and the
discarding of other vectors and replacement thereof with zeros
(see the illustration of Figures 5A and 5B). As is known in
the art, the threshold value for each of the 64 DCT
coefficients can be determined from a threshold map, such as
the 8x8 threshold map shown in Fig. 6. See, for example,
Youtkus and Li, Proc. IEEE Int. Symp. on Circuits and Systems,
San Diego, CA, May 10-13, 1992, for the full map, which can be
optimized for the human visual system. If desired, a
"shrinking" of vector sizes can also be implemented, such as
in situations where the resolution of the ultimately
reconstructed image can acceptably be a predetermined fraction
of the resolution of the original image. For example, in an
illustration hereof, the original image is 512x512 pixels, and
the reconstructed image could also be 512x512 pixels or, say,
only 256x256 pixels. 1In the latter case, where there are to
be one-fourth the original number of pixels in the ultimately
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reconstructed image, the 4x4x12 vectors can .be shrunk to
2x2x12. Figure 7A shows a representation of a 4x4x12 vector
before shrinking, and Figure 7B shows a representation of the
vector, of size 2x2x12, after shrinking. Shrinking can be
implemented, for example, by retaining only the four largest
of the sixteen coefficients in the original 4x4x12 vector.
The vector can be thresholded, as previously described, after
shrinking.

In the illustrated embodiment hereof, the thresholded
vectors are then processed using a vector quantization
routine. As is known in the art, vector guantization is a
technique of coding whereby multidimensional vectors are
represented by a limited number of code words (the collection
of code words sometimes being referred to as a "code book™")
If, say, there are only 64 words in the code book, they can be
distinguished using only 6 bits. Each 2x2x12 vector (16 bits)
may be represented (without undue degradation in the
ultimately reconstructed image) by a 6 bit (or other selected
number of bits) code word representing one of the 64 code
words (or other selected number of code words) in the code
book. For a given vector to be quantized, the vector
quantization technique selects the code word in the code book
that is closest (that is, the least different, based on a
least squares computation). A different code book can be
utilized for each of the 64 DCT coefficients represented by
the various vectors. Only non-zero vectors are quantized.
For further reference to vector quantization, reference can be
made to Linde et al., An Algorithm for Vector Quantizer
Design, IEEE Transactions on Communications, Vol. Com-28, No.
1, Jan. 1980.

After vector quantization, the encoded output bit stream
(for storage and/or transmission) comprises, for each zero
vector, a single bit "0", and, for each quantized vector, a
bit "1" followed by the quantized code. The vectors are sent
in a predetermined sequence.

After receiving a stored and/or transmitted bit stream,
the decoder 155 (Fig. 1) operates to decode the bit stream
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with substantially the inverse of the process just described.
After storing the vector-representative signals received in
predetermined order, the code words for all non-zero vectors
are translated back to vector values using the same 64 code
books as were used at the encoder. 1In this case, ROMs can be
employed, each ROM having (for this illustration) a 6 bit
input which receives the code word, and a 16 bit output which
represents a 2x2x12 vector. The stored vector values are then
decomposed (the inverse of the above-described vector
formation) into DCT coefficient values associated with blocks
of individual frame components. [If the above-referenced
"shrinking" is used, there will be four offset frames (like
four of the sixteen offset subsampled frames préviously
described with regard to the encoder (see e.g. Fig. 2).] This
can be implemented in hardware using a demultiplexer
(reference numeral 190 of Fig. 155), and the resultant DCT
coefficients are inverse-DCTed using an IDCT chip, represented
at 195 in Fig. 1. This results in obtainment of offset frames
(e.g. four offset frames in this example), which can be
combined into the reconstructed image-representative pixels in
a frame buffer 185 and then, for example, displayed on monitor
176.

Fig. 8 is a flow diagram of a routine for controlling the
processor 110 of encoder 105 to perform encoding in accordance
with an embodiment of the invention. It will be understood
that some or all of the functions described in terms of
programming processor 110 may alternatively be implemented in
hardware and specifically designed for speed and efficiency of
processing. The block 810 represents a routine, described in
conjunction with Fig. 10, for obtaining the subsampled offset
images of the original image 100, as illustrated in
conjunction with Fig. 2. The block 820 represents the
implementation of transformations which transform signals from
the image domain to the transform domain. In the illustration

of the pfesent embodiment, the transform used is a DCT
‘transform. The processor controls inputting of the signals to
be transformed to the DCT chips represented in Fig. 1 at 133,
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and blocks of DCT coefficients are obtained as illustrated in
conjunction with Fig. 3. The block 830 represents the routine
of vector formation, described in further detail in Fig. 11,
to obtain the vectors illustrated in conjunction with Fig. 4.
A routine for thresholding the vectors, described in further
detail in Fig. 12, is then performed (block 840) to implement
thresholding of the type described in conjunction with Figures
5-7. The vectors are then quantized, as represented by the
routine of block 850, which is described in conjunction with
Fig. 13. The encoded bit stream is then output, as
represented by the block 860.

Fig. 9 is a flow diagram of a routine for programming the
processor 160 of decoder 155 to implement decoding in
accordance with an embodiment of the invention. Again, some
or all functions may, if desired, be advantageously
implemented in hardware for advantages in speed and
efficiency. The block 915 represents the receiving and
storing of the bit stream, such as via receiver 162, and the
storage thereof in one of the frame buffers 185. Inverse
vector quantizing can then be implemented, for example using
the ROMs 169 of the decoder system 155. As previously
described, the ROMs 169 are loaded with the known vector
values corresponding to the code words of the previously
described code books. Upon receiving a six bit input
representative of a code word, the ROM will output to the
processor a sixteen bit output which represents a 2x2x12
vector which can be stored in one of the frame buffers 185.
The block 935 represents implementation of inverse vector
formation using demultiplexer 190 of the decoder 155 in order
to separate, in the manner previously described, the vector
values into DCT coefficient values associated with blocks of
individual frame components. The block 945 represents the
implementation of inverse transformations to. the image domain,
which can be conventionally performed by IDCT chips 195 of the
decoder 155. The resultant pixel values can be stored in one
of the frame buffers 185 in the inverse of the offset manner

first described in conjunction with Fig. 2, as represented by
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the block 955. This reconstructed image can then be displayed
{block 965) on monitor 176, as shown at 100°'.

Fig. 10 is a flow diagram of the routine represented by
the block 810 of Fig. 8 for obtaining the subsampled images
(for example, 16 of them, as first illustrated in Fig. 2).

The image is read into a frame buffer 130 (block 1020). It
will be understood that the subsampled images can be stored in
sixteen separate small buffers, or can just be retained as a
512x512 image in its original frame buffer, with the address
locations of the pixels in each shbsampled image being
identified for subsequent processing. In the flow diagram of
Fig. 10 a subsampled image index is initialized (block 1025),
and pixel indices are initialized for the current subsampled
image (block 1030). Pixel addresses are then assigned for the
current subsampled image, as represented by the block 1040.
Inquiry is then made (decision diamond 1050) as to whether the
last subsampled image index has been reached and, if not, the ‘
subsampled image index is incremented (block 1060), the block
1040 is re-entered, and the loop 1065 is continued until'pixel
addresses have been assigned for all of the offset subsampled
images, as illustrated in Fig. 2.

Fig. 11 is a flow diagram of the routine of block 830 of
Fig. 11 relating to vector formation. The block 1110
represents the initializing of block indices, and the block
1120 represents the intializing of DCT coefficient indices.
These are illustrated, for example, in Fig. 4. A 4x4x12
vector is then defined from the sixteen DCT coefficients for
the current block indices and the current DCT coefficient
indices (block 1130). Inquiry is then made (diamond 1135) as
to whether the last DCT coefficient indices have been reached.
If not, the DCT coefficient index (or indices, when the end of
row is reached) is incremented (block 1140), the block 1130 is
re-entered, and the loop 1145 continues until all DCT
coefficient indices have been processed for the current block.
Inquiry is then made (diamond 1150) as to whether the last
block indices [block (16,16) in the example of Fig. 4] have
been reached. If not, the block index (or indices, when the
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end of row is reached) is incremented (block 1160), the block
1120 is reentered, and the loop 1165 is continued until all
blocks of Fig. 4 have been processed to obtain vector
formation from the already existing information.

Fig. 12 is a flow diagram of the routine represented by
the block 840 of Fig. 8, for implementing thresholding, as
previously described. 1If shrinking of vectors is to be
performed, the block 1215 implements this function, which is
achieved by selecting the largest 4 of the sixteen vector
coefficients in order to shrink each vector to 2x2x12 vectors.
Thresholding then proceeds by initializing the vector block
and coefficient indices (block 1225) and then computing
(initially for the first DCT coefficient in the first block)
the vector length as the square root of the sum of squares of
the vector's component values (block 1230). Inquiry is then
made (decision diamond 1240) as to whether the vector length
exceeds a threshold map value for the DCT coefficient
represented by the vector, an example of a threshold map
having been previously illustrated in Fig. 6. If the vector
length is smaller than the threshold map value, the block 1250
is entered, this block representing the substituting of a "O"
bit for the vector. If the vector length exceeds the
threshold map value, the block 1260 is entered, the vector is
retained unaltered, and it is preceded with a "1" bit. 1In
either case, decision diamond 1270 is then entered, and
inquiry is made as to whether the last vector has been
reached. 1If not, the coefficient and/or block indices are
incremented (block 1275), the block 1230 is re-entered, and
the loop 1280 is continued until all vectors have been
subjected to the thresholding procedure.

Fig. 13 is a flow diagram of the routine represented by
the block 850 of Fig. 8 for quantizing the vectors using the
previously described "code books", the information of which
can be stored in the VQ ROMs 139 of encoder 105 (Fig. 1). The
block 1305 represents initializing to the first DCT

‘coefficient and the first code book (of 64 code books, in the
previously described example hereof). The block index is
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initialized (block 1310), and inquiry is made (diamond 13153)
as to whether the vector value for the current DCT coefficient
and block index is a zero. If so, a "0" bit is put in the bit
stream (block 1320). If not, the block 1325 is entered, this
block representing the computing of the root mean square
difference between the vector and each code word in the
current code book, to select the code word that results in the
smallest difference. A "1" bit is then put in the bit stream,.
followed by the bits (6 bits in the example first described
above) identifying the code word. 1Inquiry is then made
(decision diamond 1340) as to whether the last block has been
reached. If not, the block index is incremented (block 1345),
diamond 1315 is re-entered, and the loop 1350 is continued
until the last block has been reached. Inquiry is then made
(diamond 1360) as to whether the vectors for the last
coefficient have been processed. 1If not, the block 1370 is
entered, this block representing the incrementing to the next
DCT coefficient and the corresponding next code book. The
block 1310 is then re-entered, and the loop 1375 is continued
until the inquiry of diamond 1360 is answered in the
affirmative, whereupon the vector quantizing routine is
complete.

Referring to Fig. 14, there is shown a block diagram of
an embodiment of the invention which can be utilized for
bandwidth compression of a video signal. 1In general,
processing of individual frames can make use of the techniques
previously described for a still image, but further processing
can be utilized to take advantage of well recognized temporal
correlations in video signals. In the illustrated embodiment,
it is assumed that the current frame 1405 of the video signal
is again 512x512. It is preferred to obtain the encoded
signal from offset subsampled video frames which collectively
contain the entire image information. 1In Fig. 14, the
subsampling is indicated as being implemented by a block 1410,
the output of which is coupled with frame buffers 1421-1424
that hold the subsampled current frame. Subtractors 1426-1429
subtract the pixel information in the subsampled versions of
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the current frame from the corresponding pixel information in
a previous frame, stored in a buffer 1495, and generated in a
manner to be described. The difference signals can be
visualized as frames of difference information that can be
processed in the manner described above with respect to the
processing of an individual image. The subsampling of these
difference images is represented by the blocks 1431-1434. The
next portion of processing, indicated within dashed region
1450, is similar to the above-described image encoding, and
includes the transformation (block 1451), vector formation
(block 1452), thresholding (block 1453), and vector
quantization (block 1454), the output of which is the encoded
bit stream for the difference images. This encoded bit stream
can be decoded using the above-described type of processing
(in dashed region 1460) that includes inverse vector
quantization (block- 1461), demultiplexing to decompose the
transformed vectors (block 1462), inverse DCT (block 1463),
and accumulation in the buffer 1464 to obtain the
reconstructed difference frame. The previous frame is
continuously obtained using a sum (block 1470) of previous
frame and difference frame. A motion signal can be developed
and sent with the encoded bit stream by comparing the prewvious
frame pixels or groups of pixels with the offset subsampled
current frames, using motion detectors (blocks 1411-1414), and
selecting the smallest difference (block 1491).
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CLAIMS:

1. A method of encoding and decoding an image,

comprising the steps of:

subsampling the image to obtain a number of
subsampled frames of spatially offset image-representative
signals; '

transforming each of said subsampled frames to
obtain a corresponding number of frames of transform
coefficient-representative signals;

forming vector-representative signals from
corresponding coefficient-representative signals of the
respective frames of coefficient-representative signals;

performing a thresholding operation on the vector-
representative signals to obtain thresholded vector-
representative signals;

vector quantizing the thresholded vector-
representative signals to obtain encoded signals;

storing the encoded signals; and

decoding the encoded signals to obtain a recovered
version of said image.

2. Apparatus for encoding and decoding an image,

comprising:

means for subsampling the image to obtain a number
of subsampled frames of spatially offset image—representati#e
signals;

means for transforming each of said subsampled
frames to obtain a corresponding number of frames of transform
coefficient-representative signals;

means for forming vector-representative signals from
corresponding coefficient-representative signals of the
respective frames of coefficient-representative signals;

means for performing a thresholding operation on the
vector-representative signals to obtain thresholded vector-
representative signals;

means for vector quantizing the thresholded vector-
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representative signals to obtain encoded signals;

means for storing the encoded signals; and

means for decoding the encoded signals to obtain a
recovered version of said image.
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AMENDED CLAIMS
[received by the International Bureau
on 25 October 1994 (25.10.94): original claims 1 and 2 amended;
new claims 3-23 added; (6 pages)]

1. A method of encoding and decoding an image,
comprising the steps of:
subsampling the image to obtain a number of

subsampled frames of spatially offset image-representative
signals;

transforming each of said subsampled frames to
obtain a corresponding number of frames of transform
coefficient-representative signals;

forming vector-representative signals from
corresponding coefficient-representative signals of the
respective frames of coefficient-representative signals;

vector quantizing the vector-representative signals
to obtain encoded signals;

storing the encoded signals; and

decoding the encoded signals to obtain a recovered

version of said image.

2. Apparatus for encoding and decoding an image,

comprising:

means for subsampling the image to obtain a number
of subsampled frames of spatially offset image-representative
signals;
' means for transforming each of said subsampled
frames to obtain a corresponding number of frames of transform
coefficient-representative signals; ,

means for forming vector-representative signals from
corresponding coefficient-representative signals of the
respective frames of coefficient-representative signals;

means for vector quantizing the vector-
representative signals to obtain encoded signals;

means for storing the encoded signals; and

means for decoding the encoded signals to obtain a

recovered version of said image.

3. The method as defined by claim 1, wherein said step
of transforming each of said subsampled frames to obtain a
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corresponding number of frames of transform coefficient-
representative signals comprises applying discrete cosine
transforms to regions of each of said subsampled frames.

4. The method as defined by claim 1, further comprising
performing a thresholding operation on the vector-
representative signals to obtain thresholded vector-
representative signals, and wherein said vector quantizing
comprises vector quantizing the thresholded vector-

representative signals.

5. The method as defined by claim 4, further comprising
the step of shrinking the vector-representative signals before
performing a thresholding operation on the vector-

representative signals.

6. The method as defined by claim 1, wherein said number
of subsampled frames comprises several subsampled frames.

7. Apparatus as defined by claim 2, further comprising
means for performing a thresholding operation on the vector-
representative signals to obtain thresholded vector-
representative signals, and wherein said means for vector
quantizing comprises means for vector quantizing the
thresholded vector-representative signals.

8. A method for encoding an image, comprising the steps

of:

subsampling the image to obtain a number of
subsampled frames of spatially offset image-representative
signals;

transforming each of said subsampled frames to
obtain a corresponding number of frames of transform
coefficient-representative signals;

forming vector-representative signals from
corresponding coefficient-representative signals of the
respective frames of coefficient-representative signals; and
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vector quantizing the vector-representative signals

to obtain encoded signals.

9. The method as defined by claim 8, wherein said step
of transforming each of said subsampled frames to obtain a
corresponding number of frames of transform coefficient-
representative signals comprises applying discrete cosine

transforms to regions of each of said subsampled frames.

10. The method as defined by claim 8, further comprising
performing a thresholding operation on the vector-
representative signals to obtain thresholded vector-
representative signals, and wherein said vector quantizing
comprises vector quantizing the thresholded vector-

representative signals.

11. The method as defined by claim 9, further
comprising the step of shrinking the vector-representative
signals before performing a thresholding operation on the
vector-representative signals.

12. A method for decoding an image which was encoded by:
subsampling the image to obtain a number of subsampled frames
of spatially offset image-representative signals; transforming
each of said subsampled frames to obtain a corresponding
number of frames of transform coefficient-representative
signals; forming vectorérepresentative signals from
corresponding coefficient-representative signals of the
respective frames of coefficient-representative signals; and
vector quantizing the vector-representative signals to obtain
encoded signals; the decoding comprising the steps of:

inverse vector quantizing the encoded signals, and
demultiplexing the result thereof to obtain demultiplexed
signals;

inverse transforming the demultiplexed signals to
obtain image domain signals representative of subsampled
spatially offset frames; and
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combining the image domain signals to recover a

decoded image.

13. The decoding method as defined by claim 12, wherein
said step of combining the image domain signals comprises

combining said signals with spatial offset.

14. A method for encoding, transmitting, receiving, and

decoding an image, comprising the steps of:

subsampling the image to obtain a number of
subsampled frames of spatially offset image-representative
signals;

transforming each of said subsampled frames to
obtain a corresponding number of frames of transform
coefficient-representative signals;

forming vector-representative signals from
corresponding coefficient-representative signals of the
respective frames of coefficient-representative signals;

vector quantizing the vector-representative signals
to obtain encoded signals;

transmitting the encoded signals;

receiving the transmitted encoded signals; and

decoding the received signals to obtain a recovered

version of said image.

15. The method as defined by claim 14, wherein said step
of transforming each of said subsampled frames to obtain a
corresponding number of frames of transform coefficient-
representative signals comprises applying discrete cosine
transforms to regions of each of said subsampled frames.

16. The method as defined by claim 14, further
comprising performing a thresholding operation on the vector-
representative signals to obtain thresholded vector-
representative signals, and wherein said vector quantizing
comprises vector quantizing the thresholded vector-

representative signals.
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17. The method as defined by claim 16, further
comprising the step of shrinking the vector-representative
signals before performing a thresholding operation on the

vector-representative signals.

18. A method for encoding and decoding video signals,

comprising the steps of:

subsampling video signals to obtain, for each image
represented by the video signals, a number of subsampled
frames of spatially offset image-representative signals;

transforming each of said subsampled frames to
obtain a corresponding number of frames of transform
coefficient-representative signals;

forming vector-representative signals from
corresponding coefficient-representative signals of the
respective frames of coefficient-representative signals;

vector quantizing the vector-representative signals
to obtéin encoded signals;

transmitting the encoded signals; and

receiving and decoding the encoded signals.

19. The method as defined by claim 18, further
comprising temporally processing said spatially offset signals
to obtain motion signals, and transmitting said motion

signals.

20. The method as defined by claim 18, further
comprising performing a thresholding operation on the vector-
representative signals to obtain thresholded vector-
representative signals, and wherein said vector quantizing
comprises vector quantizing the thresholded vector-

representative signals.

21. The method as defined by claim 18, wherein said
subsampling of said video signals is done in two stages, with

temporal processing between said two stages.
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22. A method for decoding video signals which were
encoded by subsampling video signals to obtain, for each image
represented by the video signals, a number of subsampled
frames of spatially offset image-representative signals;
transforming each of said subsampled frames to obtain a
corresponding number of frames of transform coefficient-
representative signals; forming vector-representative signals
from corresponding coefficient-representative signals of the
respective frames of coefficient-representative signals; and
vector quantizing the vector-representative signals to obtain
encoded signals; the decoding method comprising the steps of:

inverse vector quantizing the encoded signals, and
demultiplexing the result thereof to obtain demultiplexed
signals;

inverse transforming the demultiplexed signals to
obtain image domain signals representative of subsampled
spatially offset frames; and

combining the image domain signals to recover a

decoded video image.

23. The method as defined by claim 22, wherein said step
of combining the image domain signals comprises combining said

signals with spatial offset.
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