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APPARATUS AND METHOD FOR SHADING CORRECTION

[FIELD OF THE INVENTION]
This invention relates to an apparatus and method for shading
5 correction for images which have shadings on the whole or parts of

them.

[Background]
Shading artifact (hereinafter, also referred as shading) is a very
10 common problem for camera-based or scanner-based imaging of printed
materials or the like. Shading artifact might be involved because of

uneven illumination and non-planar shape of printed materials.

There have been a number of articles and patents dealing with
15 shading artifact problems in document images captured by cameras or

scanners in the related art.

U.S. Patent 5912992 discloses a method for extracting objects such

as characters and lines with no influence of shading by previously

20 removing shading from a shading-containing image. But this invention
mainly aims at processing license plate images, and gives no teaching
with regard to processing of general document {for instance, paper

document, or a book) images.

25 U.S. Patent 6788822 discloses a method for shading correction by
using multi-scale retinex, and it provides an optimum dynamic range
to a DC image. But computing retinex is a very time-consuming process.

Furthermore, retinex cannot totally remove shadings in the image.
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U.S. Patent 6577762 discloses a thresholding technique for
generating a background image of a document image, and it uses the
background image to normalize the background of the image. However,
the disclosure of U.S. Patent 6577762 assumes that there are large
blank regions (for example, margins on the four sides of a page, spaces
between lines) in a document image and estimates the background image
according to the blank regions. However, in some documents, the line
spaces might be very small and can not be used by this technique to
estimate the background. And in this case, only relying on margins
on the four sides of a page will cause the estimated background
inaccurate, for example, when there are two or more lighting sources

in the shooting environment.

The present invention is directed to address at least some of the

shortages or disadvantages in the prior art.

[Summary of the Invention]

According to an aspect of the invention, a method which can
automatically estimate the lighting intensity distribution on the
image and then remove shading artifact according to the estimated

lighting intensity distribution is provided.

According to another aspect of the invention, a method of shading
correction on an image I which has shadings on the whole or parts of
the image is provided, comprising steps of: detecting background
pixels from the image I, generating a lighting intensity image
according to the detected background pixels, and removing shadings

from the image I by using the lighting intensity image.
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According to another aspect of the invention, an apparatus for
shading correction on an image I which has shadings on the whole or
parts of the image is provided, comprising: a detecting module for
detecting background pixels from said image I, a generating module
for generating a lighting intensity image according to said detected
background pixels, and a shading-removing module for removing shadings

from said image I by using said lighting intensity image.

According to another aspect of the invention, an OCR system is
provided in which the above mentioned method of the invention is

utilized or the apparatus of the invention is provided.

With the present invention, shadings on an image can be effectively
and more accurately removed and thus OCR accuracy for the image can

be improved.

According to an embodiment of the invention, background pixels can
be more accurately determined and lighting intensity image can be
more properly generated according to the background pixels,
particularly by dividing the image into image blocks when detecting
the background pixels and/or when generating the lighting intensity
image so as to perform said detecting and said generating based on
the image blocks, andmore particularly by further extracting a second
set of background pixels based on a lighting intensity range from

the previous extracted first set of background pixels.

The above-mentioned features and advantages of the present
invention are just exemplary, and other features and advantages of
the present invention will be obviously understood by those skilled

4



10

15

20

25

(25) JP 2010-191952 A 2010.9.2

in the art when studying or examining the following detailed

description, or can be learned frompractice of the present invention.

[Brief Description of Drawings]

Accompanying drawings, which are incorporated into and form a part
of the description, are provided for further understanding of the
principles of the present invention, and in no case for limiting the
scope of the invention, the exemplary embodiments of the present
invention being illustrated in the drawings in which:

Fig. 1 is a flowchart illustrating a method for shading correction
according to one embodiment of the present invention;

Figs. 2 and Fig.3 are exemplary flowcharts illustrating a step of
detecting the background pixels according to different embodiments
of the present invention, respectively;

Fig. 4 is a flowchart illustrating a process of extracting a first
set of background pixels from the image I and determining a lighting
intensity range [T1l, T2] of the first set of background pixels,
according to an embodiment of the present invention;

Fig. 5 is a flowchart illustrating a process of generating a
lighting intensity image according to one embodiment of the inventions;

Fig. 6 is a block diagram illustrating an apparatus for shading
correction according to an embodiment of the invention;

Figs. 7 to Fig.l0 are figures illustrating the effects that the
present invention can achieve according to an experiment of the
invention; and

Fig. 11 is a flowchart illustrating a process of an OCR system to

which the present invention is applied.

[Preferred Embodiments of the Invention]

5
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It is understood that the use of relational terms such as first
and second, ‘and the like, if any, are used solely to distinguish one
from another entity, item, or action without necessarily requiring
or implying any actual such relationship or crder between such entities,

items or actions.

It is further understood that much of the inventive functionality
and many of the inventive principles when implemented, are best
embodied in software, firmware, hardware, and/or any ccmbination
thereof, such as computer programs, software instructions executable
by a central processing unit (CPU) and/or application specific
Integrated Circuits, etc. It is expected that cone of ordinary skill,
notwithstanding possibly significant effort and many design choices
motivated by, for example, available time, current technology, and
economic considerations, when guided by the concepts and principles
disclosed herein will be readily capable of generating such programs,

instructions and/or ICs with minimal experimentation.

Hereinafter, the present invention will be described in detail with

reference to the accompanying drawings.

Fig. 1 is a flowchart illustrating a method for shading correcticn
according to one embodiment of the present invention. The method
comprises following steps as shown in Fig. 1: detecting background
pixels from an image I (Step 100), generating a lighting intensity
image from said detected background pixels (Step 200), and removing
shading by using said lighting intensity image (Step 300). Thus, a
shading-removed image O can be obtained according to the method of

the present invention.
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Hereinafter, those steps shown Fig. 1 will be described in further

detail with reference to the Figs. 2 to Fig.b5.

Figs. 2 and Fig.3 are exemplary flowcharts illustrating a step of
detecting the background pixels according to different embodiments

of the present invention, respectively.

At Step 100, the background pixels are detected from the original
image I. As shown in Fig. 2, in a particular embodiment of the

invention, the process at Step 100 may be performed as follow.

Firstly, a binary image A is generated from the image I (Step 110).
A binary image means an image whose pixels only include two kinds of
values, one representing foreground pixels and the other representing

background pixels.

Next, a first set of background pixels (denoted by setl) is
extracted from the whole or parts of image I by referring to the binary

image A as detected background pixels (Step 120).

In a further embodiment of the invention, Step 100 further comprises
a step of determining a lighting intensity range [T1l, T2] according
to setl (Step 130), and a step of extracting a second set of background
pixels (denoted by set2) from setl by extracting pixels whose lighting
intensities are in the lighting intensity range [T1, T2] (Step 140),
as shown in Fig. 3. In such a case, the second set of background pixels,
instead of the first set of background pixels, is treated as detected

background pixels.
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In some embodiments, the method according to the invention can be
executed by dividing the image into image blocks, as one skilled in

the art will understand from following detail descriptions.

Now, details of the Steps 110 though 140 will be further discussed

with reference to Figs. 2 and Fig.3.

A binary image A is generated from the original image I at Step
110. In a preferable embodiment of the present invention, the image
is divided into image blocks and then binarization is applied to each
image block so as to generate binary image blocks, which collectively
form the binary image A. Many local binarization methods can be applied

here, such as the well-known Ni-Black’s method.

For an image of a document (such as a paper document), it is more
applicable that the size of image blocks is set to the average character
size in the original image. In most cases, it is not necessary to
estimate the average character size in the image. A block size between
15 and 50 pixels are applicable for most images, according to the
inventor’s experiments. In one implementation of this invention, the
block size is set as 20 pixels. As a result, it can detect range of
text highly precisely so as to facilitate to detect background pixels

more accurately.

At Step 120, a first set of background pixels (denoted by setl)
is extracted from the whole or parts of image I by referring to the

binary image A.
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However, the inventors found that although most foreground pixels,
including characters or strokes, have been identified at Step 110,
some retained weak strokes which belong to the foreground are still
not separated from the background. That is to say, there might be some
foreground pixels not separated from the background pixels and
retained. If these retained foreground pixels are contained in the
detected background pixels for generating the lighting intensity image,

it may be less advantageous.

In addition, there may still be some certain noise pixels, which
are pixels with high lighting intensity and can be “salt and pepper”
noise, etc., in the extracted setl. If these noise pixels are contained
in the detected background pixels for generating the lighting

intensity image, it may be less advantageous, either.

In order to extract background pixels more accurately, it needs
more precise process on these background pixels which are extracted
by referring to the binary image A and may include retained foreground

pixels and/or noise pixels, which were not identified at Step 110.

To address this issue, in a more preferable embodiment of the
present invention, a lighting intensity range [T1, T2] is further
determined according to the first set (setl) of the background pixels
(Step 130) and then a second set (set2) of background pixels are
extracted based on the lighting intensity range [T1, T2] from the first
set of the background pixels (setl) (Step 140), which will be further

discussed hereinafter in detail.

Here, a lighting intensity range [T1, T2] is defined for detecting

9
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and removing retained foreground pixels formed by weak strokes or the
like. That is to say, the lighting intensity range is used to remove
retained foreground pixels in setl. Because there is no other prior
information, mean and variance are suitable references for determining

the intensity range.

Supposed that setl has n pixels and symbol Vi represents a gray
value of a pixel belonging to setl (the gray value may correspond to
the lighting intensity of the pixel). Generally, M is used to
represent lighting intensity mean of the gray values of the background
pixels of setl and o is used to represent lighting intensity variance
of gray values of the background pixels of setl, then, following

equations establish:

1 n
M—;;Vi

SeE

n

(D

(2)

The lower and upper bounds, T; and Tz, can be described by a function
with mean and variance, as shown in the following equation:

T=jfM,0) (3)
And in view of that a linear function is enough for most applications,
following equation will be obtained:

T=M+a*c (4)
where, the factor a is a constant value determined by confidence
intervals, and a confidence interval means an interval in which pixels
are ensured to be deemed as background pixels. Thus following equations
establish:

T,=M+a,*o (5)

T,=M+a,*o (6)
10
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where, T; < Tz, « €[-10] and @, €[0]1]. In one implementation of the
present invention, a,=0, «a,=05. In other embodiments of the
invention, other suitable functions may be adopted to determine the

lower and upper bounds, T; and T».

Then, the process proceeds to step 140 as illustrated in Fig. 3.

At step 140, a second set of background pixels (denoted by set2)
whose lighting intensities are in the lighting intensity range of [T1,
T2], are extracted from the setl such that the retained foreground

pixels and noise pixels are substantially removed.

Supposed that setl has n pixels, symbol i is used to represent a
pixel belonging to setl, and symbol V; represents the gray value of
the pixel i, which may correspond to the lighting intensity of the
pixel. Two thresholds, T; and T,, are defined at step 130. If Vy < Ty,
the pixel i is deemed as a foreground pixel. If V; > Ty, the pixel i
is deemed as a noise pixel. And if V; is in the lighting intensity
range of [T1, T2], the pixel i is accepted as a proper background pixel.
Applying such operations on setl, a second set of background pixels
(set2) which substantially only contains background pixels can be

obtained.

Hereinafter, another exemplary process for extracting setl and
determining the lighting intensity range [T1l, T2] according to the
present invention will be further discussed with reference to Fig.

4.

Fig. 4 is a flowchart illustrating a process of extracting a first

11
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set of background pixels from the image I and determining an intensity
range [T1, T2] of the first set of background pixels, according to

an embodiment of the present invention.

At Step 121, according to one preferable embodiment of the invention,
when extracting background pixels from an image I, the image I is
divided into at least one image block. In an embodiment, the image
is divided into P*Q image blocks (Step 121). In such a case, one would
obviously understand that If P =1 and Q = 1 the whole image is deemed
as one block. In a more preferable embodiment, the image is divided

into image blocks with same size.

For an image of a document (such as paper document), it is more
applicable that the size of image blocks is set to the average character
size in the original image I. Generally, there are some methods for
calculating the size of characters, such as Connected Component
Analysis (CCA), etc. However, in most cases, it is not necessary to
estimate the average character size in the image. A block size between
15 and 50 pixels are applicakble for most images, according to the
inventor’s experiments. In one implementation of the invention, the
block size is set as 20 pixels. It should be noted that above teachings
may also applies when dividing the image into image blocks as required

throughout the description.

Then, the process proceeds to Step 122.

At Step 122, a set of background pixels is extracted by referring
to the binary image A for each image blocks. Each specified pixel in
an image block is corresponding with a pixel in the binary image A.

12
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By referring to the binary image A, it is easy to label foreground
pixels and background pixels in a specified block. The extracted sets
of background pixels individually or collectively form the first set

of background pixels (setl). Then, the process proceeds to Step 130’.

Similarly to the step 130, a lighting intensity range [T1, T2] is
determined according to the extracted set of background pixels for

each image block at Step 130’.

Then, at Step 140’, a subset of background pixels is extracted from
the extracted set of background pixels according to the lighting
intensity range [T1l, T2] for each image block, as finally detected
background pixels. And said subsets of background pixels detected from
the image blocks may collectively form said second set of background
pixels (set2). In such a case, the above-mentioned weak characters
or strokes which are retained 1in the background pixels are

substantially removed.

Incidentally, in a preferable embodiment of the invention, said
dividing at step 121 can be the same as the dividing described above
with regard to the step 110, and more preferably, in this case, the
dividing of step 121 can be ignored such that the subsequent steps
such as 122, 130’ and 140" can be performed according to the image

blocks described above with regard to the step 110.

Hereinafter, an exemplary process for generating lighting
intensity image from said detected background pixels according to the

present invention will be described.
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After the background pixels are properly detected, a lighting
intensity image can be accordingly calculated from the background

pixels at Step 200.

In a preferable embodiment of the invention, the image can be
divided into at least one image block, and correspondingly, the
detected background pixels are divided. In an embodiment, the image
is divided into, for example, P1*Q1 image blocks. If Pl = 1 and Q1
= 1 the whole image is deemed as one block. In a more preferable

embodiment, the image is divided into image blocks with same size.

An average value of the lighting intensities of the detected
background pixels (setl or set2) contained in each image block is
calculated as an average background lighting intensity of the image
block. Supposed that, an image block has k detected background pixels,
symbol V; represents the gray value of a detected background pixel
i in the image block, symbol Vaverage represents the average background
lighting intensity of the image block, and symbol Mis used to represent
mean of the lighting intensities of the detected background pixels
of the image block, then it is established:

lk
v =M:;;Vi

average

(7)

Thus, the average background lighting intensities of the image
blocks are cobtained. Thereafter, a lighting intensity image can be
generated from the average background lighting intensities of the

image blocks.

Considering the resolution of the thus generated lighting intensity

image may not match that of the original image I in some cases, in

14
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a more preferable embodiment, the thus generated lighting intensity
image is further up-sampled, for example, bi-linear up-sampled, so
as to match the resolution of the original image I. That is to say,
the average background intensities are up-sampled (such as, bi-linear
up-sampled) to generate a lighting intensity image with the same size
as that of the original image I. For purpose of matching the resolution,
one skilled in the art will understand other appropriate measures can
be utilized in light of the teaching of the present invention. In this
case, the up-sampled background image may be considered as said
lighting intensity image for the original image I. And in a further
embodiment, the lighting intensity image is further smoothed to erase
noise or abnormal data by using some kind of smoothing method, such

as Gauss smoothing method.

It should be understood that said dividing at Step 200 is not
essential or necessary. In other embodiments of the present invention,
Step 200 can be performed with reference to the image blocks divided
at the previous Step 110 or 121 instead of dividing the image at Step
200. Hereinafter, an exemplary process in such a case will be

described in details with reference to Fig. 5

Fig. 5 is a flowchart illustrating an exemplary process for
generating a lighting intensity image for an image I, according to
one embodiment of the invention. Similarly to Step 121, 122, 130" and
140’ as illustrated in Fig. 4, the image I is divided into image blocks
(Step 121’), a set of background pixels is extracted for each image
block by referring to the binary image A (Step 122’), then a lighting
intensity range [Tl, T2] is determined from the extracted set of
background pixels for each image blocks (Step 130’’), thereafter, a

15
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subset of background pixels is extracted for each image block by
extracting pixels whose lighting intensity is in the lighting
intensity range [T1, T2] of the image block from the set of background
pixels extracted at Step 122’ for each image block (Step 140’ 7). Then,
an average background lighting intensity of the image block 1is
calculated as described above for each image block (Step 210).
Thereafter, a lighting intensity image can be generated from the
average background lighting intensities of the image blocks (Step

220) .

Hereinafter, a process of removing shadings by using the lighting
intensity image (step 300 shown in Fig. 1) according to an embodiment

of the present invention will be further discussed.

At Step 300, the shadings on the whole or parts of the image can

be removed by using said lighting intensity image.

In a particular embodiment of the present invention, supposed that,
the original image data is [I(x,y) and the lighting intensity image data
is M(x,y), then the shading-removed image data O(x,y), being an output
image, can be calculated by

O(x,y) =c*(I(x,y)/ M(x,y)) (8)
where, ¢ is a constant value which should ensure that O(x,y) falls in
a valid intensity range (e.g., for an 8-bit gray image, O(x,y) must
be within 0-255). The greater ¢ is, the brighter the output image will
be. In one implementation of the invention, ¢ is set as the maximum
lighting intensity in the original image. The shading-removed image
data O(x,y) can be obtained by performing the above-mentioned

calculation for each of pixels within the image I.

16
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In light of the disclosure of the present invention, one skilled
in the art would appreciate that other appropriate methods or

techniques can be applied at Step 300 to perform the shading-removing.

It should be noted that said generating a lighting intensity image
may refer to generating lighting intensity data from the background
pixels and does not necessarily mean actually generating a concrete
file as the lighting intensity image. Alternatively, in some cases,
it is also possible to generate a concrete file for the lighting

intensity image as required.

As an aspect of the invention, an apparatus for shading correction
on an image I, which has shadings on the whole or parts of the image,
is also provided. Fig. 6 is a block diagram illustrating an apparatus
for shading correction according to one embodiment of the invention.
As shown in Fig. 6, the apparatus comprises: a detecting module 600
for detecting background pixels from the image I, a generating module
700 for generating a lighting intensity image according to the detected
background pixels, and a shading-removing module 800 for removing

shadings from the image I by using the lighting intensity image.

In an apparatus according to some certain embodiments of the
invention, the image I can be divided into image blocks when detecting
background pixels from the image I and/or generating the lighting
intensity image, so as toperformsaiddetecting and/or said generating

based on the image blocks.

In a preferable embodiment of the invention, the detecting module

17
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600 can generate a binary image A from the image I, and then extract
a first set of background pixels from the whole or parts of image I

by referring to the binary image A, as detected background pixels.

In a more preferable embodiment of the invention, the detecting
module 600 for detecting background pixels from the image I can
determine a lighting intensity range [T1l, T2] according to the first
set of background pixels, and extract a second set of background pixels
from the first set of background pixels by extracting background pixels
whose lighting intensities are in the lighting intensity range [T1,
T2], as the detected background pixels instead of the first set of

background pixels.

In a more preferable embodiment of the invention, the detecting
module 600 can calculate lighting intensity mean M and lighting
intensity wvariance ¢ in the first set of background pixels, and

calculate Tl and T2 as follows:

h=M+a*c
I,=M+a,*c

a, €[-10] a, €[0]1]

where, and

In a more preferable embodiment of the invention, the detecting
module 600 can divides the image I into image blocks, and apply
binarization to each image block so as to generate respective binary
image block, the resulted binary image blocks collectively form the
binary image A. Thereafter, the detecting module 600 can extract
respective set of background pixels from the each image block by
referring to respective corresponding binary image block of the binary

image A, as detected background pixels.

18
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In a more preferable embodiment of the invention, the detecting
module 600 can divide the image I into image blocks, and extract a
respective set of background pixels from the each image block by

referring to the binary image A, as detected background pixels.

Incidentally, in a preferable embodiment of the invention, the
above mentioned two dividing by the detecting module 600 can be the
same, in this case, the latter one can be ignored such that the
subsequent processes can be executed based on the image blocks divided

as the former one.

In a more preferable embodiment of the invention, the detecting
module 600 for detecting background pixels from the image I can
determine a lighting intensity range [T1, T2] for each image block
according to the respective set of background pixels extracted from
the image block, and extract, from the respective set of background
pixels extracted for each image block, a subset of background pixels
whose lighting intensities are in the lighting intensity range [T1,
T2] of the image block, as the detected background pixels instead of

the first set of background pixels.

In a more preferable embodiment of the invention, the detecting
module 600 can calculate lighting intensity mean M and lighting
intensity variance ¢ inthe respective extracted subset of background
pixels for each image block, and calculate Tl and T2 for each image

block as above.

In a more preferable embodiment of the invention, the generating
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module 700 for generating lighting intensity image from said
background pixels can divide the image into image blocks, set an
average background lighting intensity of each image block as an average
value of lighting intensities of the detected background pixels in
the image block, and generate a lighting intensity image from the

average background lighting intensities of the image blocks.

Incidentally, in a preferable embodiment of the invention, the
above menticned dividing by the generating module 700 may be the same
as those by the detecting module 600, in this case, the dividing by
the generating module 700 can be ignored such that the subsequent
processes can be executed based on the image blocks divided as the
former one. In such a case that the image was divided into image blocks
in the detecting module as mentioned above, the generating module 700
for generating lighting intensity image from said background pixels
may set an average background lighting intensity of each image block
as an average value of lighting intensities of the detected background
pixels in the image block, and generate a lighting intensity image

from the average background lighting intensities of the image blocks.

In a more preferable embodiment of the invention, the image blocks

are of the same size.

In a more preferable embodiment of the invention, the generating
module 700 can generate a lighting intensity image with the same size
of said original image I by up-sampling, or by up-sampling and then

smoothing, the average background intensities of image blocks.

In a more preferable embodiment of the invention, the

20
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shading-removing module 800 for removing shadings on the image I by
using said lighting intensity image can calculate shading-removed
image dataO(x,y) by
O(x,y) =c*(I(x,y)/ M(x,))
where, I(x,y) represents the original image data, and M(x,y)

represents the lighting intensity image data.

From the present disclosure, it will be understood that the methods
and apparatuses, as well as the steps and modules thereof, according
to the invention can be embodied in software, firmware, hardware and/or

any combination thereof.

Figs. 7 to Fig.1l0 are figures illustrating the effects that the
present invention can achieve according to an experiment of the
invention. Fig. 7 is an original image with shadings for a paper
document which is photographed or scanned cor the like. Fig. 8 is a
binary image generated from the original image of Fig. 7 according
to an implementation of the invention. Fig. 9 is a lighting intensity
image which shows the lighting intensity distribution of the original
image of Fig. 7 estimated according to an implementation of the
invention. Fig. 10 is a shading-removed image of the original image
of Fig. 7, in which shadings on the image are removed according to
the implementation of the invention. As can be seen from Figs.7 to
Fig.10, the shadings on the image are substantially and accurately
removed, so that the text on the resulted shading-removed image may

be more accurately recognized, for example, by an OCR system.

It is further contemplated that the apparatuses and methods

according to various embodiments of the invention can be applicable
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at least to an OCR system, for example, a Digital Camera OCR system.

Fig. 11 illustrates a process for an OCR system in which the present
invention is applied. As shown in Fig. 11, at first, some document
materials, such as paper documents, books, etc., are shot by digital
camera, or scanned by a scanner, thus forming an electric version of
the document materials, for example, an image. Then, the image is
shading-corrected with a method or apparatus according to the
invention by which the shadings on the image are more accurately
removed, thus, a shading-removed image can be obtained. Then, a
conventional OCR process, including an additional binarization
process 1f necessary, can be applied to the shading-removed image so

that text content can be accurately recognized from the image.

While the embodiments of the invention have been described in detail
as above with reference to the accompanying drawings, it should be
understood that the drawings and detailed description thereto are not
intended to limit the present invention to the particular forms
disclosed, but on the contrary, the scope of the invention is only
defined by the appended claims and the equivalents thereof. Thus,
it is intended that all modifications, equivalents, and substitutions
or alternatives, which fall within the spirit and scope of the
invention as defined by the appended claims, are embraced by the

invention.
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What is claimed is:

1. A method of shading correction on an image (I) which
has shadings on the whole or parts of the image, comprising
steps of

detecting background pixels from the image (I),

generating a lighting intensity image according to the
detected background pixels, and

removing shadings from the image (I) by using the lighting

intensity image.

2. The method according to claim 1, wherein the image (I)
is divided into image blocks when performing the step of
detecting background pixels and/or the step of generating the
lighting intensity image, so as to perform the step of
detecting background pixels and/or the step of generating the

lighting intensity image based on the image blocks.

3. The method according to claim 1 or 2, wherein the step
of detecting background pixels from the image (I) further
comprises:

generating a binary image (A) from the image (I); and

extracting a first set of background pixels from the whole
or parts of image (I) by referring to the binary image (a),

as detected background pixels.

4. The method according to claim 3, wherein the step of
generating the binary image (A) from the image (I) further

comprises:

23



10

15

20

25

(44) JP 2010-191952 A 2010.9.2

dividing the image (I) into image blocks;

applying binarization to each image block so as to generate
respective binary image block, the resulted binary image
blocks collectively forming the binary image (A); and

wherein, the step of detecting background pixels from the
image (I) further comprises extracting respective set of
background pixels from the each image block by referring to
respective corresponding binary image block of the binary

image (A), as detected background pixels.

5. The method according to claim 3, wherein the step of
extracting the first set of background pixels from the whole
or parts of image (I) further comprises:

dividing the image(I) into image blocks; and

extracting respective set of background pixels from the
each image block by referring to the binary image (&), as

detected background pixels.

6. The method according toclaim 4 or 5, further comprising:

determining a lighting intensity range [T1l, T2] for each
image block according to the respective set of background
pixels extracted from the image block; and

extracting, from the respective set of background pixels
extracted for each image block, a subset of background pixels
whose lighting intensities are in the lighting intensity range
[T1l, T2] of the image block, as the detected background pixels

instead of the first set of background pixels.

7. The method according to claim 6, wherein the step of
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determining the lighting intensity range [T1, T2] further
comprising:

calculating lighting intensity mean M and lighting
intensity variance o in the extracted respective set of
background pixels for each image block;

calculating T; and T; for each image block as follows:

Ii=M+a,*oc

I,=M+a,*o

where, «, €[-10] and «, €[0,]].

8. The method according to claim 3, further comprising:

determining a lighting intensity range [T1l, T2] according
to the first set of background pixels; and

extracting a second set of background pixels fromthe first
set of background pixels by extracting background pixels whose
lighting intensities are in the lighting intensity range [T1,
T2], as detected background pixels instead of the first set

of background pixels.

8. The method according to claim 8, wherein the step of
determining the intensity range [T1l, T2] according to the
first set of background pixels further comprises:

calculating 1lighting intensity mean M and lighting
intensity variance ¢ in the first set of background pixels;

calculating T; and T, as follows:

IL=M+a*oc

I,=M+a,*c

where, «, €[-10] and «, €[0,1].
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10. The method according to claim 2, wherein the step of
generating lighting intensity image from the detected
background pixels further comprises:

setting an average background lighting intensity of each
image block as an average value of lighting intensities of
the detected background pixels in the image block; and

generating a lighting intensity image from the average

background lighting intensities of the image blocks.

11. The method according to claim 10, wherein the step of
generating a lighting intensity image from the average
background lighting intensities of the image blocks comprises
generating a lighting intensity image with the same size of
the image (I) by up-sampling, or by up-sampling and then
smoothing, the average background intensities of image

blocks.

12. An apparatus for shading correction on an image (I)
which has shadings on the whole or parts of the image,
comprising:

a detecting module for detecting background pixels from
the image (I),

a generating module for generating a lighting intensity
image according to the detected background pixels, and

a shading-removing module for removing shadings from the

image (I) by using the lighting intensity image.

13. The apparatus according to claim 12, wherein the image

(I) is divided into image blocks when detecting background
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pixels from the image (I) and/or generating the lighting
intensity image, so as to perform said detecting and/or said

generating based on the image blocks.

14. The apparatus according to claim 12 or 13, wherein the
detecting module is adapted for:

generating a binary image (A) from the image (I); and

extracting a first set of background pixels from the whole
or parts of image (I) by referring to the binary image (A),

as detected background pixels.

15. The apparatus according to claim 14, wherein the
detecting module is further adapted for:

dividing the image (I) into image blocks;

applying binarization to each image block sc as to generate
respective binary image block, the resulted binary image
blocks collectively forming the binary image (A) ; and

extracting respective set of background pixels from the
each image block by referring to respective corresponding
binary image block of the binary image (A), as detected

background pixels.

16. The apparatus according to claim 14, wherein the
detecting module is further adapted for:

dividing the image(I) into image blocks, and

extracting a respective set of background pixels from the
each image block by referring to the binary image (A), as

detected background pixels.
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17. The apparatus according to claim 15 or 16, wherein the
detecting module is further adapted for:

determining a lighting intensity range [T1l, T2] for each
image block according to the respective set of background
pixels extracted from the image block; and

extracting, from the respective set of background pixels
extracted for each image block, a subset of background pixels
whose lighting intensities are in the 1lighting intensity range
[T1, T2] of the image block, as the detected background pixels

instead of the first set of background pixels.

18. The apparatus according to claim 17, wherein the
determining the lighting intensity range [T1l, T2] further
comprises:

calculating 1lighting intensity mean M and lighting
intensity variance o 1in the extracted respective set of
background pixels for each image block;

calculating T; and T, for each image block as follows:

Li=M+a,*c

T,=M+a,*o

where, «a,€[-1,0] and a, €[0,]].

19. The apparatus according to claim 14, wherein the
detecting module is further adapted for:

determining a lighting intensity range [T1l, T2] according
to the first set of background pixels, and

extracting a second set of background pixels fromthe first
set of background pixels by extracting background pixels whose
lighting intensities are in the lighting intensity range [T1,
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T2], as the detected background pixels instead of the first

set of background pixels.

20. The apparatus according toc claim 19, wherein the
determining the intensity range ([T1l, TZ2] according to the
first set of background pixels further comprises:

calculating lighting intensity mean M and lighting
intensity variance o in the first set of background pixels;

calculating T; and T as follows:

Ti=M+a,*o

I,=M+a,*c

where, @, €[-1,0] and a, €[0,1].

21. The apparatus according to claiml3, wherein the
generating module is further adapted for:

setting an average background lighting intensity of each
image block as an average value of lighting intensities of
the detected background pixels in the image block; and

generating a lighting intensity image from the average

background lighting intensities of the image blocks.

22. The apparatus according to claim 21, wherein the
generating a lighting intensity image from the average
background lighting intensities of the image blocks comprises
generating a lighting intensity image with the same size of
the image (I) by up-sampling, or by up-sampling and then
smoothing, the average background intensities of image

blocks.
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[Abstract]

An apparatus and method for shading correction for images
which have shadings on the whole or parts of the images are
provided. The method comprises steps of: detecting background
pixels from the image I, generating a lighting intensity image
according to the detected background pixels, and removing
shadings from the image I by using the lighting intensity

image.

[Fig. 1 is suggested to accompany the Abstract.]
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