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Abstract Title: Auto-complete methods for spoken complete value entries

(57) A voice-enabled system (fig.4) for guiding a user through 
a particular task prompts a user to speak spoken 
complete value entry 120 (eg. workflow steps in a task, or 
credit card/vehicle identification numbers), receives a 
spoken subset of the complete long value 130 (eg. the 
first few digits of the number, the minimum number of 
such characters being pre-selected), compares this 
subset with all the possible complete entries in a 
suggestion list (received or compiled previously, 105), 
and predicts the intended complete value in order to 
automatically complete the entry 150. The user may be 
alerted should no list entry match the spoken subset, 
while correct predictions can be confirmed 160 or 
rejected by the user via eg. a graphical user interface. 
The mobile device (16, fig. 1) may notify a server (12) of 
the confirmation.
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AUTO-COMPLETE METHODS FOR SPOKEN COMPLETE VALUE ENTRIES

Cross-Reference to Priority Application
[0001] This application is a non-provisional application of

U.S. provisional application Ser. No. 62/206,884 for Auto­

Complete for Spoken Long Value Entry in a Speech Recognition 

System filed August 19, 2015, which is hereby incorporated by 

reference in its entirety.

Field of the Invention
[0002] The present invention relates to auto-complete 

methods, and more particularly, to auto-complete methods for 

spoken complete value entries.

Background
[0003] Voice-enabled systems help users complete assigned 

tasks. For example, in a workflow process, a voice-enabled 

system may guide users through a particular task. The task may 

be at least a portion of the workflow process comprising at 

least one workflow stage. As a user completes his/her assigned 

tasks, a bi-directional dialog or communication stream of 

information is provided over a wireless network between the 

user wearing a mobile computing device (herein, "mobile 

device") and a central computer system that is directing 

multiple users and verifying completion of their tasks. To 

direct the user's actions, information received by the mobile 

device from the central computer system is translated into 

speech or voice instructions for the corresponding user. To 
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receive the voice instructions and transmit information, the 

user wears a communications headset (also referred to herein 

as a "headset assembly" or simply a "headset") communicatively 

coupled to the mobile device.

[0004] The user may be prompted for a verbal response 

during completion of the task. The verbal response may be a 

string of characters, such as digits and/or letters. The 

string of characters may correspond, for example, to a credit 

card number, a telephone number, a serial number, a vehicle 

identification number, or the like. The spoken string of

characters (i.e., the verbal response^) may be referred to

herein as a "spoken complete value entryn

[0005] Unfortunately, speaking the spoken complete value

entry is often time-consuming and dif f 1 cult to speak

correctly, especially if the spoken complete value entry is 

long (i.e., the number of characters in the spoken string of 

characters is relatively large (referred to herein as a 

"spoken long value entry"). If errors in speaking the spoken 

complete value entry are made by the user (i.e., the speaker), 

conventional systems and methods often require that the user 

restart the spoken string, causing user frustration and being 

even more time-consuming.

[0006] Therefore, a need exists for auto-complete methods 

for spoken complete value entries, particularly spoken long 

value entries, and for use in a workflow process.
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Summary

[0007] An auto-complete method for a spoken complete value 

entry is provided, according to various embodiments of the 

present invention. A processor receives a possible complete 

value entry having a unique subset, prompts a user to speak 

the spoken complete value entry, receives a spoken subset of 

the spoken complete value entry, compares the spoken subset 

with the unique subset of the possible complete value entry, 

and automatically completes the spoken complete value entry to 

match the possible complete value entry if the unique subset 

matches the spoken subset. The spoken subset has a 

predetermined minimum number of characters.

[0008] An auto-complete method for a spoken complete value 

entry is provided, according to various embodiments of the 

present invention. A processor receives one or more possible 

complete value entries each having a unique subset, prompts a 

user to speak the spoken complete value entry, receives a 

spoken subset of the spoken complete value entry, compares the 

spoken subset with the unique subset of each possible complete 

value entry as choices, automatically completes the spoken 

complete value entry to match a possible complete value entry 

of the one or more possible complete value entries if the 

spoken subset matches the unique subset of the possible 

complete value entry, and confirms the automatically completed 

spoken complete value entry as the spoken complete value 
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entry. The spoken subset has a predetermined minimum number of 

characters .

[0009] An auto-complete method for a spoken complete value 

entry in a workflow process, according to various embodiments 

of the present invention. The method comprises receiving, by a 

processor, a voice assignment to perform the workflow process 

comprising· at least one workflow stage. The processor 

identifies a task that is to be performed by a user, the task 

being at least a portion of the workflow process. The 

processor receives a possible complete value entry having a 

unique subset and prompts a user to speak the spoken complete 

value entry. The processor receives a spoken subset of the 

spoken complete value entry. The spoken subset has a 

predetermined minimum number of characters. The processor 

compares the spoken subset with the unique subset of the 

possible complete value entry and confirms the automatically 

completed spoken complete value entry as the spoken complete 

value entry.

[0010] The foregoing illustrative summary, as well as other 

exemplary objectives and/or advantages of the present 

invention, and the manner in which the same are accomplished, 

are further explained within the following detailed 

description and its accompanying drawings.

4



Brief Description of the Drawings
[0011] FIG. 1 is a simplified block diagram of a system in 

which an auto-complete method for spoken complete value 

entries may be implemented, according to various embodiments;

[0012] FIG. 2 is a diagrammatic illustration of hardware 

and software components of an exemplary server of the system 

of FIG. 1, according to various embodiments;

[0013] FIG. 3 is an illustration of the mobile computing 

system of the system of FIG. 1, depicting a mobile computing 

device and an exemplary headset that may be worn by a user 

performing a task in a workflow process, according to various 

embodiments;

[0014] FIG. 4 is a diagrammatic illustration of hardware 

and software components of the mobile computing device and the 

headset of FIG. 3, according to various embodiments; and 

[0015] FIG. 5 is a flow diagram of an auto-complete method 

for spoken complete value entries, according to various 

embodiments .

Detailed Description

[0016] Various embodiments are directed to auto-complete 

methods for spoken complete value entries. According to 

various embodiments, the spoken complete value entry that a 

user intends to speak is predicted after only a predetermined 
5



minimum number of characters (a spoken subset) have been 

spoken by the user. The spoken complete value entry is longer 

and harder to speak than the spoken subset thereof. Various 

embodiments speed up human-computer interactions. Various 

embodiments as described herein are especially useful for 

spoken long value entries as hereinafter described, and for 

use in workflow processes, thereby improving workflow 

efficiencies and easing worker frustration.

[0017] As used herein, the "spoken complete value entry" 

comprises a string of characters. As used herein, the term 

"string" is any finite sequence of characters (i.e., letters, 

numerals, symbols and punctuation marks). Each string has a 

length, which is the number of characters in the string. The 

length can be any natural number (any positive integer, but 

excluding zero). For numerals, valid entry values may be 0-9. 

For letters, valid entry values may be A-Z. Of course, in 

languages other than English, valid entry values may be 

different. The number of characters in a spoken complete value 

entry is greater than the number of characters in the spoken 

subset thereof as hereinafter described. As noted previously, 

the number of characters in the string of characters of the 

spoken complete value entry comprising a spoken long value 

entry is relatively large. Exemplary spoken complete value 

entries may be credit card numbers, telephone numbers, serial 

numbers, vehicle identification numbers, or the like.
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[0018] Referring now to FIG. 1, according to various 

embodiments, an exemplary system 10 is provided in which an 

auto-complete method 100 for a spoken complete value entry may 

be implemented. The exemplary depicted system comprises a 

server 12 and a mobile computing system 16 that are configured 

to communicate through at least one communications network 18. 

The communications network 18 may include any collection of 

computers or communication devices interconnected by 

communication channels. The communication channels may be 

wired or wireless. Examples of such communication networks 18 

include, without limitation, local area networks (LAN), the 

internet, and cellular networks.

[0019] FIG. 2 is a diagrammatic illustration of the 

hardware and software components of the server 12 of system 10 

according to various embodiments of the present invention. The 

server 12 may be a computing system, such as a computer, 

computing device, disk array, or programmable device, 

including a handheld computing device, a networked device 

(including a computer in a cluster configuration), a mobile 

telecommunications device, a video game console (or other 

gaming system), etc. As such, the server 12 may operate as a 

multi-user computer or a single-user computer. The server 12 

includes at least one central processing unit (CPU) 30 coupled 

to a memory 32. Each CPU 30 is typically implemented in 

hardware using circuit logic disposed on one or more physical 

7



integrated circuit devices or chips and may be one or more 

microprocessors, micro-controllers, FPGAs, or ASICs. Memory 32 

may include RAM, DRAM, SRAM, flash memory, and/or another 

digital storage medium, and also typically implemented using 

circuit logic disposed on one or more physical integrated 

circuit devices, or chips. As such, memory 32 may be 

considered to include memory storage physically located 

elsewhere in the server 12, e.g., any cache memory in the at 

least one CPU 30, as well as any storage capacity used as a 

virtual memory, e.g., as stored on a mass storage device 34, 

another computing system (not shown), a network storage device 

(e.g., a tape drive) (not shown), or another network device 

(not shown) coupled to the server 12 through at least one 

network interface 36 (illustrated and referred to hereinafter 

as "network I/F" 36) by way of the communications network 18.

[0020] The server 12 may optionally (as indicated by dotted 

lines in FIG. 2) be coupled to at least one peripheral device 

through an input/output device interface 38 (illustrated as, 

and hereinafter, "I/O I/F" 38) . In particular, the server 12 

may receive data from a user through at least one user 

interface 40 (including, for example, a keyboard, mouse, a 

microphone, and/or other user interface) and/or outputs data 

to the user through at least one output device 42 (including, 

for example, a display, speakers, a printer, and/or another 

output device). Moreover, in various embodiments, the I/O I/F
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38 communicates with a device that is operative as a user 

interface 40 and output device 42 in combination, such as a 

touch screen display (not shown).

[0021] The server 12 is typically under the control of an

operating system 44 and executes or otherwise relies upon 

various computer software applications, sequences of 

operations, components, programs, files, objects, modules, 

etc., according to various embodiments of the present 

invention. In various embodiments, the server 12 executes or 

otherwise relies on one or more business logic applications 46 

that are configured to provide a task message/task instruction 

to the mobile computing system 16. The task message/task 

instruction is communicated to the mobile computing system 16 

for a user thereof (such as a warehouse worker) to, for 

example, execute a task in at least one workflow stage of a 

workflow process.

[0022] Referring now to FIG. 3, according to various 

embodiments, the mobile computing system comprises a mobile 

computing device communicatively coupled to a headset. The 

mobile computing device may comprise a portable and/or 

wearable mobile computing device 70 worn by a user 76, for 

example, such as on a belt 78 as illustrated in the depicted 

embodiment of FIG. 4. In various embodiments, the mobile 

computing device may be carried or otherwise transported, on a 

vehicle 74 (FIG. 4) used in the workflow process.
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[0023] According to various embodiments, FIG. 3 is a

diagrammatic illustration of at least a portion of the 

components of the mobile computing device 70 according to 

various embodiments. The mobile computing device 70 comprises 

a memory 92 and a program code resident in the memory 92 and a 

processor 90 communicatively coupled to the memory 92. The 

mobile computing device 70 further comprises a power supply 

98, such as a battery, rechargeable battery, rectifier, and/or 

another power source and may comprise a power monitor 75.

[0024] The processor 90 of the mobile computing device 70 

is typically implemented in hardware using circuit logic 

disposed in one or more physical integrated circuit devices, 

or chips. Each processor may be one or more microprocessors, 

micro-controllers, field programmable gate arrays, or ASICs, 

while memory may include RAM, DRAM, SRAM, flash memory, and/or 

another digital storage medium, and that is also typically 

implemented using circuit logic disposed in one or more 

physical integrated circuit devices, or chips. As such, memory 

is considered to include memory storage physically located 

elsewhere in the mobile computing device, e.g., any cache 

memory in the at least one processor, as well as any storage 

capacity used as a virtual memory, e.g., as stored on a mass 

storage device, a computer, and/or or another device coupled 

to the mobile computing device, including coupled to the 

mobile computing device through at least one network I/F 94 by 
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way of the communications network 18. The mobile computing 

device 70, in turn, couples to the communications network 18 

through the network I/F 94 with at least one wired and/or 

wireless connection.

[0025] Still referring to FIGS. 3 and 4, according to

various embodiments, the mobile computing system 16 may 

further comprise a user input/output device, such as the 

headset 72. The headset 72 may be used, for example, in voice- 

enabled workflow processes. In various embodiments, the user 

76 may interface with the mobile computing device 70 (and the 

mobile computing device interfaces with the user 76) through 

the headset 72, which may be coupled to the mobile computing 

device 70 through a cord 80. In various embodiments, the 

headset 72 is a wireless headset and coupled to the mobile 

computing device through a wireless signal (not shown). The 

headset 72 may include one or more speakers 82 and one or more 

microphones 84. The speaker 82 is configured to play audio

(e.g., such as speech output associated with a voice dialog to 

instruct the user 76 to perform a task, i.e., a "voice 

assignment"), while the microphone 84 is configured to capture 

speech input from the user 76 (e.g., such as for conversion to 

machine readable input). The speech input from the user 76 may 

comprise a verbal response comprising the spoken complete 

value entry. As such, and in some embodiments, the user 7 6 

interfaces with the mobile computing device 70 hands-free 
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through the headset 72. The mobile computing device 70 is 

configured to communicate with the headset 72 through a 

headset interface 102 (illustrated as, and hereinafter, 

"headset I/F" 102), which is in turn configured to couple to 

the headset 72 through the cord 80 and/or wirelessly. For 

example, the mobile computing device 70 may be coupled to the 

headset 72 through the BlueTooth® open wireless technology 

standard that is known in the art.

[0026] Referring now specifically to FIG. 3, in various 

embodiments, the mobile computing device 70 may additionally 

include at least one input/output interface 96 (illustrated 

as, and hereinafter, "I/O I/F" 96) configured to communicate 

with at least one peripheral 113 other than the headset 72. 

Exemplary peripherals may include a printer, a headset, an 

image scanner, an identification code reader (e.g., a barcode 

reader or an RFID reader), a monitor, a user interface (e.g., 

keyboard, keypad), an output device, a touch screen, to name a 

few. In various embodiments, the I/O I/F 96 includes at least 

one peripheral interface, including at least one of one or 

more serial, universal serial bus (USB), PC Card, VGA, HDMI, 

DVI, and/or other interfaces (e.g., for example, other 

computer, communicative, data, audio, and/or visual 

interfaces) (none shown). In various embodiments, the mobile 

computing device 70 may be communicatively coupled to the 

peripheral (s) 110 through a wired or wireless connection such 
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as the BlueTooth® open wireless technology standard that is 

known in the art.

[0027] The mobile computing device 70 may be under the control 

and/or otherwise rely upon various software applications, 

components, programs, files, objects, modules, etc. (herein 

the "program code" that is resident in memory 92) according to 

various embodiments of the present invention. This program 

code may include an operating system 104 (e.g., such as a

Windows Embedded Compact operating system as distributed by 

Microsoft Corporation of Redmond, Wash.) as well as one or 

more software applications (e.g., configured to operate in an 

operating system or as "stand-alone" applications) .

[0028] In accordance with various embodiments, the program 

code may include a prediction software program as hereinafter 

described. As such, the memory 92 may also be configured with 

one or more task applications 106. The one or more task 

applications 106 process messages or task instructions (the 

"voice assignment") for the user 76 (e.g., by displaying

and/or converting the task messages or task instructions into 

speech output) . The one or more task application (s) 106 

implement a dialog flow. The task application (s) 106 

communicate with the server 12 to receive task messages or 

task instructions. In turn, the task application (s) 106 may

capture speech input for subsequent conversion to a useable 

digital format (e.g., machine readable input) by
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application (s) 46 to the server 12 (e.g., to update the 

database 48 of the server 12). As noted previously, the speech 

input may be a spoken subset or user confirmation as 

hereinafter described. In the context of a workflow process, 

according to various embodiments, the processor of the mobile 

computing device may receive a voice assignment to perform the 

workflow process comprising at least one workflow stage. The 

processor may identify a task that is to be performed by a 

user, the task being at least a portion of the workflow 

process .

[0029] Referring now to FIG. 5, according to various 

embodiments, the auto-complete method 100 for spoken complete 

value entries comprises collecting one or more possible 

complete value entries (step 105). The possible complete value 

entries may be collected from common responses defined by the 

user or system 10, (verbal) responses expected to be received 

from the user in a particular context (e.g., the workflow 

process, the least one workflow stage, and/or the particular 

task being performed by the user. The possible complete value 

entries can be based on other options. The possible complete 

value entries may be stored in the memory of the server or the

performed at any time prior to receiving the possible complete

memory of the mobile computing device and used to form a

suggestion list for purposes as hereinafter described. The

collection of one or more possible value entries may be
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value entry (step 110) as hereinafter described. It is be 

understood that the collection of the one or more possible 

value entries may only need to be performed once with the 

suggestion list prepared therefrom as hereinafter described 

used multiple times.

[0030] In the context of a performing a workflow process, 

when the host system (server) sends down the voice assignment, 

it can optionally send the list of possible responses (or 

expected responses) to the mobile device.

[0031] Still referring to FIG. 5, according to various 

embodiments, the auto-complete method 100 for spoken complete 

value entries comprises receiving a possible complete value 

entry having a unique subset (step 110) . The processor 90 of 

the mobile computing· device 7 0 is configured to receive the 

possible complete long value entry having the unique subset 

from the server 12 or elsewhere (e.g., its own memory). 

Receiving a possible complete value entry comprises receiving 

the one or more possible complete value entries in the 

suggestion list. Each of the possible complete value entries 

has a unigue subset configured to match with a particular 

spoken subset as hereinafter described. The unique subset is a 

predetermined portion of the possible complete value entry. 

The number of characters in a unique subset is less than the 

number of characters in the possible complete value entry. The 

unique subsets of the possible complete value entries may be
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stored in the memory of the server or the memory of the mobile

computing device.

[0032] For example only, the user may be assigned the task 

of inspecting vehicles in a workflow process. Prior to each 

vehicle inspection, the user may be prompted to speak the 

vehicle identification number (VIN) of the particular vehicle. 

In this exemplary context, the vehicle identification number 

of each of the vehicles to be inspected may be considered 

exemplary expected responses to be received in the context of 

the particular workflow process, the at least one workflow 

stage, and/or the particular task being performed by the user. 

The vehicle identification numbers may thus be possible 

complete value entries in the suggestion list.

[0033] Still referring to FIG. 5, according to various 

embodiments, the auto-complete method 100 for spoken complete 

value entries comprises prompting a user to speak a spoken 

complete value entry (step 120) . The processor of the mobile 

computing device is configured to prompt the user to speak the 

complete value entry. For example, the server 12 transmits 

task messages or task instructions to the mobile computing

device 70 to perform a task. The proC Θ s s c> l·? 90 of the mobile

computing dej i q θ 7 0 receives the task messages o r task

instructions from the server 12 and prom.]pts the user f o r a

spoken complete value■ entry. While task messages ar>d task

instructions nave bee:n described as ble oreludes for a
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spoken complete value entry : 

understood that the processor 

device 7 0 may prompt the user 

entry that does not involve a 

prompt may be tor a credit card, 

etc .

:rom the user, it is to be

90 of the mobile computing

for a spoken complete value 

task at all. For example, a 

number, a phone number, a VIN,

[0034] Still referring to FIG. 5, according to various 

embodiments, the auto-complete method 100 for spoken complete 

value entries comprises receiving a spoken subset of the 

spoken complete value entry (step 130) . When prompted for the 

spoken complete value entry (step 120), the user begins 

speaking the complete value entry (i.e., the string of 

characters that make up the complete value entry). The 

processor of the mobile computing device receives the spoken 

subset from the headset when the user speaks into the one or 

more microphones of the headset. The spoken subset comprises a 

predetermined minimum number of characters of the complete 

value entry. The number of characters in a spoken complete 

value entry is greater than the number of characters in the 

spoken subset thereof. The predetermined minimum of characters 

(i.e., the spoken subset) comprises one or more sequential 

characters in the string of characters of the spoken complete 

long value. The predetermined minimum number of characters in 

the spoken subset may be (pre) determined in order to 

differentiate between possible complete value entries having 
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at least one common character. For example, the suggestion 

list of possible complete value entries may include the 

following three possible complete value entries: 

1234567890222222222, 1245678903111111111, 1345678900200000000. 

In this example, as two of the possible complete value entries 

share the first characters 1 and 2, the predetermined minimum 

of characters of the spoken subset may be three. The 

predetermined number of characters may be selected in a field 

provided by the prediction software program.

[0035] Still referring to FIG. 5, according to various 

embodiments, the auto-complete method 100 for spoken complete 

value entries comprises comparing the spoken subset with the 

unique subset of the possible complete value entry (step 140). 

The processor of the mobile computing device compares the 

spoken subset with the unique subset of the possible complete 

value entry. After the predetermined minimum number of 

characters (i.e., the spoken subset) has been spoken by the 

user, the processor compares the spoken subset against the 

possible complete value entries in the suggestion list. More 

particularly, the processor, configured by the prediction 

software program, compares the spoken subset against the 

unique subset of each of the possible complete value entries. 

The prediction software program predicts the spoken complete 

value entry that a user intends to speak after only the 

predetermined minimum number of characters (i.e., the spoken 
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subset) has been spoken by the user. The prediction software 

program predicts the complete value entry by matching the 

spoken subset with the unique subset of the one or more 

possible complete value entries. It is to be understood that 

the greater the predetermined number of characters in the 

spoken subset (and in the unigue subset), the suggestion of 

the spoken complete value entry is more apt to be correct. The 

complete value entry is the possible complete value entry 

having the unique subset that matches (i.e., is the same as) 

the spoken subset of the complete value entry. The unique 

subset and the spoken subset "match" by having the same 

characters, in the same order, and in the same position, i.e., 

the unique subset and the spoken subset are identical.

[0036] Still referring to FIG. 5, according to various 

embodiments, the auto-complete method 100 for spoken complete 

value entries comprises automatically completing the spoken 

complete value entry (step 150) . The spoken complete value 

entry is automatically completed (an "automatically completed 

spoken complete value entry") to match the possible complete 

value entry if the possible complete value entry having the 

unique subset that matches the spoken subset is included in 

the suggestion list and the unique subset thereof matches the

spoken subset. the spoken subset that the user speaks does

match the unique subset of a least one of
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may alert the user that the spoken subset may be incorrect.

[0037] Still referring to FIG. 5, according to various 

embodiments, the auto-complete method 100 for spoken complete 

value entries continues by confirming the auto-completed 

spoken complete value entry with the user (i.e., that the 

auto-completed spoken complete value entry matches the spoken 

complete value entry that the user intended to speak when 

prompted in step 120) (step 160) . The auto-completed spoken 

complete value entry is a suggestion for the spoken complete 

value entry. The processor of the mobile computing device 

confirms the auto-completed spoken complete value entry by 

speaking back the spoken complete value entry. After the 

mobile computing device (more particularly, the processor 

thereof) speaks back the auto-completed spoken complete value 

entry, the mobile computing device may ask the user for user 

confirmation that the suggestion (the auto-completed spoken 

complete value entry as spoken back by the mobile computing 

device) is correct.

[0038] The user may accept or decline the suggestion. The user

may ac:cept or decline the suggestion in a number of ways

( θ · g · r by the graphical user interface). If the suggestion is

accepted, the auto-complete method 100 for a spoken complete 

value entry ends. More specifically, the mobile computing 

device may send a signal to the server 12 that the auto­
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completed spoken complete value entry has been confirmed. The 

server 12 (more particularly, the business logic application 

thereof) may then repeat method 100 for another spoken 

complete value entry.

[0039] If the suggestion is declined by the user, at least the 

comparing and automatically completing steps may be repeated 

until the user accepts the suggestion. According to various 

embodiments, if the suggestion is declined by the user (i.e., 

the user does not confirm the automatically completed spoken 

complete value entry as the spoken complete value entry), the 

method further comprises removing the possible complete value 

entry from the suggestion list so it will not be used again to 

(incorrectly) automatically complete the spoken value entry 

(step 170) .

[0040] If the suggestion is neither accepted nor declined, the 

processor 90 may be further configured to generate and 

transmit to the user 7 6 an alert. The alert may comprise an 

audible sound, a visual indication, or the like. Additionally, 

or alternatively, the business logic application may stop 

until the suggestion is accepted or declined (e.g., the server 

may discontinue sending task messages and task instructions 

until the suggestion is accepted or declined).

[0041] Based on the foregoing, it is to be appreciated that 

various embodiments provide auto-correct methods for spoken 

complete value entries. Various embodiments speed up human­
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computer interactions. Various embodiments as described herein 

are especially useful for spoken long value entries and for 

use in workflow processes, improving workflow efficiencies and 

easing worker frustration.

[0042] A person having ordinary skill in the art will 

recognize that the environments illustrated in FIGS. 1 through 

4 are not intended to limit the scope of various embodiments 

of the present invention. In particular, the server 12 and the 

mobile computing system 16 may include fewer or additional 

components, or alternative configurations, consistent with 

alternative embodiments of the present invention. Thus, a 

person having skill in the art will recognize that other 

alternative hardware and/or software environments may be used 

without departing from the scope of the present. For example, 

a person having ordinary skill in the art will appreciate that 

the server 12 and mobile computing system 16 may include more 

or fewer applications disposed therein. As such, other 

alternative hardware and software environments may be used 

without departing from the scope of embodiments of the 

present. Moreover, a person having ordinary skill in the art 

will appreciate that the terminology used to describe various 

pieces of data, task messages, task instructions, voice 

dialogs, speech output, speech input, and machine readable 

input are merely used for purposes of differentiation and are 

not intended to be limiting. The routines executed to 
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implement the embodiments of the present invention, whether 

implemented as part of an operating system or a specific 

application, component, program, object, module or sequence of 

instructions executed by one or more computing systems will be 

referred to herein as a "sequence of operations," a "program 

product," or, more simply, "program code." The program code 

typically comprises one or more instructions that are resident 

at various times in various memory and storage devices in a 

computing system (e.g., the server 12 and/or mobile computing 

system 16), and that, when read and executed by one or more 

processors of the mobile computing system, cause that 

computing system to perform the steps necessary to execute 

steps, elements, and/or blocks embodying the various aspects 

of the present.

[0043] While the present invention has and hereinafter will 

be described in the context of fully functioning computing 

systems, those skilled in the art will appreciate that the 

various embodiments of the present are capable of being 

distributed as a program product in a variety of forms, and 

that the present applies equally regardless of the particular 

type of computer readable media used to actually carry out the 

distribution. Examples of computer readable media include but 

are not limited to physical and tangible recordable type media 

such as volatile and nonvolatile memory devices, floppy and 

other removable disks, hard disk drives, optical disks (e.g.,
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CD-ROM's, DVD's, Blu-Ray disks, etc.), among others. In 

addition, various program code described hereinafter may be 

identified based upon the application or software component 

within which it is implemented in a specific embodiment of the 

present. However, it should be appreciated that any particular 

program nomenclature that follows is used merely for 

convenience, and thus the present should not be limited to use 

solely in any specific application identified and/or implied 

by such nomenclature. Furthermore, given the typically endless 

number of manners in which computer programs may be organized 

into routines, procedures, methods, modules, objects, and the 

like, as well as the various manners in which program 

functionality may be allocated among various software layers 

that are resident within a typical computer (e.g., operating 

systems, libraries, APIs, applications, applets, etc.), it 

should be appreciated that the present is not limited to the 

specific organization and allocation of program functionality 

described herein.

[0044] In the specification and/or figures, typical 

embodiments of the invention have been disclosed. The present 

invention is not limited to such exemplary embodiments. The 

use of the term "and/or" includes any and all combinations of 

one or more of the associated listed items. The figures are 

schematic representations and so are not necessarily drawn to 

scale. Unless otherwise noted, specific terms have been used 
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in a generic and descriptive sense and not for purposes 

of limitation.

The numbered paragraphs below form part of the disclosure :

1. An auto-complete method for a spoken complete value 

entry comprising, by a processor:

receiving a possible complete value entry having a unique 

subset;

prompting a user to speak the spoken complete value 

entry;

receiving a spoken subset of the spoken complete value 

entry, the spoken subset having a predetermined minimum number 

of characters;

comparing the spoken subset with the unique subset of the 

possible complete value entry; and

automatically completing the spoken complete value entry 

to match the possible complete value entry if the unique 

subset matches the spoken subset.

2. The auto-complete method according to 1, wherein 

receiving the possible complete value entry comprises 

receiving a suggestion list of one or more possible complete 

value entries, each possible complete value entry having a 

unique subset.
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3. The auto-complete method according to 2, wherein 

comparing the spoken subset with the unique subset of the 

possible complete value entry comprises comparing the spoken 

subset with the unique subset of each possible complete value 

entry.

4. The auto-complete method according to 2, further 

comprising generating and transmitting an alert if the spoken 

subset does not match the unique subset of the possible 

complete value entry or at least one of the possible complete 

value entries.

5. The auto-complete method according to 2, wherein 

prior to receiving the possible complete value entry, the 

method further comprises collecting the possible complete 

value entries from at least one of common responses and 

responses expected to be received from a user in a particular 

context.

6. The auto-complete method according to 2, further 

comprising prompting the user to confirm the automatically 

completed spoken value entry as the spoken complete value 

entry, the automatically completed spoken complete value entry 

comprising a suggestion.

7. The auto-complete method according to 6, wherein 

prompting the user to confirm the automatically completed 

spoken complete value entry comprises reading back the
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automatically completed spoken complete value entry to the 

user.

8. The auto-complete method according to 7, wherein the 

user accepts or declines the suggestion, and if the user 

declines the suggestion, the method further comprises 

repeating, in order, at least the comparing and automatically 

completing steps.

9. The auto-complete method according to 6, wherein 

the user accepts or declines the suggestion, and if the user 

declines the suggestion, the method further comprises removing 

the possible complete value entry from the suggestion list.

10. An auto-complete method for a spoken complete value 

entry comprising, by a processor:

receiving one or more possible complete value entries 

each having a unique subset;

prompting a user to speak the spoken complete value 

entry;

receiving a spoken subset of the spoken complete value 

entry, the spoken subset having a predetermined minimum number 

of characters;

comparing the spoken subset with the unique subset of 

each possible complete value entry as choices;

automatically completing the spoken complete value entry 

to match a possible complete value entry of the one or more 

27



possible complete value entries if the spoken subset matches 

the unique subset of the possible complete value entry; and

confirming the automatically completed spoken complete 

value entry as the spoken complete value entry.

11. The auto-complete method according to 10, further 

comprising generating and transmitting an alert if the spoken 

subset does not match the unique subset of at least one of the 

one or more possible complete value entries.

12. The auto-complete method according to 10, wherein 

prior to receiving the possible complete value entry, the 

method further comprises collecting the one or more possible 

complete value entries from at least one of common responses 

and responses expected to be received from the user in a 

particular context.

13. The auto-complete method according to 10, wherein 

the automatically completed spoken complete value entry 

comprises a suggestion for the user to accept or decline, and 

if the user declines the suggestion, the method further 

comprises repeating, in order, at least the comparing and 

automatically completing steps.

14. The auto-complete method according to 10, wherein 

confirming the automatically completed spoken complete value 

entry as the spoken complete value entry comprises reading 

back the automatically completed spoken complete value entry 

to the user.
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15. The auto-complete method according to 10, wherein 

the automatically completed spoken complete value entry 

comprises a suggestion for the user to accept or decline, and 

if the user declines the suggestion, the method further 

comprises removing the possible complete value entry from the 

suggestion list.

16. An auto-complete method for a spoken complete value 

entry in a workflow process, the method comprising:

receiving, by a processor, a voice assignment to perform 

the workflow process comprisincf at least one workflow stage;

identifying, by the processor, a task that is to be 

performed by a user, the task being at least a portion of the 

workflow’ process;

receiving, by the processor, a possible complete value 

entry having a unique subset;

prompting a user to speak the spoken complete value 

entry;

receiving a spoken subset of the spoken complete value 

entry, the spoken subset having a predetermined minimum number 

of characters;

comparing the spoken subset with the unique subset of the 

possible complete value entry; and

confirming the automatically completed spoken complete 

value entry as the spoken complete value entry.
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17. The auto-complete method according to 16, wherein 

receiving the possible complete value entry comprises 

receiving a suggestion list of one or more possible complete 

value entries, each possible complete value entry having a 

unique subset and comparing the spoken subset with the unique 

subset of the possible complete value entry comprises 

comparing the spoken subset with the unique subset of each 

possible complete value entry.

18. The auto-complete method according to 16, wherein 

prior to receiving the possible complete value entry, the 

method further comprises collecting the possible complete 

value entry from at least one of a common response and a 

response expected to be received in a context of performing at 

least one of the workflow process, the at least one workflow 

stage, and the task.

19. The auto-complete method according to 17, wherein 

the automatically completed spoken complete value entry 

comprises a suggestion for the user to accept or decline, and 

if the user declines the suggestion, the method further 

comprises removing the possible complete value entry from the 

suggestion list.
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Claims

1. An auto-complete method comprising:

processing, by a task application, a voice assignment to 

perform a workflow process by a user;

displaying, based on an instruction from the task 

application, a task instruction of the workflow process, that 

prompts a request to the user to speak an information 

including a set of spoken language characters;

receiving at the task application, from a microphone of a 

headset, a speech input in form of a verbal response from the 

user, the verbal response comprising a subset of spoken 

language characters;

converting, the subset of spoken language characters of 

the verbal response to a digital format;

comparing the converted subset of spoken language 

characters with a pre-stored list of possible complete value 

entries that can be used for auto-completion, wherein each 

possible complete value entry in the list of possible complete 

value entries comprises a set of characters;

determining based on the comparison, the converted subset 

of spoken language characters to match with a unique subset of 

characters from the set of characters, wherein the unique 

subset of characters represents a possible complete value 

entry, from amongst the possible complete value entries;
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automatically completing the subset of spoken language 

characters to match the information, using characters from the 

possible complete value entry; and

displaying the information based on the automatic 

completion, wherein the subset of spoken language characters 

includes a predetermined minimum number of sequential 

characters, determined so as to differentiate amongst each of 

the possible complete value entries.

2. The auto-complete method according to claim 1, 

further comprising, receiving the list of possible complete 

value entries wherein each possible complete value entry in 

the list includes a unique subset of characters.

3. The auto-complete method according to claim 2, 

wherein comparing the converted subset of spoken language 

characters comprises comparing the converted subset of spoken 

language characters with a unique subset of set of characters 

of each possible complete value entry from amongst the 

possible complete value entries.

4. The auto-complete method according to claim 1, 

comprising generating and transmitting an alert if the subset 

of spoken language characters does not match the unique subset 

of characters from the set of characters of the possible 

complete value entry or at least one of the possible complete 

value entries.

32



5. The auto-complete method according to claim 1, 

comprising receiving the possible complete value entries based 

on collecting the possible complete value entries from at 

least one of common responses and responses expected to be 

received from the user in a particular context.

6. The auto-complete method according to claim 1, 

further comprising prompting the user to confirm the 

automatically completed subset of spoken language characters 

as the information.

7. The auto-complete method according to claim 6, 

wherein prompting the user to confirm the automatically 

completed subset of spoken language characters comprises 

reading back the automatically completed subset of spoken 

language characters by the user.

8. The auto-complete method according to claim 1, 

comprising, displaying, on a graphical user interface, the 

automatically completed subset of spoken language characters 

as a suggestion; and receiving one of a user acceptance or 

user declining of the suggestion.

9. The auto-complete method according to claim 8, 

wherein upon receiving the user decline the method further 

comprises: repeating, in order, at least the comparing and 

automatically completing steps and removing the possible 

complete value entry from a suggestion list.
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10. An auto-complete method comprising:

processing, by a task application, a voice assignment 

to perform a workflow process by a user;

displaying, based on an instruction from the task 

application, a task instruction of the workflow process, that 

prompts a request to the user to speak an information 

comprising set of spoken language characters ;

receiving at the task application a speech input in form 

of a verbal response comprising a subset of spoken language 

characters;

converting, the subset of spoken language characters of 

the verbal response to a digital format;

comparing the converted subset of spoken language 

characters with a pre-stored list of possible complete value 

entries that can be used for auto-completion, wherein each 

possible complete value entry in the list of possible complete 

value entries comprises a set of characters;

determining based on the comparison, the converted subset 

of spoken language characters to match with a unique subset of 

characters from the set of characters, wherein the unique 

subset of characters represents a possible complete value 

entry, from amongst the possible complete value entries;

34



automatically completing the subset of spoken language 

characters to match the information, using characters from the 

possible complete value entry;

displaying, on a graphical user interface, the 

automatically completed subset of spoken language characters 

as a suggestion; and

confirming the displayed suggestion of the automatically 

completed subset of spoken language characters as the 

information requested from the user, wherein the subset of 

spoken language characters includes a predetermined minimum 

number of sequential characters, determined so as to 

differentiate amongst each of the possible complete value 

entries .

11. The auto-complete method according to claim 10, 

further comprising generating and transmitting an alert if the 

subset of spoken language characters does not match the unique 

subset of set of characters of at least one of the possible 

complete value entries.

12. The auto-complete method according to claim 10, 

comprising receiving the possible complete value entries based 

on collecting the possible complete value entries from at 

least one of common responses and responses expected to be 

received from the user in a particular context.
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13. The auto-complete method according to claim 10, 

further comprising displaying, on a graphical user interface 

the automatically completed subset of spoken language 

characters as a suggestion for the user to accept or decline 

and if the user declines the suggestion, the method further 

comprises repeating, in order, at least the comparing and 

automatically completing steps.

14. The auto-complete method according to claim 10, 

wherein confirming the automatically completed subset of 

spoken language characters comprises reading back the 

automatically completed subset of spoken language characters 

by the user.

15. The auto-complete method according to claim 13, 

wherein if the user declines the suggestion, the method 

further comprises removing the possible complete value entry 

from a suggestion list.
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