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ABSTRACT

An embodiment may include circuitry to be included, at least in part, in at least one node in a network. The circuitry may generate, at least in part, and/or receive, at least in part, at least one packet. The packet may be received, at least in part, by at least one switch node in the network. The switch node may designate, in response at least in part to the packet, at least one path for propagation at least one flow between at least two other nodes in the network. The packet may be generated based at least in part upon (1) at least one application classification, (2) at least one allocation request, and (3) network resource availability information.
GENERATING AND/OR RECEIVING AT LEAST ONE PACKET TO FACILITATE, AT LEAST IN PART, NETWORK PATH ESTABLISHMENT

RELATED APPLICATIONS

[0001] This application is a continuation-in-part of prior co-pending International Application No. PCT/US2012/037329, filed May 10, 2012, designating the United States of America.

TECHNICAL FIELD

[0002] Embodiments disclosed herein generally relate to generating and/or receiving one or more packets that may be used to facilitate, at least in part, establishment of one or more paths for propagation of one or more flows in a network.

BACKGROUND

[0003] In one conventional system, different flows in a network are assigned different quality of service (QoS) parameters. Gateway nodes in the network provide different processing to the different flows depending upon the particular QoS parameters assigned to the flows. For example, depending upon the particular QoS parameters assigned to two respective flows, the processing provided by the gateway nodes to one of the two flows may result in it being processed with less latency, imported less jitter, etc. than the other of the two flows.

[0004] In typical implementation, as the number of different flows having different QOS parameters increases, the gateway nodes may become processing bottlenecks in the network. This limits the scalability of this conventional network, the number of flows that can be practically processed by this conventional network, and/or the number of such flows that can be practically differentiated based upon QOS parameters in this conventional network.

BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWINGS

[0005] Features and advantages of embodiments will become apparent as the following Detailed Description proceeds, and upon reference to the Drawings, wherein like numerals depict like parts, and in which:

[0006] FIG. 1 illustrates elements in an embodiment.

[0007] FIG. 2 illustrates elements in an embodiment.

[0008] FIG. 3 illustrates elements in an embodiment.

[0009] FIG. 4 illustrates elements in an embodiment.

[0010] Although the following Detailed Description will proceed with reference being made to illustrative embodiments, many alternatives, modifications, and variations thereof will be apparent to those skilled in the art. Accordingly, it is intended that the claimed subject matter be viewed broadly.

DESCRIPTION OF EMBODIMENTS

[0011] FIG. 1 illustrates a system embodiment 100. System 100 may include, at least in part, software-defined network (SDN) 51. SDN 51 may comprise, at least in part, data plane 150 and/or control plane 152.

[0012] In this embodiment, data plane 150 may comprise one or more (and in this embodiment, a plurality of) subnets 25A . . . 25N that may be communicatively coupled, at least in part, to one or more switch nodes (SN) 102. In this embodiment, one or more SN 102 may comprise circuitry 120 that may comprise a plurality of communicatively coupled SN (e.g., SN A . . . SN N). Each of the switch nodes SN A . . . SN N may comprise a respective plurality of ports. For example, SN A may comprise ports 110A, 110B, 110C, and/or 110D. Also, for example, SN N may comprise ports 112A, 112B, 112C, and/or 112D.

[0013] Each of the subnets 25A . . . 25N may comprise one or more (and in this embodiment, a plurality of) nodes. For example, one or more subsets 25A may comprise nodes 20A . . . 20N. Also, for example, one or more subsets 25N may comprise nodes 21A . . . 21N.

[0014] In this embodiment, control plane 152 may comprise one or more SDN controller nodes 10 that may be communicatively coupled, at least in part, to one or more SN 102 via one or more (and in this embodiment, a plurality of) communication links L1 . . . LN. For example, one or more links L1 may communicatively couple one or more controllers 10 to one or more switch nodes SN A via one or more ports 110C of one or more switch nodes SN A. Also, for example, one or more links LN may communicatively couple one or more controllers 10 to one or more switch nodes SN N via one or more ports 112C of one or more switch nodes SN N.

[0015] One or more controller nodes 10 may be capable of comprising, at least in part, circuitry 118. Circuitry 118 that is to be comprised, at least in part, in one or more nodes 10 may comprise, at least in part, one or more fabric controller nodes 160 and/or one or more quality of service (QOS) controller nodes 162.

[0016] In this embodiment, a “computer,” “host,” “server,” “client,” “node,” and/or “device” may be used interchangeably, and may be or comprise, at least in part, for example, one or more ports of one or more switch nodes. In this embodiment, a “network,” “channel,” “communication link,” and/or “communication lane” may be used interchangeably, and may be or may comprise, for example, one or more virtual, physical, and/or logical mechanisms, instrumentations, modalities, and/or portions thereof that may permit, facilitate, and/or allow, at least in part, two or more entities to be communicatively coupled together.

[0017] In this embodiment, an SDN may be or comprise, at least in part, one or more networks whose operation, features, and/or configuration may be definable and/or controllable, at least in part, by one or more software processes (e.g., one or more such processes executed, at least in part, by and/or residing in, at least in part, one or more controller nodes). For example, in this embodiment, an SDN may comprise, at least in part, a control plane and a data plane that are mutually distinct, at least in part, from each other. Also, for example, the control plane may comprise one or more such controller nodes. A controller node may be capable, at least in part, of controlling one or more operations of one or more switch nodes in the data plane, via, based upon, and/or as a result, at least in part, of being able to specify, modify, provide, and/or
control use of, at least in part, one or more forwarding tables used by the one or more switch nodes.

[0018] In this embodiment, a control plane may be or comprise circuitry that is capable, at least in part, of controlling, at least in part, one or more operations of a data plane. In this embodiment, a data plane may be or comprise one or more switch nodes communicatively coupled, at least in part, to at least two other nodes. In this embodiment, a switch node may be or comprise, at least in part, one switch node.

[0019] In this embodiment, a first entity may be “communicatively coupled” (at least in part) to a second entity if the first entity is capable, at least in part, of transmitting to and/or receiving from the second entity one or more packets. In this embodiment, a packet may comprise, at least in part, one or more symbols, values, and/or characters that may embody, represent, and/or indicate, at least in part, one or more commands and/or data. Also in this embodiment, a “wireless network” may be or comprise a network that permits, at least in part, at least two entities to be wirelessly communicatively coupled, at least in part. In this embodiment, a “wired network” may be or comprise a network that permits, at least in part, at least two entities to be communicatively coupled, at least in part, via non-wireless means, at least in part. In this embodiment, data may be or comprise one or more commands (for example, one or more program instructions), and/or one or more such commands may be or comprise data. Also in this embodiment, an instruction may include data and/or one or more commands. Similarly, in this embodiment, data may include one or more instructions and/or one or more commands.

[0020] In this embodiment, a port may be or comprise at least one physical, logical, and/or virtual entity that may be capable, at least in part, of being used (1) to communicatively couple, at least in part, the at least one entity to at least one other entity (such as, for example, without limitation, one or more virtual machines (VM) and/or other processes, and/or (2) to interact, at least in part, with the at least one other entity. In this embodiment, a switch may be or comprise circuitry that is capable, at least in part, of forwarding, at least in part, at least one packet. In this embodiment, forwarding may be or comprise receiving, at least in part, at least one packet via at least one port, and transmitting, at least in part, the at least one packet via at least one other port. In this embodiment, a port may be or comprise, at least in part, a node that is capable, at least in part, of executing two or more operating systems contemporaneously, at least in part.

[0021] Additionally in this embodiment, a VMM process may be or comprise, at least in part, at least one process involved, at least in part, in managing, controlling, and/or modifying one or more features, functions, and/or operations of one or more virtual machines. In this embodiment, a VM may be or comprise, at least in part, a node that is capable, at least in part, of executing two or more operating systems contemporaneously, at least in part.

[0022] As used herein, “circuitry” may comprise, for example, singly or in any combination, analog circuitry, digital circuitry, hardwired circuitry, programmable circuitry, co-processor circuitry, state machine circuitry, and/or memory that may comprise program instructions that may be executed by programmable circuitry. Also in this embodiment, a processor, processor core, core, and controller each may comprise respective circuitry capable of performing, at least in part, one or more arithmetic and/or logical operations, such as, for example, one or more respective central processing units. In this embodiment, memory and/or storage each may comprise one or more of the following types of memories: semiconductor firmware memory, programmable memory, non-volatile memory, mass storage, read only memory, electrically programmable memory, random access memory, flash memory, solid state drive memory, hard/fixed disk drive memory, magnetic disk memory, optical disk memory, phase-change memory, and/or other computer-readable and/or writable memory. In this embodiment, mass storage may be or comprise storage that is capable of non-volatile storage of data, and/or from which such data stored therein may be retrieved. Additionally, in this embodiment, a hard/fixed disk drive may be or comprise, for example, one or more platters and/or disks (and/or other circuitry) to and/or from which data may be electrically and/or magnetically stored and/or retrieved, at least in part. Furthermore, in this embodiment, a solid state drive may be or comprise, for example, one or more flash and/or phase-change memory devices (and/or other circuitry) to and/or from which data may be stored and/or retrieved, at least in part.

[0023] Although not shown in the Figures, components of system 100 (e.g., nodes 20A . . . 20N, 21A . . . 21N, 10, and/or SNA . . . N) each may comprise one or more respective single and/or multi-core host processor (HP) CPU, one or more user interfaces, and/or computer-readable/writable memories. In this embodiment, machine-readable program instructions may be stored in these computer-readable/writable memories and/or CPU. In operation, these instructions may be accessed and executed by these CPU. When so accessed and executed, this may result, at least in part, in the respective components performing the respective operations described herein as being performed by these respective components.

[0024] The not shown user interfaces each may comprise one or more respective graphical user interface systems. The respective graphical user interface systems each may comprise, e.g., one or more keyboards, pointing devices, and/or display systems that may permit one or more human users (not shown) to interact with, to input commands and/or data into, to receive data from, and/or to monitor, at least in part, one or more operations of system 100 and/or one or more components thereof.

[0025] In this embodiment, QoS may be, comprise, relate to, and/or facilitate, at least in part, differentiation, at least in part, between or among, and/or different treatment and/or processing of, at least in part, packets and/or flows. Such differentiation and/or different treatment and/or processing may result in and/or from one or more QoS parameters. Also, in this embodiment, quality of experience (QOE) may be, comprise, relate to, and/or facilitate, at least in part, different user-appreciable experiences, phenomena, and/or conditions (e.g., as observed and/or perceived by different users). Such QOE may result, at least in part, from and/or in one or more QOE, QOS, and/or other parameters. For example, QOS parameters may comprise one or more respective maximum or minimum bandwidth, latency, jitter, absolute and/or relative throughput, relative priority, and/or other parameters that (1) are to be imposed upon respective flows, and/or (2) the respective flows are to experience. Also, for example, such QOS parameters may result, at least in part, in packets from relatively higher priority flows being received prior to receipt of packets from relatively lower priority flows.
Additionally, such QOS parameters may result, at least in part, from and/or in QOE parameters associated with these flows. For example, in the case of audio and/or video streaming flows, such QOE conditions and/or phenomena may comprise how smooth (or choppy) users perceive the audio and/or video playbacks that result from the flows to be. In this embodiment, a flow may be or comprise, at least in part, multiple packets that (1) may have, exhibit, embody, and/or be associated with, at least in part, one or more similar and/or identical parameters; characteristics, and/or portions, and/or (2) may be desired and/or intended to undergo one or more similar and/or identical respective processings, at least in part. In this embodiment, examples of such similar and/or identical parameters, characteristics, and/or portions may comprise similar or identical (1) physical, logical, and/or virtual source and/or destination addresses, ports, identifiers, and/or applications, and/or (2) types of applications and/or uses to and/or for which data and/or commands in the packets are to be put.

[0026] In this embodiment, in operation, circuitry 118 may generate, at least in part, one or more packets 50 that may be and/or are destined to be received, at least in part, by one or more SN 102 and/or circuitry 120. These one or more packets 50 may be transmitted, at least in part, by circuitry 118, via one or more links L1 . . . LN, and may be received, at least in part, by one or more SN 102 and/or circuitry 120 (e.g., via one or more ports 110C and/or 112C). In response, at least in part, to the one or more packets 50, one or more SN 102 may designate one or more (and in this embodiment, a plurality of) ports (e.g., ports 110B, 110D, 112A, and/or 1123) of one or more SN 102 (e.g., in this embodiment, SN A and/or SN B) to be used to facilitate, at least in part, establishment, at least in part, of one or more paths 106 in network 51 (e.g., from one or more nodes 20N to one or more nodes 21N via one or more SN 102). One or more paths 106 may be for and/or permit propagation, at least in part, of one or more flows F1 between at least two other nodes (e.g., nodes 20N and 21N) in network 51. In this embodiment, one or more packets 50 may be generated, at least in part, by circuitry 118, based, at least in part, upon one or more of the following: (1) one or more application classifications (AC) 52A indicated, at least in part, in one or more packets (e.g., one or more packets 54A) that may belong to one or more flows F1, (2) one or more requests 56 for one or more allocations, e.g., of bandwidth and/or one or more path allocations) related to, permitting, and/or resulting in, at least in part, achievement of QOS/QOE and/or other parameters/conditions in the network 51 that may be associated with and/or used by, at least in part, one or more paths 106, and (3) information (e.g., one or more of information 108A . . . 108N) that may be related, at least in part, to resource availability in network 51.

[0027] For example, in operation, one or more (and in this embodiment, a plurality of) flows F1 . . . FN may be established and/or propagated in network 51. In order to establish and/or initiate propagation of one or more such flows F1 in network 51 (e.g., from one or more nodes 20N to one or more nodes 21N), one or more nodes 20N may generate and/or issue, at least in part, one or more requests 56 and/or one or more begining packets 54A in one or more flows F1 to one or more SN A, via one or more network segments S1 and/or one or more ports 110B. As generated and/or issued, at least in part, by one or more nodes 20N, one or more packets 54A and/or requests 56 may comprise and/or indicate, at least in part, one or more AC 52A.

[0028] One or more AC 52A may be, comprise, and/or be associated with, at least in part, one or more values and/or other information. These one or more values and/or other information may be related to properly and/or efficiently establishing and/or allocating in network 51 one or more paths 106, one or more flows F1, and/or bandwidth that is to be associated with and/or used by one or more paths 106 and/or one or more flows F1. For example, nodes 20A . . . 20N, 21A . . . 21N, 102, 162, 160, and/or 10 may be pre-programmed (e.g., prior to, at least in part, generation and/or issuance, at least in part, of one or more requests 56 and/or one or more beginning packets 54A) with possible values and/or associated information from which one or more AC 52A may be selected by one or more nodes 20N, as well as, their associated meanings and/or corresponding intended types of, e.g., end user applications. As such, in this embodiment, these possible values and/or associated information also may be associated, at least in part, with corresponding QOS and/or QOE to be provided, at least in part, to flows associated with these possible values and/or associated information. For example, one or more AC 52A may indicate, at least in part, that one or more flows F1 are to be used to provide streaming video to one or more nodes 21N. The bandwidth and/or path allocations that may be associated, at least in part, with such streaming video application may be relatively better and/or of higher priority and/or less latency than other possible types of applications that might, in a different example, have been indicated by one or more AC 52A. For example, other possible values and/or associated information that may be indicated, at least in part, by one or more AC 52A may indicate and/or be associated with, at least in part, telephony, teleconferencing, online gaming, and/or other applications, whose bandwidth and/or path allocations may be relatively lesser, slower, lower priority, etc. than those of streaming video. Such pre-programming may be established, at least in part, by, for example, (1) negotiation between and/or among these nodes, (2) network administrator programming (e.g., of the one or more nodes 162, 160, and/or 10, control plane 152, and/or circuitry 118), and/or (3) controlling, at least in part, the operation of one or more nodes, SN A . . . SN N and/or 102 by one or more nodes 162, 160, and/or 10 (e.g., in the manner described herein) so as to enforce, at least in part, appropriate QOS/QOE parameters in data plane 150.

[0029] In this embodiment, one or more requests 56 may be, comprise, and/or be comprised in, at least in part, one or more packets. Also in this embodiment, one or more AC 52A may be comprised, at least in part, in, for example, one or more type of service (TOS) and/or differentiatied services code point (DSCP) fields and/or values in one or more headers of one or more requests 56 and/or one or more packets 54A. For example, such TOS and/or DSCP fields and/or values may be compatible with, at least in part, “Internet Protocol,” Request For Comments (RFC) 791, DARPA Internet Program, published September 1981, and/or “Definition of the Differentiated Services Field (DS Field) in the IPv4 and IPv6 Heads,” RFC 2474, The Internet Society, published December 1998. Of course, many variations and alternatives are possible without departing from this embodiment, including those that may involve use of other protocols, fields, values, etc.

[0030] In response, at least in part, to one or more packets 54A and/or one or more requests 56, one or more SN A may transmit, at least in part, one or more requests 56 and/or
packets 54A to one or more controllers 10 via one or more links L1. In response, at least in part, to one or more requests 56 and/or packets 54A, one or more SDN controller nodes 10, circuitry 118, and/or one or more FCN 160 may examine, at least in part, one or more requests 56 and/or one or more packets 54A, and may provide to one or more QOS controller nodes 162 one or more AC 52A. In this embodiment, communication between or among nodes 160 and/or 162 may be carried out, at least in part, using, for example, one or more inter-process communication mechanisms and/or techniques.

[0031] One or more QOS controller nodes 162 may maintain, at least in part, one or more databases (not shown) that may associate, at least in part, possible AC values and/or information 52A . . . 52N with associated corresponding QOS values 170A . . . 170N, QOE values 140A . . . 140N, and/or other parameters 142A . . . 142N. These corresponding values 170A . . . 170N, 140A . . . 140N, and/or parameters 142A . . . 142N may identify, indicate, and/or define, at least in part, the respective QOS, QOE, and/or other network parameters that may be intended to be used for and/or assigned to flows associated with these associated possible AC values 52A . . . 52N. In response, at least in part, to one or more AC 52A, one or more QOS controller nodes 162 may provide, at least in part, circuitry 118 and/or one or more FCN 160 with the one or more QOS values 170A, QOE values 140A, and/or other parameters 142A that may be associated, at least in part, with one or more AC 52A.

[0032] In response to and/or based upon, at least in part, these values 170A and/or 140A, other parameters 142A, and/or one or more portions of network resource information 108A . . . 108N, one or more FCN 160 and/or circuitry 118 may generate, at least in part, one or more packets 50. One or more packets 50 may comprise and/or indicate, at least in part, information 53 that may specify and/or indicate, at least in part, one or more paths 106 (and/or information related thereto). Information 53 may be used, at least in part, to facilitate establishment, at least in part, of one or more paths 106.

[0033] For example, components of network 51, such as, circuitry 120, one or more SN 102 and/or one or more of SN A . . . SN N may provide, at least in part, to one or more nodes 10, 162, and/or 160, and/or circuitry 118 information 108A . . . 108N that may relate, at least in part, to resource availability in the network 51. In this embodiment, such resource availability information 108A . . . 108N may concern, be, and/or comprise, at least in part, the availability, loading, balancing, power consumption, ability to take on additional workload and/or processing, current/expected processing latency, current/expected processing bandwidth, etc. of virtual, physical, and/or logical features, instrumentalities, and/or functions (1) the components providing such information 108A . . . 108N. (2) communication links, network segments, and/or ports that may be communicatively coupled directly or indirectly to such components, and/or (3) other components of the network 51 and/or components of the subnets 25A . . . 25N. The components of network 51 that may provide information 108A . . . 108N may update (e.g., periodically) such information 108A . . . 108N over time, so as to permit circuitry 118, one or more controller nodes 10, and/or one or more FCN 160 to be provided with, at least in part, information that is meaningfully indicative of reasonably current and/or real time information of current resource availability in data plane 150. Additionally or alternatively, depending upon the particular implementation, without departing from this embodiment, such information 108A . . . 108N may be meaningfully indicative of reasonably current and/or real time information of current resource availability in one or more other portions of the network 51.

[0034] Based at least in part upon values 170A and/or 140A, other parameters 142A, and/or one or more portions of network resource information 108A . . . 108N, one or more FCN 160 and/or circuitry 118 may generate, at least in part, information 53 such that the one or more paths 106 (and/or other information) comprised and/or indicated, at least in part, in information 53 may be chosen so as to take into account (1) past, present, and/or future resource availability, allocation, and/or bandwidth in the network 51, and/or (2) the QOS, QOE, and/or other parameters associated with one or more flows F1 and/or one or more AC 52A. For example, in order to provide the one or more streaming video flows F1 with these desired QOS, QOE, and/or parameters, the one or more paths 106 (and also, therefore, information 53) may be selected so as to permit the one or more flows F1 and/or the video playback thereof to exhibit, at least in part, the maximum and/or minimum bandwidth, latency, jitter, absolute and/or relative throughput, relative priority, playback smoothness, other parameters, et cetera. that may be indicated, at least in part, by the values 170A, 140A, and/or other parameters 142A.

[0035] In response to, at least in part, receipt by circuitry 120, one or more SN 102 and/or SN A . . . SN N of one or more packets 50. circuitry 120, one or more SN 102 and/or SN A . . . SN N may establish and/or modify, at least in part, their respective forwarding tables (not shown) so as to establish, at least in part, that one or more paths 106 are to be used, at least in part, to forward packets 54A . . . 54N belonging to one or more flows F1. This may result, at least in part, in circuitry 120, one or more SN 102, and/or SN A . . . N designating, at least in part, one or more ports (e.g., ports 110B, 110D, 112A, and/or 112B) of the circuitry 120, one or more SN 102, and/or SN A . . . N to be used to facilitate, at least in part, of the one or more paths 106. For example, one or more paths 106 may comprise one or more segments S1 between one or more nodes 20N and/or one or more ports 110B, one or more segments S2 between one or more ports 110D and one or more ports 112A, and/or one or more segments S3 between one or more ports 112B and/or one or more nodes 21N.

[0036] Accordingly, after and/or contemporaneously with establishment, at least in part, of one or more paths 106 via such establishment and/or modification of such forwarding tables, the respective packets 54A . . . 54N of one or more flows F1 may be transmitted from one or more nodes 20N to one or more ports 1103 via one or more segments S1. Thence, one or more SN A and/or circuitry 118 may forward the respective packets 54A . . . 54N to one or more SN N via one or more ports 110D, one or more segments S2, and/or one or more ports 112A. Thence, one or more SN N and/or circuitry 118 may forward the respective packets 54A . . . 54N to one or more nodes 21N via one or more ports 112B and/or one or more segments S3.

[0037] Many modifications, variations, and alternatives are possible. For example, without departing from this embodiment, each of the nodes 20A . . . 20N and/or 21A . . . 21N may execute, comprise, or be comprised in, at least in part, one or more respective VM. For example, as shown in FIG. 2, nodes 20N and/or 21N each may execute, comprise, and/or be comprised in, one or more respective VM 202 and/or 204. Also, for example, circuitry 118 and/or one or more controller
nodes 10 may execute and/or comprise, at least in part, one or more VMM and/or VMM software processes 205 and/or one or more QOS software processes 206. In this embodiment, one or more VMM 205 may (1) control, at least in part, operation and/or instantiation of the VM 202 and/or 204, and/or (2) perform, at least in part, the operations previously described herein as being performed, at least in part, by one or more FCN 160. Also in this embodiment, one or more QOS software processes 206 may (1) perform, at least in part, the operations described herein as being performed, at least in part, by one or more QOS controller nodes 162, and/or (2) provide, at least in part, to circuitry 118 and/or VMM 205, values 170A, 140A and/or other parameters 142A. In the arrangement shown in FIG. 2, circuitry 118, one or more controller nodes 10, and/or VMM 205 may provide, at least in part, forwarding information 208 to one or more SN 102, circuitry 120, and/or SA A . . . SN N. Information 208 may comprise information 53 (and/or other information analogous to information 53). Based at least in part upon information 208, one or more SN 102, circuitry 120, and/or SN A . . . SN N may establish, at least in part, one or more paths 106. After establishing, at least in part, one or more paths 106, one or more SN 102, circuitry 120, and/or SN A . . . SN N may modify, at least in part, one or more paths 106 based at least in part upon current network congestion/condition information 210. Information 210 may be, be comprised in, and/or comprise, at least in part, (e.g., a most recent update of) information 108A . . . 108N, using techniques analogous to those described above for establishing one or more paths 106. Additionally or alternatively, without departing from this embodiment, circuitry 120 may execute and/or comprise, at least in part, one or more (not shown) software processes that may be capable of performing, at least in part, the operations described herein as being performed, at least in part, by one or more SN 102, SN A . . . SN N, and/or one or more components and/or portions thereof.

Thus, in a first example in this embodiment, an apparatus may be provided that is to be used in association with a network. The apparatus may comprise circuitry to be comprised, at least in part, in at least one node in the network. The circuitry may perform either or both of the following conditions (a) and (b). In condition (a), the circuitry may generate, at least in part, at least one packet to be received, at least in part, by at least one switch node in the network. The at least one switch node in the network may designate, in response at least in part to the at least one packet, at least one port of the at least one switch node to be used to facilitate, at least in part, establishment, at least in part, at least one path in the network for propagation of at least one flow between at least two other nodes in the network. The at least one packet may be generated, at least in part, based at least in part upon (1) at least one application classification indicated, at least in part, in at least one other packet that belongs to the at least one flow, (2) at least one request for one or more allocations (e.g., one or more bandwidth allocations, one or more path allocations, and/or one or more other allocations) in the network to be associated, at least in part, with the at least one path (e.g., so as to permit and/or result in, at least in part, achievement of one or more QOS, QOE, and/or other associated/related parameters/conditions), and (3) information related, at least in part, to resource availability in the network. In condition (b) of this first example, the circuitry may receive, at least in part, the at least one packet. Such other and/or related parameters/conditions may be or comprise, for example, packet ordering and/or latency conditions, tolerances, parameters, etc. Additionally or alternatively, without departing from this example, the one or more allocations may be, comprise, and/or involve, at least in part, interfacing with and/or utilizing, at least in part, one or more functions, features, etc. implemented and/or comprised, at least in part, in network 51.

In a second example of this embodiment that may comprise some or all of the elements of the first example, the at least one application classification may be associated, at least in part, with (1) quality of service to be provided, at least in part, in connection with the at least one flow, and/or (2) quality of experience to be provided, at least in part, in connection with the at least one flow.

In a third example of this embodiment that may comprise some or all of the elements of the first and/or second examples, a data plane may comprise the at least one switch node and the at least two other nodes. In this third example, a control plane may comprise at least one controller node to generate, at least in part, the at least one packet. In a fourth example of this embodiment that may comprise some or all of the elements of the third example, the at least one controller node may comprise (1) at least one fabric controller node to generate, at least in part, the at least one packet, and (2) at least one quality of service controller node to provide at least one parameter defining, at least in part, quality of service associated, at least in part, with the at least one application classification.

In a fifth example of this embodiment that may comprise some or all of the elements of any of the preceding examples, the network may comprise at least two different subnets. The at least two different subnets may comprise respective of the at least two other nodes, and the at least one switch node may comprise a plurality of switch nodes that communicatively couple the at least two different subnets.

In a sixth example of this embodiment that may comprise some or all of the elements of any of the preceding
examples, the at least two other nodes each may comprise at least one respective virtual machine. At least one controller node may comprise, at least in part, the circuitry, and the at least one controller node may execute a virtual machine monitor and at least one quality of service process to provide to the circuitry at least one parameter defining, at least in part, quality of service associated, at least in part, with the at least one application classification.

[0045] In a seventh example of this embodiment that may comprise some or all of the elements of any of the preceding examples, the apparatus may satisfy at least one of the following conditions (c) to (g). In condition (c), the circuitry may execute at least one software process that may perform, at least in part, operations comprised in either or both of the conditions (a) and (b) of the first example. In condition (d), the circuitry may be comprised, at least in part, in hardware offload circuitry comprised, at least in part, in at least one software defined network controller. In condition (e), the circuitry may be comprised, at least in part, in the at least one switch node. In condition (f), the circuitry may be comprised, at least in part, in a data plane of a software-defined network. In condition (g), the at least one software defined network controller may provide, at least in part, forwarding information to the at least one switch node based, at least in part, upon which the at least one switch node is to establish, at least in part, the at least one path. Also in condition (g), the at least one switch node may modify, at least in part, the at least one path based at least in part upon network condition information.

[0046] In an eighth example of this embodiment, computer-readable memory is provided that stores one or more instructions that when executed by a machine results in the performance of operations that may comprise any combination of any of the operations performed by the circuitry and/or apparatus in any of the preceding examples. In a ninth example of this embodiment, a method is provided that may be implemented, at least in part, in a network. The method of this ninth example may comprise (1) any combination of any of the operations performed by the circuitry and/or apparatus in any of the preceding examples, and/or (2) any combination of any of the operations that may be performed by execution of the one or more instructions stored in the computer-readable memory of the eighth example of this embodiment. In a tenth example of this embodiment, means may be provided to carry out any of, and/or any combination of, the operations that may be performed by the method, apparatus, computer-readable memory, and/or circuitry in any of the preceding examples.

[0047] Advantageously, this embodiment may exhibit significantly improved scalability and reduced processing bottlenecks with increasing numbers of flows in the network. Further advantageously, this embodiment may be capable of better and/or differently forwarding, and/or of providing substantially improved (and different respective) processing between or among different respective flows, based upon respective QOS, QOE, and/or other parameters associated with the flows, and/or meaningfully current information related to resource availability in the network.

[0048] Many alternatives, modifications, and/or variations are possible without departing from this embodiment. For example, in an eleventh example of this embodiment, machine-readable memory may be provided that may store instructions and/or design data, such as Hardware Description Language, that may define one or more subsets of the structures, circuitry, apparatuses, features, etc. described herein (e.g., in any of the preceding examples of this embodiment). Accordingly, the claims are intended to embrace all such alternatives, modifications, and/or variations.

What is claimed is:

1. An apparatus to be used in association with a network, the apparatus comprising:
   a circuitry to be comprised, at least in part, in at least one node in the network, the circuitry to perform at least one of the following subparagraphs (a) and (b):
   (a) generate, at least in part, at least one packet to be received, at least in part, by at least one switch node in the network, the at least one switch node to designate, in response at least in part in the at least one packet, at least one port of the at least one switch node to be used to facilitate, at least in part, establishment, at least in part, of at least one path in the network for propagation of at least one flow between at least two other nodes in the network, the at least one packet being generated, at least in part, based at least in part upon (1) at least one application classification indicated, at least in part, in at least one other packet that belongs to the at least one flow, (2) at least one request for at least one allocation to be associated, at least in part, with the at least one path, and (3) information related, at least in part, to resource availability in the network; and
   (b) receive, at least in part, the at least one packet.
2. The apparatus of claim 1, wherein:
   the at least one application classification is associated, at least in part, with at least one of:
   quality of service to be provided, at least in part, in connection with the at least one flow; and
   quality of experience to be provided, at least in part, in connection with the at least one flow.
3. The apparatus of claim 1, wherein:
   a data plane comprises the at least one switch node and the at least two other nodes; and
   a control plane comprises at least one controller node to generate, at least in part, the at least one packet.
4. The apparatus of claim 3, wherein:
   the at least one controller node comprises:
   at least one fabric controller node to generate, at least in part, the at least one packet; and
   at least one quality of service controller node to provide at least one parameter defining, at least in part, quality of service associated, at least in part, with the at least one application classification.
5. The apparatus of claim 1, wherein:
   the network comprises at least two different subnets;
   the at least two different subnets comprise respective of the at least two other nodes; and
   the at least one switch node comprises a plurality of switch nodes that communicatively couple the at least two different subnets.
6. The apparatus of claim 1, wherein:
   the at least two other nodes each comprise at least one respective virtual machine;
   at least one controller node comprises, at least in part, the circuitry; and
   the at least one controller node is to execute a virtual machine monitor and at least one quality of service process to provide to the circuitry at least one parameter defining, at least in part, quality of service associated, at least in part, with the at least one application classification.
7. The apparatus of claim 1, wherein the apparatus satisfies at least one of the following subparagraphs (c) to (g):
   (c) the circuitry is to execute at least one software process that is to perform, at least in part, operations comprised in the subparagraphs (a) and (b);
   (d) the circuitry is comprised, at least in part, in hardware offload circuitry comprised, at least in part, in at least one software defined network controller;
   (e) the circuitry is comprised, at least in part, in the at least one switch node;
   (f) the circuitry is comprised, at least in part, in a data plane of a software defined network; and
   (g) the at least one software defined network controller is to provide, at least in part, forwarding information to the at least one switch node based, at least in part, upon which the at least one switch node is to establish, at least in part, the at least one path, the at least one switch node to modify, at least in part, the at least one path based at least in part upon network condition information.

8. Computer-readable memory storing one or more instructions that when executed by a machine result in performance of operations comprised in at least one of the following paragraphs (a) and (b):
   (a) generating, at least in part, by circuitry, at least one packet, the circuitry to be comprised, at least in part, in at least one node in a network, the at least one packet to be received, at least in part, by at least one switch node in the network, the at least one switch node to designate, in response at least in part to the at least one packet, at least one part of the at least one switch node to be used to facilitate, at least in part, establishment, at least in part, of at least one path in the network for propagation of at least one flow between at least two other nodes in the network, the at least one packet being generated, at least in part, based at least in part upon (1) at least one application classification indicated, at least in part, in at least one other packet that belongs to the at least one flow, (2) at least one request for at least one allocation to be associated, at least in part, with the at least one path, and (3) information related, at least in part, to resource availability in the network; and
   (b) receiving, at least in part, the at least one packet.

9. The computer-readable memory of claim 8, wherein: the at least one application classification is associated, at least in part, with at least one of:
   - quality of service to be provided, at least in part, in connection with the at least one flow; and
   - quality of experience to be provided, at least in part, in connection with the at least one flow.

10. The computer-readable memory of claim 8, wherein:
    a data plane comprises the at least one switch node and the at least two other nodes; and
   a control plane comprises at least one controller node to generate, at least in part, the at least one packet.

11. The computer-readable memory of claim 10, wherein:
   the at least one controller node comprises:
   - at least one fabric controller node to generate, at least in part, the at least one packet; and
   at least one quality of service controller node to provide at least one parameter defining, at least in part, quality of service associated, at least in part, with the at least one application classification.

12. The computer-readable memory of claim 8, wherein:
   the network comprises at least two different subnets;
   the at least two different subnets comprise respective of the at least two other nodes; and
   the at least one switch node comprises a plurality of switch nodes that communicatively couple the at least two different subnets.

13. The computer-readable memory of claim 8, wherein:
   the at least two other nodes each comprise at least one respective virtual machine;
   the at least one controller node comprises, at least in part, the circuitry; and
   the at least one controller node is to execute a virtual machine monitor and at least one quality of service process to provide to the circuitry at least one parameter defining, at least in part, quality of service associated, at least in part, with the at least one application classification.

14. The computer-readable memory of claim 8, wherein:
   the computer-readable memory satisfies at least one of the following subparagraphs (c) to (g):
   (c) the circuitry is to execute at least one software process that is to perform, at least in part, operations comprised in the subparagraphs (a) and (b);
   (d) the circuitry is comprised, at least in part, in hardware offload circuitry comprised, at least in part, in at least one software defined network controller;
   (e) the circuitry is comprised, at least in part, in the at least one switch node;
   (f) the circuitry is comprised, at least in part, in a data plane of a software defined network; and
   (g) the at least one software defined network controller is to provide, at least in part, forwarding information to the at least one switch node based, at least in part, upon which the at least one switch node is to establish, at least in part, the at least one path, the at least one switch node to modify, at least in part, the at least one path based at least in part upon network condition information.

15. A method implemented, at least in part, in a network, the method comprising at least one of the following paragraphs (a) and (b):
   (a) generating, at least in part, by circuitry, at least one packet, the circuitry to be comprised, at least in part, in at least one node in a network, the at least one packet to be received, at least in part, by at least one switch node in the network, the at least one switch node to designate, in response at least in part to the at least one packet, at least one part of the at least one switch node to be used to facilitate, at least in part, establishment, at least in part, of at least one path in the network for propagation of at least one flow between at least two other nodes in the network, the at least one packet being generated, at least in part, based at least in part upon (1) at least one application classification indicated, at least in part, in at least one other packet that belongs to the at least one flow, (2) at least one request for at least one allocation to be associated, at least in part, with the at least one path, and (3) information related, at least in part, to resource availability in the network; and
   (b) receiving, at least in part, the at least one packet.

16. The method of claim 15, wherein:
   the at least one application classification is associated, at least in part, with at least one of:
quality of service to be provided, at least in part, in connection with the at least one flow; and quality of experience to be provided, at least in part, in connection with the at least one flow.

17. The method of claim 15, wherein:
   a data plane comprises the at least one switch node and the at least two other nodes; and
   a control plane comprises at least one controller node to generate, at least in part, the at least one packet.

18. The method of claim 17, wherein:
   the at least one controller node comprises:
   at least one fabric controller node to generate, at least in part, the at least one packet; and
   at least one quality of service controller node to provide at least one parameter defining, at least in part, quality of service associated, at least in part, with the at least one application classification.

19. The method of claim 15, wherein:
   the network comprises at least two different subnets;
   the at least two different subnets comprise respective of the at least two other nodes; and
   the at least one switch node comprises a plurality of switch nodes that communicatively couple the at least two different subnets.

20. The method of claim 15, wherein:
   the at least two other nodes each comprise at least one respective virtual machine;
   at least one controller node comprises, at least in part, the circuitry; and
   the at least one controller node is to execute a virtual machine monitor and at least one quality of service process to provide to the circuitry at least one parameter defining, at least in part, quality of service associated, at least in part, with the at least one application classification.

21. The method of claim 15, wherein the method satisfies at least one of the following subparagraphs (c) to (g):
   (c) the circuitry is to execute at least one software process that is to perform, at least in part, operations comprised in the subparagraphs (a) and (b);
   (d) the circuitry is comprised, at least in part, in hardware offload circuitry comprised, at least in part, in at least one software defined network controller;
   (e) the circuitry is comprised, at least in part, in the at least one switch node;
   (f) the circuitry is comprised, at least in part, in a data plane of a software defined network; and
   (g) the at least one software defined network controller is to provide, at least in part, forwarding information to the at least one switch node based, at least in part, upon which the at least one switch node is to establish, at least in part, the at least one path, the at least one switch node to modify, at least in part, the at least one path based at least in part upon network condition information.

22. The apparatus of claim 1, wherein:
   the at least one allocation comprises at least one of:
   one or more bandwidth allocations; and
   one or more path allocations.

23. The computer-readable memory of claim 8, wherein:
   the at least one allocation comprises at least one of:
   one or more bandwidth allocations; and
   one or more path allocations.

24. The method of claim 15, wherein:
   the at least one allocation comprises at least one of:
   one or more bandwidth allocations; and
   one or more path allocations.