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(54) 공유버스의 비순차적인 데이타 순서화 방법 및 장치

요약

본 발명은 공유 버스의 비순차적인 데이타 순서화 방법 및 장치에 관한 것이다. 최대 버스폭 값 및 최소 
전송값이 식별된다. 식별된 최대 버스폭 값 및 최소 전송값에 응답하여 최소수의 서브전송이 식별된다. 
데이타를 수신 및/또는 전신하기 위해 최대 개수의 칩을 구비한 버스 유닛은 다수의 서브전송 동안 사전
정의된 순서로 데이타를 수신한다. 각각의 데이타 서브전송 동안 대응하는 사전정의된 워드는 버스 유닛
의 각각의 칩으로 전송된다.
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대표도

명세서

[발명의 명칭]

공유 버스의 비순차적인 데이타 순서화 방법 및 장치

[도면의 간단한 설명]

제1도는 본 발명을 구현하는 컴퓨터 또는 데이타 처리 시스템을 도시한 블럭도.

제2도는 본 발명의 데이타 명명 규정을 예시한 블럭도.

제3도는 본 발명의 순서와 방법 및 장치에 따르는 데이타 순서화의 예를 도시한 도면.

제3a도는 본 발명의 데이타 순서화 방법에 따른 순차적인 단계를 예시하는 흐름도.

제4도는 16바이트 주 저장 버스에 대한 바이트 넘버링 및 순서화를 예시한 도면.

제5도는 32바이트 주 저장 버스에 대한 바이트 넘버링 및 순서화를 예시한 도면.

제6도는 순차적인 데이타 순서화 버스 배열을 도시한 블럭도.

* 도면의 주요 부분에 대한 부호의 설명

10 : 컴퓨터 또는 데이타 처리 시스템          12 : 프로세서

14 : 주 저장장치                                      16 : 주 저장장치의 제어 유닛

18 : 데이타 버스

[발명의 상세한 설명]

본 발명은 전반적으로 데이타 처리 시스템(data processing system)에 관한 것으로, 특히 데이타 처리 시
스템의  공유  버스의  비순차적인  데이타를  순서화하는  방법  및  장치(shared  bus  non-sequential  data 
ordering method and appratus)에 관한 것이다.

전형적으로, 데이타 처리 혹은 컴퓨터 시스템은 버스로서 알려진 공유 데이타 경로(shared data bus)를 
구비한다. 이 버스는 프로세서, 메모리 및 저장장치와 같은 버스 유닛(bus unit)을 접속시킨다. 데이타는 
버스를 경유하여 버스유닛들 사이로 전송된다. 버스상의 데이타 전송 속도는 컴퓨터 시스템의 성능에 있
어서 중요한 요소이다.

프로세서가 실행할 수 있는 인스트럭션의 수와 프로세서가 실행할 수 있는 속도가 증가함에 따라 버스상
에서의 데이타 전송 속도를 증가시킬 필요성이 더욱 커졌다. 칩상에 트랜지스터를 백만 개 이상으로 집적
할 수 있는 집적 회로 기술이 출현함에 따라, 슈퍼스칼라(superscalar) 및 VLIW(very long instruction 
word)프로세서를 제조하는 것이 가능하게 되었다. 이들 프로세서는 종종 한 사이클당 하나 이상의 인스트
럭션(instruction)을 실행하므로, 메모리 혹은 저장장치로부터 다량의 데이타 전송이 이루어진다. 프로세
서의 집적도 증가와 더불어 프로세서의 처리 속도는 메모리의 액세스 시간보다 훨씬 빠르게 증가하고 있
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으며, 심지어 버스상의 신호의 이동 시간보다도 빠르게 증가하고 있다. 이러한 속도의 부정합(mismatch)
으로 인해, 다량의 데이타 전송이 더욱 요구된다.

이와 같은 다량의 데이타 전송 요구를 충족시키기 위해서는 버스의 속도를 증가시켜야 한다. 공유 버스의 
데이타  전송  속도는  버스의  물리적인  길이,  버스상의  부하(load)  및  최소  전송량(minimum  transfer 
amount)(버스 폭(bus width) 또는 버스 크기(bus size)라고도 칭함)에 의하여 부분적으로 결정된다. 버스
의 물리적인 길이는 단순히 버스 유닛들간의 접속 길이이다. 버스의 물리적인 길이가 길수록 버스의 속도
는 느려질 것이다. 부하는 드라이버(driver)가 바라본 버스의 단일 와이어의 임피던스(impedance)이다. 
부하가 클수록 버스의 속도는 느려질 것이다. 버스상의 부하는 버스상의 버스 유닛의 갯수와 각각의 버스 
유닛에  의해  제공된  부하에  의해  결정된다.  최소  전송량은  버스를  통해  한번에  전송되는  데이타의 
양이다. 최소 전송량이 클수록 데이타의 전송속도는 더욱 빨라질 것이다. 현대의 프로세서의 요구 조건들
을 충족시키기 위해서는, 프로세서 및 프로세서의 캐쉬가 필요로 하는 버스상의 최소 데이타 전송의 크기
를 4 또는 8 바이트에서 16 또는 32바이트 이상으로 바람직하게 증가시켜야 한다.

아쉽게도, 최소 전송의 크기는 물리적인 제한(physical constraints)에 의해 제한되기 때문에, 단순히 최
소 전송 크기만을 증가시켜 버스 전송 속도를 증가시키는 것은 항상 가능한 것은 아니다. 이와 같은 물리
적인 제한은 칩, 칩 모듈 및 카드 접속기상의 I/O 핀의 갯수와, 칩, 카드 및 다중 칩 모듈의 배선 제한
(wiring constraints)과, 그리고 광폭 버스(wide bus)의 비용을 포함한다. 집적 회로는 그 집적도가 커지
고 보다 많은 데이타 처리 능력을 제공함에 따라, 이들 집적회로는 모듈과 카드의 데이타 처리 능력을 능
가하고 있다. 비록 칩의 I/O 능력을 이용하는 기술이 존재한다고 할지라도, 이것은 비용이 너무 많이 소
요되기 때문에 기존의 절약형 패키지 기술을 사용하는 것이 훨씬 경제적이다.

따라서, 물리적인 제한 및 비용상의 제한 때문에, 복잡한 컴퓨터 시스템은 다양한 크기를 갖는 다수의 버
스를 가질 수 있다. 예를 들면, 캐쉬 데이타 버스는 주 저장 데이타 버스보다 폭이 넓을 수 있다. 상이한 
크기의 두개의 버스가 접속될 때, 한 버스의 전송 크기는 다른 버스의 전송 크기로 변환되어야 한다. 이
를 성취하기 위해, 큰 전송 크기에서 작은 전송 크기로 변환할 때, 둘 혹은 그 이상의 서브 전송(sub-
transfer)을 행하여 최소 전송 크기를 구성해야 한다. 기존의 변환 방법은 각각의 바이트를 데이타 버스
상에서 이웃하는 바이트와 순차적인 순서로 존재하도록 하는 순차적인 데이타 순서화(sequential  data 
ordering)방안을 이용하고 있다. 예를 들어, 큰 전송 크기에서 작은 전송 크기로 변환시킬 때, 전체 폭의 
제1부분을 전송하고, 이어서 제2부분을 전송하고, 이어서 제3부분을 전송하는 등과 같은 과정으로 전체폭
의 전송을 변환이 완료될 때까지 수행한다. 미국 특허 제5,243,701 호에는 순차적인 데이타 순서화 방안
을 이용하여 8 비트 또는 16 비트 버스상에서 동작하는 능력을 가진 메모리 서브시스템의 예가 개시되어 
있다.

이와 같은 기존의 변환 방법은 다수의 칩이 버스와 인터페이스할 때 부하가 증가되어 성능이 저하되는 문
제점을 가지고 있다. 버스의 속도를 증가시키기 위하여 폭넓은 최소 전송이 필요하게 됨에 따라, 버스에
는 종종 다수의 칩이 인터페이스 된다. 이들 각각의 칩은 전송된 데이타의 일부를 수신할 수 있으며, 버
스상에는 하나 이상의 칩 부하가 존재할 수 있다. 데이타 버스에 접속된 다수의 칩은 예를 들어, 네 개의 
DRAM 제어기 칩을 들 수 있는데, 이와 같은 각각의 칩은 DRAM의 네 개의 바이트를 제어하므로써 모두 16 
바이트의 최소 전송 크기를 제공한다. 다른 예로는 4개의 데이타 바이트에 대한 캐쉬를 포함하는 4개의 
캐쉬 제어기 칩을 들 수 있는데, 이 칩도 16바이트의 최소 전송 크기를 또한 제공할 수 있다.

집적회로 및 프로세서 설계의 발전은 공유 버스의 설계자에게 새로운 문제점을 던져주고 있다. 최신 프로
세서 및 이 프로세서에 의해 감소된 사이클 시간에서는 매우 넓은 최소 데이타 전송이 요구되므로, 공유 
버스 설계자는 예전보다 적은 시간동안 더 많은 데이타를 전송할 수 있도록 설계해야 한다. 공유 버스 폭
이 요구된 최소 전송보다 작으면, 요구된 데이타는 두개 이상의 서브 전송으로 전송되어야 한다. 프로세
서의 사이클 시간 동안 버스의 동작이 유지되도록, 설계자는 또한 버스상의 부하를 줄여야 한다. 넓은 최
소 전송이 필요해짐에 따라, 버스에는 종종 다수의 칩이 인터페이스될 것이다. 만약 설계자가 기존의 기
술을 사용하여 필요로 하는 최소 전송의 크기를 실제의 버스 폭으로 변환하면, 버스에 가외의 부하(extra 
load)가 발생되므로, 속도 저하가 야기될 것이다. 본 발명에 따른 공유 버스의 비순차적인 데이타 순서화 
방법 및 장치는 시스템의 요건 및 제한을 적절히 조화시켜 종래 기술보다 월등한 성능을 제공한다.

본 발명의 주 목적은 버스의 부하를 감소시키고 버스의 성능을 개선시켜 종래 기술의 장치가 갖는 많은 
문제점을 극복한 공유 버스의 비순차적인 순서화 방법 및 장치를 제공하는 데 있다.

본 발명의 목적 및 장점들은 공유 버스의 비순차적인 데이타 순서화 방법 및 장치에 의해 달성된다. 첫째
로, 최대 버스폭 값(maximum bus width value) 및 최소 전송값을 식별한다. 둘째, 식별된 최대 버스폭 값 
및 최소 전송간에 응답하여 최소수의 서브 전송(sub-transfer)을 식별한다. 세째, 데이타를 수신 및/또는 
전송하는 최대수의 칩을 가지는 버스 유닛을 식별한다. 마지막으로, 각각의 데이타 서브전송 동안, 대응
하는 사전정의된 워드를 버스상에서 최대수의 칩을 갖는 것으로 식별된 버스 유닛의 각 칩으로/로부터 전
송한다.

이하, 본 발명의 공유 버스의 비순차적인 데이타 순서화 방법 및 장치를 도면을 참조하여 설명한다.

제1도를  참조하면,  본  발명을  구현하는  컴퓨터  또는  데이타  처리  시스템이  참조번호(10)로  도시되어 
있다. 컴퓨터 시스템(10)은 프로세서(12)와, 메모리 혹은 주 저장장치(14)와, 주 저장장치의 제어 유닛
(main storage controller unit: MSCU)(16)을 포함한다. 제어 유닛(16)은 참조번호(18)로 표시된 비순차
적인  데이타  순서화  방식으로  동작하는  주  저장장치의  양방향  공유  버스(shared  main  store hi-
directional bus)를 구비한 다수의 캐시/메모리 제어기 칩(칩0, 칩1, 칩2, 칩3)을 포함한다. 제1도에 도
시된 바와 같이, 공유된 주 저장장치의 양방향 버스(18)는 주저장장치(14)와 MSCU(16)사이에 접속된다. 
주 저장 장치의 양방향 버스(18)는 MSCU(16)의 캐쉬/메모리 제어기 칩(칩0, 칩1, 칩2, 칩3)에 의해 공유
된다. 공유된 주 저장장치의 양방향 버스(18)는 각각의 캐쉬/메모리 제어기 칩(칩0, 칩1, 칩2, 칩3)에 대
해 1 워드 폭의 인터페이스를 갖는다.

본 발명의 특징에 따르는 공유 버스의 비순차적인 데이타 순서화 방법 및 장치를 이용하면, 제6도에 도시
된 것과 같은 순차적으로 순서화된 버스 배열에 비해 다수의 칩의 소스 및 목적지(multiple chip source 
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and destination)의 버스 부하가 감소되고, 버스의 성능이 향상되고, I/O 카운트가 감소된다. I/O 카운트
의 감소는 각각의 칩에 대한 단일 워드-폭 인터페이스로 인해 야기된다. 서브전송 동안 데이타를 각각의 
칩에 순차적으로 전송하도록, 데이타를 수신 혹은 전송하기 위해 최대수의 칩을 가진 버스 유닛은 비순차
적인 방법으로 순서화된다.

제1도에 예시된 바와 같이, 본 발명의 순서화 방안을 이용하면, 데이타 버스(18)의 각 부분은 버스 유닛
마다 하나의 부하만을 갖는다. 제1도에서 버스 유닛은 주 저장장치(14)와 MSCU(16)이다. 제1데이타의 서
브전송은 0, 2, 4, 6 워드를 포함한다. 제1데이타 서브전송 동안, 각각의 칩(칩 0, 칩 1, 칩 2, 칩 3)은 
하나의 워드, 즉, 짝수 워드 0, 2, 4, 6을 얻는다. 제2 데이타 서브전송은 홀수 워드 1, 3, 5, 7을 포함
한다. 제2데이타의 서브전송 동안, 각각의 칩(칩 0, 칩 1, 칩 2, 칩 3)은 하나의 워드, 즉, 홀수 워드 1, 
3, 5, 7을 얻는다. 이 방법을 이용하면, 각각의 칩은 단일 워드-폭 인터페이스만을 필요로 한다. 이와 같
이 단일 워드-폭 인터페이스를 이용하면 비용이 적게 소요되고, 패키지의 소형화가 가능하고, 칩상에 다
른 기능을 위해 더욱 많은 공간을 확보할 수 있다.

제2도는 데이타 명명 규칙(data-naming convention)을 도시한 도면이고, 제3도는 본 발명의 공유 버스의 
비순차적인 데이타 순서화 방법 및 장치에 따른 데이타 순서화의 예를 도시한 도면이다. 최소 데이타 전
송폭 X은 캐쉬와 프로세서간의 인터페이스에 의해 결정될 수 있다. X/2개의 I/O핀이 이용가능하면, 보다 
작은 버스 Y는 예를 들어, X/2 바이트로 표현된다. 제1도에는 네개 의 캐쉬/메모리 제어기 칩(칩 0, 칩 
1, 칩 2, 칩 3)이 도시되었으며, 이들 각각의 칩은 X/4 바이트의 데이타를 얻는다. 데이타 버스 Y는 원하
는 최소 전송의 1/2이기 때문에, 전송을 완료하는데 두개의 서브전송(sub-transfers: 57)이 필요하다. X 
바이트가 n개의 워드로 구성된다고 정의하자(여기서, 워드는 각 칩에 대한 서브전송의 크기이다). 예시된 
예에 있어서, n = X/8이다. 각각의 서브전송 동안, 각각의 캐쉬/메모리 제어기 칩(칩 0, 칩 1, 칩 2, 칩 
3)은 전체 전송의 1/8을 공급한다. 왜냐하면, 각각의 칩은 X/4 바이트를 필요로 하지만 각각의 서브전송
으로부터 절반만을 얻기 때문이다.

예를 들어, 제1도에 도시된 바와 같이, 논리적 수신 MSCU(logical receiving MSCU)(16)내의 각각의 수신 
유닛(칩 0, 칩 1, 칩 2, 칩 3)은 비순차적인 들어, 원하는 데이타 순서화 방안의 다수의 전송을 통해 데
이타를 수신한다. 예를 들어, 원하는 데이타 전송폭이 0, 1, 2, 3, 4, 5, 6, 7로 넘버링된 8개의 워드로 
구성된 X 바이트라고 가정하면, 두개의 서브전송시 X 바이트의 워드 0, 2, 4, 6가 버스를 통해 전송되고, 
이어서 워드 1, 3, 5, 7가 전송된다.

그 결과, 각각의 수신 유닛(칩 0, 칩 1, 칩 2, 칩 3)은 표준 순차적 순서(standard sequential order)로 
데이타를  수신한다,  수신  유닛(칩  0)은  워드  0,  1  를  수신하고,  수신  유닛(칩  1)은  워드  2,  3을 
수신하고, 수신 유닛(칩 2)은 워드 4, 5를 수신하고, 수신 유닛(칩 3)은 워드 6, 7를 수신한다.

제3a도를 참조하면, 본 발명의 데이타 순서화 방법에 따라 서브전송의 크기 및 데이타 순서화를 결정하는 
단계들이 순차적인 흐름도로 도시되어 있다. 수학식으로 표현된 비순차적인 순서화 방법은 다음과 같다. 
먼저 블럭(300)에서, X는 최소 데이타 전송시의 바이트 수이고, i는 버스 유닛상의 최대 칩의 갯수이고, 
Y는 I/O 제한으로 인한 데이타 버스의 최대 크기인 것으로 가정한다.

이어서, 블럭(302)에서 필요한 서브전송의 수를 식별한다. j가 최소 전송에 필요한 서브전송의 수인 것으
로 가정하면, j는 다음과 같이 정의된다.

j = X/Y 이다(여기서, j는 정수). 만약 Y가 2의 멱수가 아니면 j가 정수가 되도록 반올림한다.

그 후, 블럭(304)에서 워드당 바이트 수인 정수값 n이 식별되며, 정수값 n은 다음과 같이 정의된다.

n = X/(i * j)이다(여기서, n은 정수이고, 2의 멱수인 것으로 가정한다).

다음 블럭(306)에서, 데이타 순서화 알고리즘은 다음과 수행된다.

블럭(306)에서 do루프는 서브 전송당 특정 워드를 특정 칩에 지정하지만, 다른 데이타 순서화 방안도 가
능하고 또한 요구될 수도 있음을 이해하여야 한다. 버스 유닛들간의 요구되는 I/O 핀 및 부하는 칩의 입/
출력(I/O)카운트와 버스 사이클 시간을 최소화하기 위해 감소된다.

다음의 표 1은 제1도에 도시된 예의 데이타 순서화를 배열한 것이다(여기서, j = 2이고, i = 4이다).
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[표 1]

제4도 및 제5도는 128 바이트 캐시 라인 전송의 16바이트 주 저장 버스 및 32 바이트 주 저장 버스에 대
해 32 바이트의 최소 데이타 전송값을 취하는 바이트 넘버링을 예시한 도면이다. 16 바이트 버스에 대해
서는 Y = X/2이고, 32 바이트 버스에 대해서는 Y = X가 된다.

제6도를 참조하면, 순차적으로 순서화된 데이타 버스의 예가 도시되어 있다. 데이타 버스의 각각의 부분
은 캐쉬/메모리 제어기 버스 유닛당 두개의 부하를 가짐에 유의하여야 한다. 제1 서브전송은 칩 0과 칩 1
에 대한 워드 0-3을 포함한다. 칩 0과 칩 1은 제각기 두개의 워드, 즉, 워드 0, 1과 워드 2, 3을 얻는다. 
제2 서브전송은 칩 2과 칩 3에 대한 워드 4-7를 포합하며, 칩 2과 칩 3은 제각기 워드 4, 5와 워드 6, 7
를 얻는다. 데이타 버스는 네개의 칩을 갖는 각각의 버스 유닛에 대해서 두개의 부하를 가지며, 이는 버
스의 성능을 저하시킨다. 또한, 각각의 칩은 두개의 워드-폭 인터페이스를 필요로 한다. 만약 시스템이 
다중 프로세서 및 메모리 카드와 같이 네 개의 칩 인터페이스를 구비한 다수의 유닛을 갖는다면, 이러한 
가외의 부하는 더욱 많아진다.

이상에서, 본 발명은 바람직한 실시예를 참조하여 상세히 설명하였지만, 청구범위에서 정의된 본 발명의 
영역은 이러한 실시예로 한정되는 것은 아니다.

(57) 청구의 범위

청구항 1 

데이타 처리 시스템(a data processing system)의 공유 버스의 비순차적인 데이타 순서화 방법(a shared 
bus non-sequential data ordering method)에 있어서, ① 상기 데이타 처리 시스템에 대한 최대 버스폭 
값(a maximum bus width value)을 식별하는 단계와, ② 상기 데이타 처리 시스템에 대해 사전정의된 바이
트 수인 최소 데이타 전송값(a minimum data transfer value)을 식별하는 단계와, ③ 상기 식별된 최소 
전송값 및 상기 최대 버스폭 값을 이용하여, 서브전송값(a sub-transfer value)을 계산하는 단계 - 상기 
계산된 서브전송 값은 j로 표시되며, 상기 최소 데이타 전송값을 전송하는데 필요한 서브전송의 수이다 - 
와, ④ 다수의 칩을 갖는 버스 유닛(a bus unit)를 식별하는 단계 -상기 다수의 칩 각각은 상기 데이타 
처리 시스템에 대한 데이타를 수신하거나 혹은 전송하고, 워드 서브전송 크기(a word sub-transfer siz
e)을 갖는다 - 와, ⑤ 데이타 서브전송 동안, 상기 최소 데이타 전송값의 비순차적인 워드를 순서화하고 
- 각각의 데이타 서브전송 동안 상기 비순차적인 워드는 짝수 워드 또는 홀수 워드중 어느 하나를 포함함 
-, 각각의 데이타 서브전송 동안 상기 순서화된 비순차적인 워드들을 제각기 하나의 워드씩 이에 대응하
는 상기 버스 유닛의 상기 다수의 칩에 각각 전송하는 단계를 포함하는 공유 버스의 비순차적인 데이타 
순서화 방법.

청구항 2 

제1항에  있어서,  상기  최소  데이타  전송값을  식별하는  단계와,  상기  최대의  버스폭  값을  식별하는 
단계와, 상기 식별된 최소 전송값 및 상기 최대 버스폭 값을 이용하여 서브전송값을 계산하는 단계는, X 
바이트로 표현된 상기 최소 전송값을 식별하는 단계(여기서, X 바이트는 n 워드를 포함함)와, Y로 표현된 
상기 최대 버스폭 값을 식별하는 단계(여기서, Y는 X 바이트 미만임)와, j=X/Y로 표현된 상기 서브전송값
을 계산하는 단계(여기서, X, Y, j는 정수)를 포함하는 공유 버스의 비순차적인 데이타 순서화 방법.

청구항 3 

데이타 처리 시스템에 대해 최대 버스폭 값과 최소 전송값을 갖는 양방향의 공유 버스(a  shared bi-
directional bus)상에 데이타를 전송하기 위한 - 상기 최대 버스폭은 상기 최소 전송값보다 작음 - 데이
타 순서화 방법에 있어서, ① 상기 데이타 처리 시스템에 대해 상기 최대 버스폭 값 및 상기 최소 전송값
을 이용하여, 최소수의 서브전송을 계산하는 단계와, ② 다수의 칩을 구비한 버스 유닛을 식별하는 - 상
기 다수의 칩 각각은 상기 데이타 처리 시스템에 대한 데이타를 수신 및/또는 전송하고, 워드 서브 전송 
크기를 갖는다 - 단계와, ③ 각각의 데이타 서브전송 동안, 상기 계산된 최소 서브전송의 수를 이용하여 
비순차적인 워드를 순서화하고, 상기 순서화된 비순차적인 워드의 사전정의된 그룹을 상기 버스 유닛의 
각각의 칩에 하나의 워드씩 전송하는 단계 - 각각의 데이타 서브전송 동안 상기 순서화된 비순차적인 워
드의 사전정의된 그룹은 짝수 워드 또는 홀수 워드증 어느 하나를 포함한다 - 를 포함하는 데이타 순서화 
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방법.

청구항 4 

제3항에 있어서, 상기 최소 서브 전송의 수는 2이고, 상기 각각의 데이타 서브전송 동안 상기 순서화된 
비순차적인 워드의 사전정의된 그룹을 상기 버스 유닛의 각각의 칩에 하나의 워드씩 전송하는 단계는, 제
1데이타 서브전송 동안 짝수의 워드를 전송하는 단계와, 제2데이타 서브전송 동안 홀수의 워드를 전송하
는 단계를 포함하는 데이타 순서화 방법.

청구항 5 

제3항에 있어서, 상기 각각의 데이타 서브전송 동안에 전송된 상기 순서화된 비순차적인 워드의 상기 사
전정의된 그룹은 사전결정된 순서(a predetermined order)를 가지며, 상기 버스 유닛의 각각의 칩은 데이
타 워드를 순차적인 순서로 수신하는 데이타 순서화 방법.

도면

    도면1

    도면2

9-6

1019950006997



    도면3

    도면3a

9-7

1019950006997



    도면4

    도면5

9-8

1019950006997



    도면6

9-9

1019950006997


