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(57) ABSTRACT 

The present invention relates to an image processing device 
and method, which can handle local nature within a frame. 
A block determining unit 77 outputs a control signal to one of 
a large block filter calculating unit 92 and small block filter 
calculating unit 93, thereby classifying blocks into a class of 
block sizes greater than 8x8 and a class of block sizes 8x8 or 
smaller. At the large block filter calculating unit 92 or small 
block filter calculating unit 93, only motion vector informa 
tion of classes into which classification has been performed is 
used for calculating filter coefficients for that class. The 
present invention can be applied to an image encoding device 
which performed encoding based on the H.264/AVC format, 
for example. 
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IMAGE PROCESSING DEVICE AND 
METHOD 

TECHNICAL FIELD 

0001. The present invention relates to an image processing 
device and method, and more particularly relates to an image 
processing device and method which further improve encod 
ing efficiency by calculating optimal filter coefficients corre 
sponding to local nature within a frame. 

BACKGROUND ART 

0002. In recent years, devices have come into widespread 
use which subject an image to compression encoding by 
employing an encoding format handling image information 
as digital, and at this time compress the image by orthogonal 
transform Such as discrete cosine transform or the like and 
motion compensation, taking advantage of redundancy which 
is a feature of the image information, in order to perform 
highly efficient transmission and storage of information. 
Examples of this encoding format include MPEG (Moving 
Picture Expert Group) and so forth. 
0003. In particular, MPEG2 (ISO/IEC 13818-2) is defined 
as a general-purpose image encoding format, and is a stan 
dard encompassing both of interlaced scanning images and 
sequential-scanning images, and standard resolution images 
and high definition images. For example, MPEG2 has widely 
been employed now by broad range of applications for pro 
fessional usage and for consumer usage. By employing the 
MPEG2 compression format, a code amount (bit rate) of 4 
through 8 Mbps is allocated in the event of an interlaced 
scanning image of standard resolution having 720x480 pix 
els, for example. By employing the MPEG2 compression 
format, a code amount (bit rate) of 18 through 22 Mbps is 
allocated in the event of an interlaced scanning image of high 
resolution having 1920x1088 pixels, for example. Thus, a 
high compression rate and excellent image quality can be 
realized. 
0004 MPEG2 has principally been aimed at high image 
quality encoding adapted to broadcasting usage, but does not 
handle lower code amount (bitrate) than the code amount of 
MPEG1, i.e., an encoding format having a higher compres 
sion rate. It is expected that demand for Such an encoding 
format will increase from now on due to the spread of per 
Sonal digital assistants, and in response to this, standardiza 
tion of the MPEG4 encoding format has been performed. 
With regard to an image encoding format, the specification 
thereof was confirmed as international standard as ISO/IEC 
14496-2 in December in 1998. 

0005. Further, in recent years, standardization of a stan 
dard called H.26L (ITU-T Q6/16VCEG) has progressed, the 
object of which was initially image encoding for videocon 
ferencing usage. With H.26L, it has been known that though 
greater computation amount is requested for encoding and 
decoding thereof as compared to a conventional encoding 
format such as MPEG2 or MPEG4, higher encoding effi 
ciency is realized. Also, currently, as part of activity of 
MPEG4, standardization for taking advantage of a function 
that is not supported by H.26L with this H.26L taken as base 
to realize higher encoding efficiency has been performed as 
Joint Model of Enhanced-Compression Video Coding. As a 
schedule of standardization, H.264 and MPEG-4 Part 10 (Ad 
vanced Video Coding, hereafter referred to as H.264/AVC) 
become an international standard in March, 2003. 
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0006 Further, as an extension thereof, standardization of 
FRExt (Fidelity Range Extension) including a coding tool 
necessary for business use Such as RGB, 4:2:2, or 4:4:4, 
8x8DCT and quantization matrix stipulated by MPEG-2 has 
been completed as of February 2005. Accordingly, H.264/ 
AVC can be used as an encoding format capable of Suitably 
expressing even film noise included in movies, and has come 
to be employed for wide ranging applications such as Blu 
Ray Disc (registered trademark) and so forth. 
0007. However, nowadays, needs for further high-com 
pression encoding have been increased. Such as intending to 
compress an image having around 4000x2000 pixels, which 
is quadruple of a high-vision image, or alternatively, such as 
intending to distribute a high-vision image within an environ 
ment with limited transmission capacity like the Internet. 
Therefore, with VCEG (=Video Coding Expert Group) under 
the control of ITU-T mentioned above, studies relating to 
improvement of encoding efficiency have continuously been 
performed. 
0008. Now, with motion prediction compensation accord 
ing to the H.264/AVC format, prediction efficiency is 
improved by performing prediction/compensation process 
ing with quarter-pixel precision. 
0009 For example, with the MEPG2 format, half-pixel 
precision motion prediction/compensation processing is per 
formed by linear interpolation processing. On the other hand, 
with the H.264/AVC format, quarter-pixel precision predic 
tion/compensation processing using a 6-tap FIR (Finite 
Impulse Response Filter) filter as an interpolation filter is 
performed. 
0010 FIG. 1 is a diagram for describing prediction/com 
pensation processing of quarter-pixel precision with the 
H.264/AVC format. With the H.264/AVC format, quarter 
pixel precision prediction/compensation processing is per 
formed using 6-tap FIR (Finite Impulse Response Filter) 
filter. 

0011. In the example in FIG. 1, a position A indicates 
integer-precision pixel positions, positions b, c, and dindicate 
half-pixel precision positions, and positions e1, e2, and e3 
indicate quarter-pixel precision positions. First, in the follow 
ing Clip() is defined as in the following Expression (1). 

Mathematical Expression 1 

O; if (a < 0) (1) 
Clip1(a) = (i. 

max pix, if (a > max pix) 
otherwise 

0012 Note that in the event that the input image is of 8-bit 
precision, the value of max pix is 255. 
0013 The pixel values at positions band dare generated as 
with the following Expression (2), using a 6-tap FIR filter. 

Mathematical Expression 2 

FFA 2-5A1+20Ao-20-A1-5A2+A 
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0014. The pixel value at the position c is generated as with 
the following Expression (3), using a 6-tap FIR filter in the 
horizontal direction and vertical direction. 

Mathematical Expression 3 

F=b_2-5 b +20-bo-20-b-5-b-b 

O 

F=d 2-5'd +20 do-20-d-5'd +d 

0015 Note that Clip processing is performed just once at 
the end, following having performed product-Sum processing 
in both the horizontal direction and vertical direction. 
0016. The positions e1 through e3 are generated by linear 
interpolation as with the following Expression (4). 

Mathematical Expression 4 

e=(A+b+1)->>1 

e=(b--d-1)>>1 

0017. Also, what sort of processing with which to select 
motion vectors obtained in quarter-pixel precision as 
described above is important in obtaining compressed images 
with high encoding efficiency. One example of this process 
ing is a method implemented in reference software (reference 
software), called JM (Joint Model), disclosed in NPL 1. 
0018. Next, a motion search method implemented in JM 
will be described with reference to FIG. 2. 
0019. In the example in FIG. 2, pixels A through I repre 
sent pixels having pixel values of integer pixel precision 
(hereinafter referred to as integer pixel precision pixels). Pix 
els 1 through 8 are pixels having pixel values of half-pixel 
precision around the pixel E (hereinafter referred to as half 
pixel precision pixels). Pixels a through h are pixels having 
pixel values of quarter-pixel precision around the pixel 6 
(hereinafter referred to as quarter-pixel precision pixels). 
0020. With JM, as a first step, an integer pixel precision 
motion vector which minimizes a cost function value Such as 
the SAD (Sum of Absolute Difference) within a predeter 
mined search range is obtained. Let us say that the pixel 
corresponding to the motion vector obtained in this way is the 
pixel E. 
0021 Next, as a second step, a pixel with a pixel value 
which minimizes the above-described cost function value is 
obtained from the pixel E and the pixels 1 through 8 of 
half-pixel precision Surrounding the pixel E, and this pixel 
(the pixel 6 in the case of the example in FIG.2) is taken as the 
pixel corresponding to the optimal motion vector of half-pixel 
precision. 
0022. Then, as a third step, a pixel with a pixel value which 
minimizes the above-described cost function value is 
obtained from the pixel 6 and the pixelsa throughh of quarter 
pixel precision Surrounding the pixel 6. Thus, the motion 
vector corresponding to the obtained pixel is the optimal 
motion vector of quarter-pixel precision. 
0023. As described above, quarter-pixel precision predic 
tion/compensation processing is performed with the H.264/ 
AVC format, and multiple techniques for further improving 
encoding efficiency have been proposed for this quarter-pixel 
precision prediction/compensation processing. 
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(0024. For example, with the H.264/AVC format, the filter 
coefficients for the interpolation filter to generate pixel values 
of sampling positions as to decimal pixel precision motion 
vectors described above with reference to FIG. 1 have been 
predetermined, as described in NPL 2. 
0025. Accordingly, proposed in NPL 3 is to adaptively 
switch the filter coefficients such that the prediction residual 
is the smallest for each current frame. 
0026. That is to say, with NPL 3, first, as a first step, 
normal H.264/AVC format motion prediction processing is 
performed, and motion vector values are calculated for each 
motion compensation block. 
0027. As a second step, filter optimization is performed 
such that the motion residual is minimal for the motion vector 
values obtained in the first step. 
0028. Then, as a third step, motion search is performed 
again using the filter coefficient obtained in the second step, 
and the motion vector value is updated. Thus, encoding effi 
ciency can be improved. 
0029. Filter coefficients and motion vector values can be 
optimized by further repeating the above steps. 
0030. Also, as described above, the macroblock size is 
defined as 16x16 pixels with the H.264/AVC format. How 
ever, a macroblock size of 16x16 pixels is not optimal for a 
large image frame such as with UHD (Ultra High Definition; 
4000 pixelsx2000 pixels) which is the object of next-genera 
tion encoding formats. 
0031. Accordingly, it is proposed in NPL 4 and so forth to 
extend the macroblock size to be a size of 32 pixelsx32 pixels, 
for example. 
0032. Note that the above-described FIG.1 and FIG.2 will 
also be used hereinafter to describe the present invention. 
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SUMMARY OF INVENTION 

Technical Problem 

0037 Now, with the method according to NPL3 described 
above, the image quality of the overall frame is optimized and 
encoding efficiency improves, but the calculated adaptive 
filter coefficients are not necessarily optimal for local natures 
within the frame. For example, within a frame, the nature of 
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signals differs between flat areas and texture areas including 
high-band components, so optimal filter coefficients must 
also be different. 
0038. However, with the method described in NPL 3, han 
dling such local natures within the frame has been difficult. 
0039. The present invention has been made in light of this 
situation, and enables further improvement in encoding effi 
ciency by calculating optimal filter coefficients correspond 
ing to local nature within a frame. 

Solution to Problem 

0040. An image processing device according to a first 
aspect of the present invention includes: motion prediction 
means configured to perform motion prediction of a current 
block regarding which encoding processing is to be per 
formed in candidate prediction modes, using a first filter 
coefficient that has been set beforehand; block determining 
means configured to classify into classes in accordance with 
block sizes indicated by an optimal prediction mode deter 
mined regarding the current block from the candidate predic 
tion mode in which motion prediction has been performed by 
the motion prediction means; and filter coefficient calculating 
means configured to calculate a second filter coefficient 
which minimizes prediction error, for each of the classes 
classified by the block determining means. 
0041. The motion prediction means may perform motion 
prediction of the current block in the candidate prediction 
modes using the second filter coefficient calculated by the 
filter coefficient calculating means, with the image process 
ing device further comprising: mode determining means con 
figured to determine, from the candidate prediction modes in 
which motion prediction has been performed by the motion 
prediction means using the second filter coefficient, the opti 
mal prediction mode regarding the current block; motion 
compensation means configured to perform motion compen 
sation for the current block in the optimal prediction mode 
determined from the candidate prediction modes in which 
motion prediction has been performed by the motion predic 
tion means; and encoding means configured to encoding dif 
ference between a prediction image of the current block 
obtained by the motion compensation by the motion compen 
sation means, and an original image. 
0042. The encoding means may encode the second filter 
coefficient calculated for each of the classes by the filter 
coefficient calculating means. 
0043. The encoding means may encode flag information 
indicating sending of the second filter coefficient for each of 
the classes, and the second filter coefficient of a class regard 
ing which the flag information has been encoded. 
0044) Regarding a prediction mode for a block size clas 
sified into a class where the flag information is not encoded, 
the motion prediction means may perform motion prediction 
of the current block using the first filter coefficient. 
0045 Regarding a prediction mode for a block size clas 
sified into a class where the flag information is not encoded, 
the motion prediction means may perform motion prediction 
of the current block using the second filter coefficient of a 
class of a block size greater than that of that class. 
0046 Regarding a prediction mode for a block size clas 
sified into a class where the flag information is not encoded in 
a current slice, the motion prediction means may perform 
motion prediction of the current block using the second filter 
coefficient of the same classina slice prior to the current slice. 
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0047. The block determining means may classify into the 
classes depending on whether or not the block size is greater 
than an 8x8 block. 
0048. The block determining means may classify into the 
classes depending on whether the block size is greater than a 
16x16 block, or a 16x16 block or smaller but greater than an 
8x8 block, or an 8x8 block or smaller. 
0049. An image processing method according to the first 
aspect of the present invention includes the steps of an image 
processing device performing motion prediction of a current 
block regarding which encoding processing is to be per 
formed in candidate prediction modes, using a first filter 
coefficient that has been set beforehand, classifying into 
classes in accordance with block sizes indicated by an opti 
mal prediction mode determined regarding the current block 
from the candidate prediction mode in which motion predic 
tion has been performed, and calculating a second filter coef 
ficient which minimizes prediction error, for each of the 
classes classified. 
0050. An image processing device according to a second 
aspect of the present invention includes: decoding means 
configured to decode motion vector information of a current 
block regarding which decoding processing is to be per 
formed; filter coefficient setting means configured to set, 
from filter coefficients calculated to minimize prediction 
error, for each of classes classified into classes in accordance 
with block sizes, a filter coefficient in accordance with the 
block size of the current block; and prediction image gener 
ating means configured to generate a prediction image of the 
current block, using the motion vector information decoded 
by the decoding means and the filter coefficient set by the 
filter coefficient setting means. 
0051. The decoding means may decode the filter coeffi 
cients for each class, encoded for each slice; with the filter 
coefficient setting means setting, from the filter coefficients 
for each class that have been decoded by the decoding means, 
a filter coefficient in accordance with the block size of the 
current block. 
0.052 The decoding means may also decode prediction 
mode information of the current block; with the filter coeffi 
cient setting means setting a filter coefficient in accordance 
with the block size of the current block, in accordance with a 
block size indicated by the prediction mode information 
decoded by the decoding means. 
0053. The decoding means may decode flag information 
indicating sending of the filter coefficient of the each class 
encoded for each slice, and the filter coefficient of a class 
regarding which the flag information has been decoded. 
0054 For a current block of a block size classified into a 
class regarding which the flag information is not decoded, the 
prediction image generating means may generate a prediction 
image using a filter coefficient that has been set beforehand. 
0055 For a current block of a block size classified into a 
class regarding which the flag information is not encoded in a 
current slice, the prediction image generating means may 
perform motion prediction of said current block using said 
second filter coefficient of the same class in a slice prior to the 
current slice. 

0056. The block determining means may classify into the 
classes depending on whether or not the block size is greater 
than an 8x8 block. 

0057 The block determining means may classify into the 
classes depending on whether the block size is greater than a 
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16x16 block, or a 16x16 block or smaller but greater than an 
8x8 block, or an 8x8 block or smaller. 
0058 Classifying into the classes may be performed 
depending on whether or not the block size is greater than an 
8x8 block. 
0059 Classifying into the classes may be performed 
depending on whether the block size is greater than a 16x16 
block, or a 16x16 block or smaller but greater than an 8x8 
block, or an 8x8 block or smaller. 
0060 An image processing method according to the sec 
ond aspect of the present invention includes the steps of an 
image processing device decoding motion vector information 
of a current block regarding which decoding processing is to 
be performed, setting, from filter coefficients calculated to 
minimize prediction error, for each of classes classified into 
classes in accordance with block sizes, a filter coefficient in 
accordance with the block size of the current block, and 
generating a prediction image of the current block, using the 
motion vector information that has been decoded and the filter 
coefficient that has been set. 
0061. With the first aspect of the present invention, motion 
prediction is performed of a current block regarding which 
encoding processing is to be performed in candidate predic 
tion modes, using a first filter coefficient that has been set 
beforehand, classifying into classes is performed in accor 
dance with block sizes indicated by an optimal prediction 
mode determined regarding the current block from the can 
didate prediction mode in which motion prediction has been 
performed, and a second filter coefficient is calculated which 
minimizes prediction error, for each of the classes classified. 
0062. With the second aspect of the present invention, 
motion vector information of a current block regarding which 
decoding processing is to be performed is decoded, setting is 
performed of a filter coefficient in accordance with the block 
size of the current block, from filter coefficients calculated to 
minimize prediction error, for each of classes classified into 
classes in accordance with block sizes, and a prediction image 
of the current block is generated using the motion vector 
information that has been decoded and the filter coefficient 
that has been set. 
0063) Note that the above-described image processing 
devices may each be stand-alone devices, or may be internal 
blocks making up a single image encoding device or image 
decoding device. 

Advantageous Effects of Invention 
0064. According to the first aspect of the present inven 

tion, optimal filter coefficients corresponding to local nature 
within a frame can be calculated. Also, according to the first 
aspect of the present invention, encoding efficiency can be 
improved. 
0065 According to the second aspect of the present inven 

tion, optimal filter coefficients corresponding to local nature 
withina frame can be set. Also, according to the second aspect 
of the present invention, encoding efficiency can be 
improved. 

BRIEF DESCRIPTION OF DRAWINGS 

0066 FIG. 1 is a diagram describing quarter-pixel preci 
sion motion prediction/compensation processing according 
to the H.264/AVC format. 
0067 FIG. 2 is a diagram describing a motion search 
method according to the H.264/AVC format. 
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0068 FIG.3 is a block diagram illustrating a configuration 
of an embodiment of an image encoding device to which the 
present invention has been applied. 
0069 FIG. 4 is a diagram for describing motion predic 
tion/compensation processing with variable block size. 
0070 FIG. 5 is a diagram for describing a motion predic 
tion/compensation format of multi-reference frames. 
0071 FIG. 6 is a diagram for describing an example of a 
motion vector information generating method. 
0072 FIG. 7 is a block diagram illustrating a configuration 
example of the motion prediction/competition unit and adap 
tive interpolation filter calculating unit in FIG. 3. 
0073 FIG. 8 is a flowchart for describing the encoding 
processing of the image encoding device in FIG. 3. 
0074 FIG. 9 is a flowchart for describing prediction pro 
cessing in step S21 in FIG. 8. 
(0075 FIG. 10 is a flowchart for describing intra prediction 
processing in step S31 in FIG. 9. 
0076 FIG. 11 is a flowchart for describing inter motion 
prediction processing in step S32 in FIG. 9. 
0077 FIG. 12 is a flowchart for describing motion predic 
tion/compensation processing in steps S51 or S52 in FIG. 11. 
0078 FIG. 13 is a block diagram illustrating the configu 
ration of an embodiment of an image decoding device to 
which the present invention has been applied. 
007.9 FIG. 14 is a block diagram illustrating a configura 
tion example of the motion prediction/competition unit and 
adaptive interpolation filter setting unit in FIG. 13. 
0080 FIG. 15 is a flowchart for describing the decoding 
processing of the image decoding device in FIG. 13. 
I0081 FIG. 16 is a flowchart for describing prediction pro 
cessing in step S138 in FIG. 15. 
I0082 FIG. 17 is a diagram illustrating an example of an 
extended block size. 
I0083 FIG. 18 is a block diagram illustrating a configura 
tion example of the hardware of a computer. 
I0084 FIG. 19 is a block diagram illustrating a principal 
configuration example of a television receiver to which the 
present invention has been applied. 
I0085 FIG. 20 is a block diagram illustrating a principal 
configuration example of a cellular phone to which the 
present invention has been applied. 
I0086 FIG. 21 is a block diagram illustrating a principal 
configuration example of a hard disk recorder to which the 
present invention has been applied. 
I0087 FIG. 22 is a block diagram illustrating a principal 
configuration example of a camera to which the present 
invention has been applied. 

DESCRIPTION OF EMBODIMENTS 

I0088. Hereafter, an embodiment of the present invention 
will be described with reference to the drawings. 

Configuration Example of Image Encoding Device 

I0089 FIG. 3 represents the configuration of an embodi 
ment of an image encoding device serving as an image pro 
cessing device to which the present invention has been 
applied. 
0090 This image encoding device 51 subjects an image to 
compression encoding based on the H.264 and MPEG-4 Part 
10 (Advanced Video Coding) (hereinafter written as H.264/ 
AVC) format, for example. 
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0091. With the example in FIG. 3, the image encoding 
device 51 is configured of an A/D conversion unit 61, a screen 
rearranging buffer 62, a computing unit 63, an orthogonal 
transform unit 64, a quantization unit 65, a lossless encoding 
unit 66, an storage buffer 67, an inverse quantization unit 68, 
an inverse orthogonal transform unit 69, a computing unit 70, 
a deblocking filter 71, frame memory 72, a switch 73, an intra 
prediction unit 74, a motion prediction/compensation unit 75, 
an adaptive interpolation filter calculating unit 76, a block 
determining unit 77, a prediction image selecting unit 78, and 
a rate control unit 79. 
0092. The A/D conversion unit 61 converts an input image 
from analog to digital, and outputs to the screen rearranging 
buffer 62 for storing. The screen rearranging buffer 62 rear 
ranges the images of frames in the stored order for display 
into the order of frames for encoding according to GOP 
(Group of Picture). 
0093. The computing unit 63 subtracts from the image 
read out from the screen rearranging buffer 62 the prediction 
image from the intra prediction unit 74 selected by the pre 
diction image selecting unit 78 or the prediction image from 
the motion prediction/compensation unit 75, and outputs dif 
ference information thereof to the orthogonal transform unit 
64. The orthogonal transform unit 64 subjects the difference 
information from the computing unit 63 to orthogonal trans 
form, such as discrete cosine transform, Karhunen-Loève 
transform, or the like, and outputs a transform coefficient 
thereof. The quantization unit 65 quantizes the transform 
coefficient that the orthogonal transform unit 64 outputs. 
0094. The quantized transform coefficient that is the out 
put of the quantization unit 65 is input to the lossless encoding 
unit 66, and Subjected to lossless encoding, such as variable 
length coding, arithmetic coding, or the like, and compressed. 
0095. The lossless encoding unit 66 obtains information 
indicating intra prediction from the intra prediction unit 74. 
and obtains information indicating an interprediction mode, 
and so forth from the motion prediction/compensation unit 
75. Note that, hereafter, the information indicating intra pre 
diction and the information indicating interprediction will be 
referred to as intra prediction mode information and inter 
prediction mode information, respectively. 
0096. The lossless encoding unit 66 encodes the quantized 
transform coefficient, and also encodes the information indi 
cating intra prediction, the information indicating an inter 
prediction mode, and so forth, and takes these as part of 
header information in the compressed image. The lossless 
encoding unit 66 Supplies the encoded data to the storage 
buffer 67 for storage. 
0097. For example, with the lossless encoding unit 66, 
lossless encoding processing, Such as variable length coding, 
arithmetic coding, or the like, is performed. Examples of the 
variable length coding include CAVLC (Context-Adaptive 
Variable Length Coding) determined by the H.264/AVC for 
mat. Examples of the arithmetic coding include CABAC 
(Context-Adaptive Binary Arithmetic Coding). 
0098. The storage buffer 67 outputs the data supplied from 
the lossless encoding unit 66 to, for example, a downstream 
storage device or transmission path or the like not shown in 
the drawing, as a compressed image encoded by the H.264/ 
AVC format. 
0099. Also, the quantized transform coefficient output 
from the quantization unit 65 is also input to the inverse 
quantization unit 68, Subjected to inverse quantization, and 
then subjected to further inverse orthogonal transform at the 
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inverse orthogonal transform unit 69. The output subjected to 
inverse orthogonal transform is added to the prediction image 
supplied from the prediction image selecting unit 78 by the 
computing unit 70, and changed into a locally decoded image. 
The deblocking filter 71 removes block distortion from the 
decoded image, and then Supplies to the frame memory 72 for 
storage. An image before the deblocking filter processing is 
performed by the deblocking filter 71 is also supplied to the 
frame memory 72 for storage. 
0100. The switch 73 outputs the reference images stored in 
the frame memory 72 to the motion prediction/compensation 
unit 75 or intra prediction unit 74. 
0101. With this image encoding device 51, the I picture, B 
picture, and P picture from the screen rearranging buffer 62 
are Supplied to the intra prediction unit 74 as an image to be 
Subjected to intra prediction (also referred to as intra process 
ing), for example. Also, the B picture and P picture read out 
from the screen rearranging buffer 62 are supplied to the 
motion prediction/compensation unit 75 as an image to be 
Subjected to interprediction (also referred to as inter process 
ing). 
0102 The intra prediction unit 74 performs intra predic 
tion processing of all of the candidate intra prediction modes 
based on the image to be subjected to intra prediction read out 
from the screen rearranging buffer 62, and the reference 
image Supplied from the frame memory 72 to generate a 
prediction image. 
0103) At this time, the intra prediction unit 74 calculates a 
cost function value as to all of the candidate intra prediction 
modes, and selects the intra prediction mode of which the 
calculated cost function value provides the minimum value, 
as the optimal intra prediction mode. Details of this cost 
function value will be described later with reference to FIG. 
10. 

0104. The intra prediction unit 74 supplies the prediction 
image generated in the optimal intra prediction mode, and the 
cost function value thereof to the prediction image selecting 
unit 78. In the event that the prediction image generated in the 
optimal intra prediction mode has been selected by the pre 
diction image selecting unit 78, the intra prediction unit 74 
Supplies the information indicating the optimal intra predic 
tion mode to the lossless encoding unit 66. The lossless 
encoding unit 66 encodes this information, and takes this as 
part of the header information in a compressed image. 
0105. The motion prediction/compensation unit 75 is sup 
plied with the image to be subjected to inter processing read 
out from the screen rearranging buffer 62, and the reference 
image from the frame memory 72 via the switch 73. The 
motion prediction/compensation unit 75 performs motion 
prediction for all candidate inter prediction modes, detects 
integer pixel precision motion vectors, and performs predic 
tion of decimal pixel precision motion vectors using H.264/ 
AVC format interpolation filters. 
0106 The motion prediction/compensation unit 75 calcu 
lates a cost function value as to all of the candidate inter 
prediction modes, using the predicted motion vectors. The 
motion prediction/compensation unit 75 determines, of the 
calculated cost function values, a prediction mode that pro 
vides the minimum value to be the optimal inter prediction 
mode, and Supplies information of the determined prediction 
mode and the corresponding decimal pixel precision motion 
vector information to the adaptive interpolation filter calcu 
lating unit 76. 
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0107 The motion prediction/compensation unit 75 further 
uses the adaptive interpolation filter of the filter coefficient 
calculated by the adaptive interpolation filter calculating unit 
76 to perform prediction again of decimal pixel precision 
motion vectors for all candidate interprediction modes, and 
calculates cost function values. The motion prediction/com 
pensation unit 75 then determines, of the calculated cost 
function values, a prediction mode that provides the mini 
mum value to be the optimal inter prediction mode. 
0108) Note that hereinafter, for the sake of distinguishing, 
the optimal interprediction mode determined by motion vec 
tor information predicted using the H.264/AVC format inter 
polation filter will be called a first optimal inter prediction 
mode. As opposed to this, an optimal inter prediction mode 
determined by motion vector information predicted using an 
adaptive interpolation filter of a filter coefficient calculated by 
the adaptive interpolation filter calculating unit 76 will be 
referred to as a second optimal interprediction mode. 
0109 The motion prediction/compensation unit 75 sub 

jects the reference image to compensation processing based 
on the decimal pixel precision motion vector of the second 
optimal interprediction mode that has been determined, gen 
erates a prediction image, and obtains a cost function value. 
The motion prediction/compensation unit 75 then supplies 
the prediction image generated in the second optimal inter 
prediction mode and the cost function value thereof to the 
prediction image selecting unit 78. In the event that the pre 
diction image generated in the second optimal inter predic 
tion mode is selected by the prediction image selecting unit 
78, the motion prediction/compensation unit 75 outputs infor 
mation indicating the second optimal inter prediction mode 
(interprediction mode information) to the lossless encoding 
unit 66. 

0110. At this time, motion vector information, reference 
frame information, and so forth, are also output to the lossless 
encoding unit 66. The lossless encoding unit 66 also Subjects 
the information from the motion prediction/compensation 
unit 75 to lossless encoding processing such as variable 
length coding orarithmetic coding, and inserts into the header 
portion of the compressed image. 
0111. The adaptive interpolation filter calculating unit 76 

is Supplied with the decimal pixel precision motion vector 
information predicted by the motion prediction/compensa 
tion unit 75 and information of the first optimal interpredic 
tion mode. The adaptive interpolation filter calculating unit 
76 calculates, for each slice, filter coefficients for adaptive 
interpolation filters for large block size of block sizes greater 
than 8x8 and for small block size of block sizes of 8x8 or 
Smaller, according to control signals from the block determin 
ing unit 77. 
0112 That is to say, in accordance with control signals 
from the block determining unit 77, the adaptive interpolation 
filter calculating unit 76 calculates a filter coefficient for a 
large block size, for motion vector information of the first 
optimal inter prediction mode for block sizes greater than 
8x8. Also, in accordance with control signals from the block 
determining unit 77, the adaptive interpolation filter calculat 
ing unit 76 calculates a filter coefficient for a small block size 
for each slice, for motion vector information of the first opti 
mal inter prediction mode for block sizes 8x8 or smaller. 
0113. The adaptive interpolation filter calculating unit 76 
supplies the filter coefficient for large block size and small 
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block size that have been calculated for each slice, to the 
motion prediction/compensation unit 75 and lossless encod 
ing unit 66. 
0114. In accordance with the block size indicated by the 

first optimal inter prediction mode Supplied to the adaptive 
interpolation filter calculating unit 76, the block determining 
unit 77 supplies a control signal, to control calculation of the 
filter coefficient for the large block size or small block size, to 
the adaptive interpolation filter calculating unit 76. 
0115 The prediction image selecting unit 78 determines 
the optimal prediction mode from the optimal intraprediction 
mode and the optimal interprediction mode based on the cost 
function values output from the intra prediction unit 74 or 
motion prediction/compensation unit 75. The prediction 
image selecting unit 78 then selects the prediction image in 
the determined optimal prediction mode, and Supplies to the 
computing units 63 and 70. At this time, the prediction image 
selecting unit 78 supplies the selection information of the 
prediction image to the intra prediction unit 74 or motion 
prediction/compensation unit 75. 
0116. The rate control unit 79 controls the rate of the 
quantization operation of the quantization unit 65 based on a 
compressed image stored in the storage buffer 67 so as not to 
cause overflow or underflow. 

Description of H.264/AVC Format 
0117 FIG. 4 is a diagram illustrating an example of the 
block size of motion prediction/compensation according to 
the H.264/AVC format. With the H.264/AVC format, motion 
prediction/compensation is performed with the block size 
taken as variable. 

0118 Macroblocks made up of 16x16 pixels divided into 
16x16 pixel, 16x8 pixel, 8x16 pixel, and 8x8 pixel partitions 
are shown from the left in order on the upper tier in FIG. 4. 
Also, 8x8 pixel partitions divided into 8x8 pixel, 8x4 pixel, 
4x8 pixel, and 4x4 pixel sub partitions are shown from the left 
in order on the lower tier in FIG. 4. 

0119) Specifically, with the H.264/AVC format, one mac 
roblock may be divided into one of 16x16 pixel, 16x8 pixel, 
8x16 pixel, and 8x8 pixel partitions with each partition hav 
ing independent motion vector information. Also, an 8x8 
pixel partition may be divided into one of 8x8 pixel, 8x4 
pixel, 4x8 pixel, and 4x4 pixel sub partitions with each sub 
partition having independent motion vector information. 
I0120 FIG. 5 is a diagram for describing the prediction/ 
compensation processing of multi-reference frames accord 
ing to the H.264/AVC format. With the H.264/AVC format, 
the motion prediction/compensation format of multi-refer 
ence frames (Multi-Reference Frame) has been determined. 
I0121. With the example in FIG. 5, the current frame Fn to 
be encoded from now on, and encoded frames Fn-5 through 
Fn-1 are shown. The frame Fn-1 is, on the temporal axis, a 
frame one frame ahead of the current frame Fn, the frame 
Fn-2 is a frame two frames ahead of the current frame Fn, and 
the frame Fn-3 is a frame three frames ahead of the current 
frame Fn. Similarly, the frame Fn-4 is a frame four frames 
ahead of the current frame Fn, and the frame Fn-5 is a frame 
five frames ahead of the current frame Fn. In general, the 
closer to the current frame Fn a frame is on the temporal axis, 
the smaller a reference picture number (ref id) to be added is. 
Specifically, the frame Fn-1 has the smallest reference pic 
ture number, and hereafter, the reference picture numbers are 
small in the order of Fn-2, ..., Fn-5. 
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0122 With the current frame Fn, a block A1 and a block 
A2 are shown, a motion vector V1 is searched with assuming 
that the block A1 is correlated with a block A1' of the frame 
Fn-2 that is two frames ahead of the current frame Fn. Simi 
larly, a motion vector V2 is searched assuming that the block 
A2 is correlated with a block A1' of the frame Fn-4 that is four 
frames ahead of the current frame Fn. 
(0123. As described above, with the H.264/AVC format, 
different reference frames may be referenced in one frame 
(picture) with multi-reference frames stored in memory. Spe 
cifically, for example, such that the block A1 references the 
frame Fn-2, and the block A2 references the frame Fn-4, 
independent reference frame information (reference picture 
number (ref id)) may be provided for each block in one 
picture. 
0.124. Here, the blocks indicate one of 16x16 pixel, 16x8 
pixel, 8x16 pixel, and 8x8 pixel partitions described above 
with reference to FIG. 4. Reference frames within an 8x8 
Sub-block must agree. 
0125 With the H.264/AVC format, by the quarter-pixel 
precision motion prediction/compensation processing 
described above with reference to FIG. 1, and the motion 
prediction/compensation processing described above with 
reference to FIG. 4 and FIG. 5 being performed, vast amounts 
of motion vector information are generated. If these vast 
amounts of motion vector information are encoded without 
change, this will lead to deterioration in encoding efficiency. 
As to this, with the H.264/AVC format, according to a method 
shown in FIG. 6, reduction in motion vector coding informa 
tion has been realized. 
0126 FIG. 6 is a diagram for describing a motion vector 
information generating method according to the H.264/AVC 
format. 
0127. With the example in FIG. 6, a current block E to be 
encoded from now on (e.g., 16x16 pixels), and blocks A 
through D, which have already been encoded, adjacent to the 
current block E are shown. 
0128 Specifically, the block D is adjacent to the upper left 
of the current block E, the block B is adjacent to above the 
current block E, the block C is adjacent to the upper right of 
the current block E, and the block A is adjacent to the left of 
the current block E. Note that the reason why the blocks A 
through D are not sectioned is because each of the blocks 
represents a block having one structure of 16x16 pixels 
through 4x4 pixels described above with reference to FIG. 4. 
0129. For example, let us say that motion vector informa 
tion as to X (A, B, C, D, E) is represented with mV. First, 
prediction motion vector information pnvas to the current 
block E is generated as with the following Expression (5) by 
median prediction using motion vector information regarding 
the blocks A, B, and C. 

pmVE-med(mV a.mVB.mv) (5) 

0130. The motion vector information regarding the block 
C may not be used (may be unavailable) due to a reason Such 
as the edge of an image frame, before encoding, or the like. In 
this case, the motion vector information regarding the block D 
is used instead of the motion vector information regarding the 
block C. 
0131 Data mvd to be added to the header portion of the 
compressed image, serving as the motion vector information 
as to the current block E, is generated as with the following 
Expression (6) using pmV. 

mvd mV-pmv, (6) 
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0.132. Note that, in reality, processing is independently 
performed as to each of the components in the horizontal 
direction and vertical direction of the motion vector informa 
tion. 

I0133. In this way, prediction motion vector information is 
generated, and difference between the prediction motion vec 
tor information generated based on correlation with an adja 
cent block and the motion vector information is added to the 
header portion of the compressed image, whereby the motion 
vector information can be reduced. 

Description of Interpolation Processing 

I0134. Now, the processing of the adaptive interpolation 
filter calculating unit 76 and block determining unit 77 in 
FIG. 3 will be described in detail, referencing FIG. 4 again. 
I0135. Of the block sizes for motion compensation shown 
in FIG.4, large block sizes such as 16x16 pixels tend to be 
selected for block with little texture existing therein, or blocks 
moving in parallel over a wide region including a texture. 
0.136. On the other hand, small block sizes such as 4x4 
pixels tend to be selected for regions including fine textures, 
or regions including random motion. 
0.137 Thus, which size block of the blocks for motion 
compensation shown in FIG. 4 will be selected reflects local 
features which the image has. Accordingly, this fact is applied 
to perform calculation processing of filter coefficients for 
interpolation filters applied to the local features which the 
image has (i.e., adaptive interpolation filters) at the adaptive 
interpolation filter calculating unit 76 and block determining 
unit 77. 

I0138 That is to say, with the above-described NPL3, filter 
coefficients of adaptive interpolation filters are calculated for 
each decimal pixel precision position Such as shown in FIG. 
2. On the other hand, of the block sizes shown in FIG. 4, the 
adaptive interpolation filter calculating unit 76 and block 
determining unit 77 calculate different filter coefficients for a 
class of block sizes greater than 8x8, and for a class of block 
sizes 8x8 or smaller. 

0.139. Accordingly, local natures within the frame can be 
handled, and further, encoding efficiency can be improved. 

Configuration Example of Motion Prediction/Compensation 
Unit and Adaptive Interpolation Filter Calculating Unit 

0140 FIG. 7 is a block diagram illustrating a detailed 
configuration example of the motion prediction/compensa 
tion unit 75 and adaptive interpolation filter calculating unit 
76. Note that the Switch 73 in FIG. 3 is omitted from FIG. 7. 

0.141. In the example in FIG. 7, the motion prediction/ 
compensation unit 75 is configured of an integer pixel preci 
sion motion prediction unit 81, a decimal pixel precision 
motion prediction unit 82, a mode determining unit 83, a 
decimal pixel precision motion prediction unit 84, and a 
motion compensation unit 85. Note that with the motion 
prediction/compensation unit 75, decimal pixel precision 
motion vectors are obtained based on a motion search method 
implemented in JM (Joint Model) described above with ref 
erence to FIG. 2. That is to say, integer pixel precision motion 
search is performed by the integer pixel precision motion 
prediction unit 81, decimal pixel precision motion search is 
performed by the decimal pixel precision motion prediction 
unit 82 or 84, and decimal pixel precision motion vector 
information is obtained. 
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0142. The adaptive interpolation filter calculating unit 76 
is configured of a motion information buffer 91, a large block 
filter calculating unit 92, and a small block filter calculating 
unit 93. 
0143 Integer pixel precision reference image pixel values 
are supplied from the frame memory 72 to the integer pixel 
precision motion prediction unit 81, mode determining unit 
83, and motion compensation unit 85. Also, while omitted 
from illustration in the example in FIG. 7, an image for inter 
processing from the screen rearranging buffer 62 is Supplied 
to the integer pixel precision motion prediction unit 81, deci 
mal pixel precision motion prediction units 82 and 84, mode 
determining unit 83, and motion compensation unit 85. 
0144. The integer pixel precision motion prediction unit 
81 performs integer pixel precision motion search on the 
current block for all candidate inter prediction modes, using 
the image for inter processing and the integer pixel precision 
reference image pixel values. That is to say, with the integer 
pixel precision motion prediction unit 81, an integer pixel 
precision motion vector which minimizes a cost function 
value such as SAD (Sum of Absolute Difference) or the like 
within a predetermined search range is obtained for all can 
didate inter prediction modes. The integer pixel precision 
motion vector information for the current block that have 
been obtained are Supplied to the decimal pixel precision 
motion prediction units 82 and 84 along with necessary inte 
ger pixel precision reference image pixel values. 
0145 The decimal pixel precision motion prediction unit 
82 performs decimal pixel precision motion search for the 
current block in all candidate inter prediction modes, using 
the image for inter processing, the integer pixel precision 
motion vector information, and the integer pixel precision 
reference image pixel values. At this time, the decimal pixel 
precision motion prediction unit 82 obtains half-pixel preci 
sion decimal pixel precision motion vector information 
which minimizes the above-described cost function (SAD), 
using an interpolation filter of the H.264/AVC format 
described above with reference to FIG. 1. Furthermore, quar 
ter-pixel precision decimal pixel precision motion vector 
information which minimizes the above-described cost func 
tion (SAD) is obtained. The obtained decimal pixel precision 
motion vector information is Supplied to the mode determin 
ing unit 83. 
0146 The mode determining unit 83 calculates a cost 
function value described later with reference to FIG. 10 for all 
candidate inter prediction modes regarding which the deci 
mal pixel precision motion vectors have been obtained by the 
decimal pixel precision motion prediction unit 82. The mode 
determining unit 83 determines the inter prediction mode 
regarding which the calculated cost function value yields the 
smallest value to be the first optimal interprediction mode of 
the current block. The mode determining unit 83 supplies 
information of the first optimal interprediction mode that has 
been determined, and the decimal pixel precision motion 
vector information corresponding thereto, to the motion 
information buffer 91. 

0147 Also, the mode determining unit 83 calculates the 
cost function value described later with reference to FIG. 10 
for all candidate inter prediction modes regarding which the 
decimal pixel precision motion vectors have been obtained by 
the decimal pixel precision motion prediction unit 84. The 
mode determining unit 83 selects the inter prediction mode 
regarding which the recalculated cost function value yields 
the Smallest value as the second optimal interprediction mode 
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of the current block, and supplies information of the second 
optimal inter prediction mode that has been selected to the 
motion compensation unit 85. 
0.148. The decimal pixel precision motion prediction unit 
84 is supplied from the large block filter calculating unit 92 
with a filter coefficient for large block sizes larger than 8x8, 
calculated as to the current slice. Also, the decimal pixel 
precision motion prediction unit 84 is Supplied from the Small 
block filter calculating unit 93 with filter coefficient for small 
block sizes 8x8 or smaller, calculated as to the current slice. 
014.9 The decimal pixel precision motion prediction unit 
84 performs decimal pixel precision motion search for the 
current block in all candidate inter prediction modes, using 
the image for inter processing, the integer pixel precision 
motion vector information, and the integer pixel precision 
reference image pixel values. At this time, the decimal pixel 
precision motion prediction unit 84 obtains half-pixel preci 
sion decimal pixel precision motion vector information 
which minimizes the above-described cost function (SAD), 
using an interpolation filter with the calculated filter coeffi 
cient. Furthermore, quarter-pixel precision decimal pixel pre 
cision motion vector information which minimizes the above 
described cost function (SAD) is obtained. The obtained 
decimal pixel precision motion vector information for each 
block and filter coefficient for the adaptive interpolation filter 
for each slice are supplied to the mode determining unit 83 
and motion compensation unit 85. 
0150. Note that at this time, an arrangement may be made 
where, in addition to decimal pixel precision motion predic 
tion, the integer pixel precision motion prediction unit 81 is 
instructed to redo integer pixel precision motion prediction, 
as indicated by the dotted line. Change in motion vector 
information in Surrounding blocks due to the interpolation 
filter being changed also affects motion search for the current 
block, so even in the event that the filter coefficient is only 
applied to decimal pixel precision, integer pixel precision 
motion prediction is affected as well. 
0151. The motion compensation unit 85 is supplied with 
the image for inter from the screen rearranging buffer 62 and 
integer pixel precision reference image pixel values from the 
frame memory 72. Furthermore, the motion compensation 
unit 85 is also supplied with decimal pixel precision motion 
vector information and filter coefficient for each slice from 
the decimal pixel precision motion prediction unit 84, second 
optimal inter prediction mode information and difference 
motion vector information from the mode determining unit 
83, and so forth. 
0152 The motion compensation unit 85 generates a pre 
diction image by performing interpolation of decimal pixel 
precision pixel values in the second optimal inter prediction 
mode from the mode determining unit 83 using the integer 
pixel precision reference image pixel values, decimal pixel 
precision motion vector information, and filter coefficients. 
The motion compensation unit 85 further calculates the cost 
function value for that second optimal interprediction mode 
using the image for inter and so forth, and Supplies the gen 
erated prediction image and the cost function value thereof to 
the prediction image selecting unit 78. 
0153. In the event that the prediction image of the second 
optimal inter prediction mode is selected by the prediction 
image selecting unit 78, the motion compensation unit 85 
outputs information indicating the second optimal interpre 
diction mode, motion vector information (actually difference 
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motion vector information), reference frame information, and 
So forth, to the lossless encoding unit 66. 
0154 The motion information buffer 91 stores the first 
optimal interprediction mode taken as optimal from the mode 
determining unit 83, and the corresponding decimal pixel 
precision motion vector information, for the current block. 
0155 The large block filter calculating unit 92 and small 
block filter calculating unit 93 are supplied with the decimal 
pixel precision motion vector information from the motion 
information buffer 91. 
0156. Of the decimal pixel precision motion vector infor 
mation from the motion information buffer 91, the large block 
filter calculating unit 92 uses only the motion vector infor 
mation corresponding to the control signal input from the 
block determining unit 77 to perform calculation processing 
of filter coefficients for large block sizes. That is to say, with 
the large block filter calculating unit 92, large block size filter 
coefficients are calculated such that the prediction residual is 
minimal, using only motion vector information of blocks with 
a block size greater than 8x8 pixels for the current slice. 
0157 Of the decimal pixel precision motion vector infor 
mation from the motion information buffer 91, the small 
block filter calculating unit 93 uses only the motion vector 
information corresponding to the control signal input from 
the block determining unit 77 to perform calculation process 
ing of filter coefficients for small block sizes. That is to say, 
with the small block filter calculating unit 93, small block size 
filter coefficients are calculated such that the prediction 
residual is minimal, using only motion vector information of 
blocks with a block size of 8x8 pixels or smaller for the 
current slice. 
0158 Filter coefficients for the large block size and small 
block size calculated for each slice are each supplied to the 
motion prediction/compensation unit 75 and lossless encod 
ing unit 66. 
0159. The block determining unit 77 determines the block 
size for the first optimal inter prediction mode stored in the 
motion information buffer 91, and outputs a control signal to 
the large block filter calculating unit 92 or small block filter 
calculating unit 93 in accordance with the determination 
results. Specifically, in the event that the block size is greater 
than an 8x8 pixel block, the block determining unit 77 outputs 
a control signal to the large block filter calculating unit 92 to 
cause filter calculation processing to be performed. On the 
other hand, in the event that the block size is an 8x8 pixel 
block or smaller, the block determining unit 77 outputs a 
control signal to the small block filter calculating unit 93 to 
cause filter calculation processing to be performed. 
0160 That is to say, by outputting a control signal to one of 
the large block filter calculating unit 92 or small block filter 
calculating unit 93, the block determining unit 77 classifies 
the blocks into a class of block sizes greater than 8x8 and a 
class of block sizes 8x8 or smaller. Then, at the large block 
filter calculating unit 92 or small block filter calculating unit 
93, only the motion vector information of the classified class 
is used for filter coefficient calculation of the relevant class. 

Description of Encoding Processing of Image Encoding 
Device 
0161 Next, the encoding processing of the image encod 
ing device 51 in FIG.3 will be described with reference to the 
flowchart in FIG. 8. 
0162. In step S11, the A/D conversion unit 61 converts an 
input image from analog to digital. In step S12, the screen 
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rearranging buffer 62 stores the image supplied from the A/D 
conversion unit 61, and performs rearranging from the 
sequence for displaying the pictures to the sequence for 
encoding. 
0163. In step S13, the computing unit 63 computes differ 
ence between an image rearranged in step S12 and the pre 
diction image. The prediction image is Supplied to the com 
puting unit 63 from the motion prediction/compensation unit 
75 in the event of performing inter prediction, and from the 
intra prediction unit 74 in the event of performing intra pre 
diction, via the prediction image selecting unit 78. 
(0164. The difference data is smaller in the data amount as 
compared to the original image data. Accordingly, the data 
amount can be compressed as compared to the case of encod 
ing the original image without change. 
0.165. In step S14, the orthogonal transform unit 64 sub 

jects the difference information Supplied from the computing 
unit 63 to orthogonal transform. Specifically, orthogonal 
transform, such as discrete cosine transform, Karhunen-Lo 
eve transform, or the like, is performed, and a transform 
coefficient is output. In step S15, the quantization unit 65 
quantizes the transform coefficient. At the time of this quan 
tization, a rate is controlled Such that later-described process 
ing in step S25 will be described. 
0166 The difference information thus quantized is locally 
decoded as follows. Specifically, in step S16, the inverse 
quantization unit 68 Subjects the transform coefficient quan 
tized by the quantization unit 65 to inverse quantization using 
a property corresponding to the property of the quantization 
unit 65. In step S17, the inverse orthogonal transform unit 69 
Subjects the transform coefficient Subjected to inverse quan 
tization by the inverse quantization unit 68 to inverse orthogo 
nal transform using a property corresponding to the property 
of the orthogonal transform unit 64. 
0167. In step S18, the computing unit 70 adds the predic 
tion image input via the prediction image selecting unit 78 to 
the locally decoded difference information, and generates a 
locally decoded image (the image corresponding to the input 
to the computing unit 63). In step S19, the deblocking filter 71 
Subjects the image output from the computing unit 70 to 
filtering. Thus, block distortion is removed. In step S20, the 
frame memory 72 stores the image subjected to filtering. Note 
that an image not subjected to filtering processing by the 
deblocking filter 71 is also supplied from the computing unit 
70 to the frame memory 72 for storing. 
0.168. In step S21, the intra prediction unit 74 and motion 
prediction/compensation unit 75 each perform image predic 
tion processing. Specifically, in step S21, the intra prediction 
unit 74 performs intra prediction processing in the intra pre 
diction mode. The motion prediction/compensation unit 75 
performs motion prediction and compensation processing in 
the inter prediction mode. 
0169. While details of prediction processing in step S21 
will be described later with reference to FIG. 9, first, due to 
this processing, prediction processing is performed in each of 
all of the candidate intra prediction modes, and cost function 
values are each obtained for all of the candidate intra predic 
tion modes. Then, based on the calculated cost function val 
ues, an optimal intra prediction mode is selected, and a pre 
diction image generated by intra prediction in the optimal 
intra prediction mode, and the cost function value thereof, are 
Supplied to the prediction image selecting unit 78. 
0170 Also, due to this processing, prediction processing 
is performed in each of all the candidate inter prediction 
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modes, and cost function values are each obtained for all of 
the candidate interprediction modes. Based on the calculated 
cost function values, an optimal inter prediction mode is 
selected from the inter prediction modes. 
0171 Note that specifically, decimal pixel precision 
motion vectors are predicted for all inter prediction modes 
using H.264/AVC format interpolation filters, and as a result 
of having calculated cost function values, the first optimal 
interprediction mode is obtained. Then, a filter coefficient for 
large block sizes and a filter coefficient for small block sizes 
are calculated in accordance with the block size of the first 
optimal interprediction mode, for each slice. Further, a deci 
mal pixel precision motion vector is re-predicted using the 
filter coefficient of the adaptive interpolation filter that has 
been calculated, and as a result of having calculated cost 
function values, the second optimal inter prediction mode is 
obtained. 

0172 A prediction image generated in the second optimal 
inter prediction mode and the cost function value thereof are 
then Supplied to the prediction image selecting unit 78. Also, 
the filter coefficients calculated for each slice are supplied to 
the lossless encoding unit 66. 
0173. In step S22, the prediction image selecting unit 78 
determines one of the optimal intra prediction mode and the 
optimal inter prediction mode to be the optimal prediction 
mode based on the cost function values output from the intra 
prediction unit 74 and the motion prediction/compensation 
unit 75. The prediction image selecting unit 78 then selects 
the prediction image in the determined optimal prediction 
mode, and supplies to the computing units 63 and 70. This 
prediction image is, as described above, used for calculations 
in steps S13 and S18. 
0.174. Note that the selection information of this prediction 
image is Supplied to the intra prediction unit 74 or motion 
prediction/compensation unit 75. In the event that the predic 
tion image in the optimal intra prediction mode has been 
selected, the intra prediction unit 74 supplies information 
indicating the optimal intra prediction mode (i.e., intra pre 
diction mode information) to the lossless encoding unit 66. 
0.175. In the event that the prediction image in the optimal 
inter prediction mode has been selected, the motion predic 
tion/compensation unit 75 outputs information indicating the 
optimal interprediction mode, and further, if necessary, infor 
mation according to the optimal interprediction mode, to the 
lossless encoding unit 66. Examples of the information 
according to the optimal inter prediction mode include 
motion vector information, reference frame information, and 
so forth. 

0176). In step S23, the lossless encoding unit 66 encodes 
the quantized transform coefficient output from the quantiza 
tion unit 65. Specifically, the difference image is subjected to 
lossless encoding Such as variable length coding, arithmetic 
coding, or the like, and compressed. At this time, the intra 
prediction mode information from the intra prediction unit 
74, or the information according to the optimal interpredic 
tion mode from the motion prediction/compensation unit 75, 
and so forth input to the lossless encoding unit 66 in step S22 
described above are also encoded, and added to the header 
information. Further, the filter coefficient from the adaptive 
interpolation filter calculating unit 76 is also encoded. 
0177. For example, information indicating the inter pre 
diction mode is encoded for each macroblock. The motion 
vector information and reference frame information are 
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encoded for each current block. The calculated filter coeffi 
cients are encoded for each slice. 
(0178. In step S24, the storage buffer 67 stores the differ 
ence image as the compressed image. The compressed image 
stored in the storage buffer 67 is read out as appropriate, and 
transmitted to the decoding side via the transmission path. 
(0179. In step S25, the rate control unit 79 controls the rate 
of the quantization operation of the quantization unit 65based 
on the compressed image stored in the storage buffer 67 so as 
not to cause overflow or underflow. 

Description of Prediction Processing 

0180. Next, the prediction processing in step S21 in FIG.8 
will be described with reference to the flowchart in FIG. 9. 
0181. In the event that the image to be processed, supplied 
from the screen rearranging buffer 62, is an image in a block 
to be subjected to intra processing, the decoded image to be 
referenced is read out from the frame memory 72, and Sup 
plied to the intra prediction unit 74 via the switch 73. In step 
S31, based on these images, the intra prediction unit 74 per 
forms intra prediction as to the pixels in the block to be 
processed using all of the candidate intra prediction modes. 
Note that pixels not subjected to deblocking filtering by the 
deblocking filter 71 are used as the decoded pixels to be 
referenced. 

0182 While the details of the intra prediction processing 
in step S31 will be described later with reference to FIG. 10, 
according to this processing, intra prediction is performed 
using all of the candidate intra prediction modes, and a cost 
function value is calculated as to all of the candidate intra 
prediction modes. The optimal intra prediction mode is then 
selected based on the calculated cost function values, and the 
prediction image generated by the intra prediction in the 
optimal intra prediction mode, and the cost function value 
thereofare supplied to the prediction image selecting unit 78. 
0183 In the event that the image to be processed supplied 
from the screen rearranging buffer 62 is an image to be 
Subjected to inter processing, the image to be referenced is 
read out from the frame memory 72, and supplied to the 
motion prediction/compensation unit 75 via the switch 73. In 
step S32, based on these images, the motion prediction/com 
pensation unit 75 performs inter motion prediction process 
ing. That is to say, the motion prediction/compensation unit 
75 references the image supplied from the frame memory 72 
to perform motion prediction processing in all candidate inter 
prediction modes. 
0.184 While the details of the inter motion prediction pro 
cessing in step S32 will be described later with reference to 
FIG. 11, according to this processing, motion prediction pro 
cessing is performed in all of the candidate inter prediction 
modes using an H.264/AVC format interpolation filter, and a 
cost function value is calculated for each of all candidate inter 
prediction modes. Based on the calculated cost function val 
ues, the first optimal inter prediction mode is then deter 
mined, and a filter coefficient for large block sizes and a filter 
coefficient for Small block sizes are calculated in accordance 
with the block size of the first optimal inter prediction mode. 
0185. Further, a decimal pixel precision motion vector is 
re-predicted using the filter coefficient of the adaptive inter 
polation filter that has been calculated, and as a result of 
having calculated cost function values, the second optimal 
interprediction mode is obtained. The prediction image gen 
erated in the second optimal inter prediction mode that has 
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been determined, and the cost function value thereof, are 
Supplied to the prediction image selecting unit 78. 

Description of Intra Prediction Processing 

0186 Next, the intra prediction processing in step S31 in 
FIG. 9 will be described with reference to the flowchart in 
FIG. 10. Note that, with the example in FIG. 10, description 
will be made regarding a case of a luminance signal as an 
example. 
0187. In step S41, the intra prediction unit 74 performs 
intra prediction as to the intra prediction modes of 4x4 pixels, 
8x8 pixels, and 16x16 pixels. 
0188 With regard to intra prediction modes for a lumi 
nance signal, there are provided prediction modes in nine 
kinds of block units of 4x4 pixels and 8x8 pixels, and in four 
kinds of macroblock units of 16x16 pixels, and with regard to 
intra prediction modes for a color difference signal, there are 
provided four kinds of prediction modes in block units of 8x8 
pixels. The intra prediction modes for color difference signals 
may be set independently from the intra prediction modes for 
luminance signals. With regard to the intra prediction modes 
of 4x4 pixels and 8x8 pixels of a luminance signal, one intra 
prediction mode is defined for each luminance signal block of 
4x4 pixels and 8x8 pixels. With regard to the intra prediction 
mode of 16x16 pixels of a luminance signal, and the intra 
prediction mode of a color difference signal, one prediction 
mode is defined as to one macroblock. 
(0189 Specifically, the intra prediction unit 74 performs 
intra prediction as to the pixels in the block to be processed 
with reference to the decoded image read out from the frame 
memory 72 and supplied via the switch 73. This intra predic 
tion processing is performed in the intra prediction modes, 
and accordingly, prediction images in the intra prediction 
modes are generated. Note that pixels not subjected to 
deblocking filtering by the deblocking filter 71 are used as the 
decoded pixels to be referenced. 
0190. In step S42, the intra prediction unit 74 calculates a 
cost function value as to the intra prediction modes of 4x4 
pixels, 8x8 pixels, and 16x16 pixels. Here, calculation of a 
cost function value is performed based on one of the tech 
niques of a High Complexity mode or Low Complexity mode. 
These modes are determined in JM that is reference software 
in the H.264/AVC format. 
0191 Specifically, in the High Complexity mode, tenta 

tively, up to encoding processing is performed as to all of the 
candidate prediction modes the processing in step S41. A cost 
function value represented with the following Expression (7) 
is then calculated as to the prediction modes, and a prediction 
mode that provides the minimum value thereof is selected as 
the optimal prediction mode. 

Cost(Mode)=D+R (7) 

0.192 D denotes difference (distortion) between the raw 
image and a decoded image, R denotes a generated code 
amount including an orthogonal transform coefficient, and w 
denotes a LaGrange multiplier to be provided as a function of 
a quantization parameter QP. 
0.193) On the other hand, in the Low Complexity mode, a 
prediction image is generated, and up to header bits of motion 
vector information, prediction mode information, flag infor 
mation, and so forth are calculated as to all of the candidate 
prediction modes as the processing in step S41. A cost func 
tion value represented with the following Expression (8) is 
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then calculated as to the prediction modes, and a prediction 
mode that provides the minimum value thereof is selected as 
the optimal prediction mode. 

Cost(Mode)=D+QPtoQuant(QP)-Header Bit (8) 

0194 D denotes difference (distortion) between the raw 
image and a decoded image, Header Bit denotes header bits 
as to a prediction mode, and QPtoOuant is a function to be 
provided as a function of the quantization parameter QP. 
0.195. In the Low Complexity mode, a prediction image is 
only generated as to all of the prediction modes, and there is 
no need to perform encoding processing and decoding pro 
cessing, and accordingly, a calculation amount can be 
reduced. 
0196. In step S43, the intra prediction unit 74 determines 
the optimal mode for each of the intra prediction modes of 
4x4 pixels, 8x8 pixels, and 16x16 pixels. Specifically, as 
described above, in the event of the intra 4x4 prediction mode 
and intra 8x8 prediction mode, the number of prediction 
mode types is nine, and in the event of the intra 16x16 pre 
diction mode, the number of prediction mode types is four. 
Accordingly, the intra prediction unit 74 determines, based on 
the cost function values calculated in step S42, the optimal 
intra 4x4 prediction mode, optimal intra 8x8 prediction 
mode, and optimal intra 16x16 prediction mode out thereof. 
0.197 In step S44, the intra prediction unit 74 selects the 
optimal intra prediction mode out of the optimal modes deter 
mined as to the intra prediction modes of 4x4 pixels, 8x8 
pixels, and 16x16 pixels based on the cost function values 
calculated in step S42. Specifically, the intra prediction unit 
74 selects a mode of which the cost function value is the 
minimum value out of the optimal modes determined as to 
4x4 pixels, 8x8 pixels, and 16x16 pixels, as the optimal intra 
prediction mode. The intra prediction unit 74 then supplies 
the prediction image generated in the optimal intra prediction 
mode, and the cost function value thereof to the prediction 
image selecting unit 78. 

Description of Inter Motion Prediction Processing 
0198 Next, the inter motion prediction processing in step 
S32 of FIG.9 will be described with reference to the flowchart 
in FIG. 11. Note that with the motion prediction/compensa 
tion unit 75, based on the motion searching method imple 
mented in JM described above with reference to FIG. 2, a 
motion vector of integer pixel precision is obtained, and a 
motion vector of decimal pixel precision is obtained. 
0199. In step S51, the integer pixel precision motion pre 
diction unit 81, decimal pixel precision motion prediction 
unit 82, and mode determining unit 83 execute motion pre 
diction/compensation processing using the H.264/AVC for 
mat interpolation filter. Note that details of this motion pre 
diction/compensation processing will be described later with 
reference to FIG. 12. 
0200. Due to this processing, an integer pixel precision 
motion vector is obtained for the current block which is the 
object of encoding processing, for all candidate interpredic 
tion modes, and decimal pixel precision motion vector infor 
mation is obtained using the H.264/AVC format interpolation 
filter. Cost function values are then calculated for all candi 
date interprediction modes. 
0201 In step S52, the mode determining unit 83 deter 
mines the inter prediction mode yielding the Smallest value 
for the cost function value calculated in step S51 to be the first 
optimal interprediction mode for the current block. The mode 
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determining unit 83 supplies the information of the first opti 
mal inter prediction mode that has been determined, and 
decimal pixel precision motion vector information corre 
sponding thereto, to the motion information buffer 91. 
(0202) In step S53, the block determining unit 77 classifies 
the block sizes of the first optimal interprediction mode as to 
the current blocks stored in the motion information buffer 91 
into a class of block sizes greater than 8x8 and a class of block 
sizes 8x8 or smaller. 
0203 Specifically, the block size determining unit 77 
determines the block sizes for the first optimal inter predic 
tion mode of the current blocks stored in the motion informa 
tion buffer 91. In the event that the block size is greater than 
an 8x8 pixel block, the block size determining unit 77 outputs 
a control signal to the large block filter calculating unit 92 to 
cause filter calculation processing to be performed. Also, in 
the event that the block size is an 8x8 pixel block or smaller, 
the block size determining unit 77 outputs a control signal to 
the small block filter calculating unit 93 to cause filter calcu 
lation processing to be performed. 
0204 As a result, a control signal is input to the large block 

filter calculating unit 92 only in the event that the block size is 
a block greater than 8x8 pixels, and a control signalis input to 
the small block filter calculating unit 93 only in the event that 
the block size is a block 8x8 pixels or smaller. 
0205 That is to say, the block determining unit 77 classi 

fies blocks in the slice into a class of block sizes greater than 
8x8 and a class of block sizes 8x8 or smaller, by outputting a 
control signal to one or the other of the large block filter 
calculating unit 92 and small block filter calculating unit 93. 
0206. In step S54, the large block filter calculating unit 92 
and small block filter calculating unit 93 each calculate a filter 
coefficient value for the adaptive interpolation filter, for each 
classified class, for each slice. 
0207 Specifically, of the decimal pixel precision motion 
vector information from the motion information buffer 91, the 
large block filter calculating unit 92 uses only the motion 
vector information of the current block corresponding to a 
control signal input from the block determining unit 77, to 
perform calculation processing for a large block size filter 
coefficient. Of the decimal pixel precision motion vector 
information from the motion information buffer 91, the small 
block filter calculating unit 93 uses only the motion vector 
information of the current block corresponding to a control 
signal input from the block determining unit 77, to perform 
calculation processing for a small block size filter coefficient. 
0208 That is to say, the large block filter calculating unit 
92 calculates a large block size filter coefficient value such 
that the prediction residual is minimal, using only the motion 
vector information of the class to which blocks of block sizes 
greater than 8x8 pixels have been classified in the slice. The 
small block filter calculating unit 93 calculates a small block 
size filter coefficient value such that the prediction residual is 
minimal, using only the motion vector information of the 
class to which blocks of block sizes 8x8 pixels or smaller have 
been classified in the slice. 

0209. The large block size filter coefficient and small 
block size filter coefficient that have been calculated for the 
current slice are Supplied to the decimal pixel precision 
motion prediction unit 84 and lossless encoding unit 66. 
These filter coefficients for each slice are encoded in step S23 
in FIG. 8. 
0210. In step S55, the integer pixel precision motion pre 
diction unit 81, decimal pixel precision motion prediction 
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unit 84, and mode determining unit 83 execute motion pre 
diction/compensation processing using the adaptive interpo 
lation filter made up of the calculated filter coefficient values 
in step S55. Note that details of this motion prediction/com 
pensation processing will be described later with reference to 
FIG. 12. 

0211 Note that the processing in FIG. 12 is an example of 
processing in a case of re-obtaining from the integer pixel 
precision motion vector information. As opposed to this, with 
the motion prediction/compensation processing in step S55. 
re-obtaining may be performed using only the decimal pixel 
precision motion vector, without re-obtaining the integer 
pixel precision motion vector information. 
0212. Due to this processing, an integer pixel precision 
motion vector is obtained for the current block for all candi 
date inter prediction modes, and decimal pixel precision 
motion vector information is obtained using the adaptive 
interpolation filter. Cost function values are then calculated 
for all candidate interprediction modes. 
0213. In step S56, the mode determining unit 83 deter 
mines the inter prediction mode of which the cost function 
value calculated in step S55 yields the smallest value as the 
second optimal inter prediction mode for the current block. 
0214. In step S57, the mode determining unit 83 deter 
mines whether or not to perform further optimization. For 
example, in the event that the user has set the number of times 
of optimization, determination is made in step S57 to perform 
optimization until that number of times of optimization is 
reached, the processing returns to step S53, and the subse 
quent processing is repeated. 
0215. In this case, information of the second optimal inter 
prediction mode that has been determined, and decimal pixel 
precision motion vector information corresponding thereto, 
are supplied from the mode determining unit 83 to the motion 
information buffer 91, and a third optimal inter prediction 
mode is determined at the mode determining unit 83 in sub 
sequent processing. Thus, filter coefficients can be further 
optimized by repeating the number of times of optimization. 
0216. In the event that determination is made in step S57 
not to perform optimization, the mode determining unit 83 
Supplies the information of the second optimal inter predic 
tion mode that has been determined to the motion compen 
sation unit 85. 

0217. In step S58, the motion compensation unit 85 gen 
erates a prediction image of the current block in the second 
optimal inter prediction mode from the mode determining 
unit 83. That is to say, the motion compensation unit 85 
generates a prediction image of the current block by interpo 
lating decimal pixel precision pixel values, using the integer 
pixel precision reference image pixel values from the frame 
memory 72, decimal pixel precision motion vector informa 
tion of the second optimal inter prediction mode, and the 
adaptive interpolation filter. The motion compensation unit 
85 then calculates the cost function value of the second opti 
mal interprediction mode, and Supplies the generated predic 
tion image and the cost function value thereof to the predic 
tion image selecting unit 78. 
0218. Next, the motion prediction/compensation process 
ing of steps S51 or S55 in FIG. 11 will be described with 
reference to the flowchart in FIG. 12. Note that the processing 
of steps S51 and S55 in FIG. 11 differ only in the interpolation 
filter used, so description will be made for the processing in 
step S55 for the example in FIG. 12. 
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0219. In step S61, the integer pixel precision motion pre 
diction unit 81 and decimal pixel precision motion prediction 
unit 84 each determine motion vectors and reference images 
for each of the eight types of interprediction modes made up 
of 16x16 pixels through 4x4 pixels, described above with 
reference to FIG. 4. 
0220 That is to say, the integer pixel precision motion 
prediction unit 81 is supplied with the image for inter pro 
cessing from the screen rearranging buffer 62, and reference 
image pixel values of integer pixel precision from the frame 
memory 72. The integer pixel precision motion prediction 
unit 81 uses these images to obtain an integer pixel precision 
motion vector and reference image yielding the Smallest cost 
function value such as SAD or the like within a predetermined 
search range of a candidate reference image, for each of the 
inter prediction modes. Thus, the integer pixel precision 
motion vector and reference image are each determined for 
the current block to be processed in each of the interpredic 
tion modes, and the integer pixel precision motion vector 
information and integer pixel precision reference image pixel 
values are Supplied to the decimal pixel precision motion 
prediction unit 84. 
0221) The decimal pixel precision motion prediction unit 
84 performs decimal pixel precision motion search for the 
current block for all candidate inter prediction modes, using 
the image for inter processing, integer pixel precision motion 
vector information, and integer pixel precision reference 
image pixel values. At this time, the decimal pixel precision 
motion prediction unit 84 obtains a decimal pixel precision 
motion vector information of half-pixel precision yielding the 
Smallest cost function Such as SAD or the like, using the 
adaptive interpolation filter of the filter coefficient calculated 
by the large block filter calculating unit 92 or small block 
filter calculating unit 93. The decimal pixel precision motion 
prediction unit 84 then further obtains decimal pixel precision 
motion vector information of quarter-pixel precision yielding 
the smallest cost function value such as SAD or the like. The 
obtained decimal pixel precision motion vector information 
of the current block and filter coefficient for the adaptive 
interpolation filter for each slice are supplied to the mode 
determining unit 83 and motion compensation unit 85. 
0222. The mode determining unit 83 performs the pro 
cessing of the following steps S62 through S64 to calculate 
the cost function values shown in the above described Expres 
sion (7) or Expression (8). 
0223) That is to say, in step S62, the mode determining unit 
83 performs compensation processing on the reference 
image, based on the decimal pixel precision motion vector 
from the decimal pixel precision motion prediction unit 84. 
Specifically, the mode determining unit 83 generates a pre 
diction image of the current block by performing interpola 
tion of decimal pixel precision pixel values, using the integer 
pixel precision reference image pixel values from the frame 
memory 72, decimal pixel precision motion vector informa 
tion, and a filter coefficient of an adaptive motion prediction 
filter. 
0224. In step S63, the mode determining unit 83 generates 
difference motion vector information mvd regarding the 
motion vectors determined as to the eight types of inter pre 
diction modes made up of 16x16 pixels through 4x4 pixels. 
At this time, the motion vector generating method described 
above with reference to FIG. 6 is used. 
0225 Specifically, the mode determining unit 83 uses 
adjacent block motion vector information to calculate predic 
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tion motion vector information pnvas to the current block E 
by median prediction with the above-described Expression 
(5). The mode determining unit 83 then obtains difference 
motion vector information mvd from the difference between 
the motion vector information mV from the decimal pixel 
precision motion prediction unit 84 and the prediction motion 
vector information pnv, that has been calculated, as shown in 
the above-described Expression (6). 
0226. The obtained calculated difference motion vector 
information is used at the time of calculating the cost function 
value in the next step S64, and in the event that the prediction 
image selecting unit 78 ultimately selects the corresponding 
prediction image, this is Supplied to the motion compensation 
unit 85 along with the prediction mode information, filter 
coefficient, and reference frame information and so forth, to 
be supplied to the lossless encoding unit 66. 
0227. In step S64, the mode determining unit 83 calculates 
the cost function values shown in the above-described 
Expression (7) or Expression (8) for each of the eight types of 
interprediction modes made up of 16x16 pixels through 4x4 
pixels. 
0228 Specifically, the mode determining unit 83 calcu 
lates the cost function value, using the image for inter pro 
cessing from the screen rearranging buffer 62, integer pixel 
precision reference image pixel values from the frame 
memory 72, decimal pixel precision motion vector informa 
tion, filter coefficient of the adaptive interpolation filter, and 
difference motion vector information and so forth. The cost 
function value calculated here is used at the time of determin 
ing the second optimal inter prediction mode in step S56 in 
FIG. 11 described above. 
0229. The compressed image that has been encoded is 
transmitted over a predetermined transmission path, and 
decoded by an image decoding device. 

Configuration Example of Image Decoding Device 
0230 FIG. 13 represents the configuration of an embodi 
ment of an image decoding device serving as the image pro 
cessing device to which has been applied. 
0231. An image decoding device 101 is configured of an 
storage buffer 111, a lossless decoding unit 112, an inverse 
quantization unit 113, an inverse orthogonal transform unit 
114, a computing unit 115, a deblocking filter 116, a screen 
rearranging buffer 117, a D/A conversion unit 118, frame 
memory 119, a switch 120, an intra prediction unit 121, a 
motion prediction/compensation unit 122, an adaptive inter 
polation filter setting unit 123, a block determining unit 124, 
and a switch 125. 
0232. The storage buffer 111 stores a transmitted com 
pressed image. The lossless decoding unit 112 decodes infor 
mation supplied from the storage buffer 111 and encoded by 
the lossless encoding unit 66 in FIG. 3 using a format corre 
sponding to the encoding format of the lossless encoding unit 
66. The inverse quantization unit 113 subjects the image 
decoded by the lossless decoding unit 112 to inverse quanti 
Zation using a format corresponding to the quantization for 
mat of the quantization unit 65 in FIG.3. The inverse orthogo 
nal transform unit 114 subjects the output of the inverse 
quantization unit 113 to inverse orthogonal transform using a 
format corresponding to the orthogonal transform format of 
the orthogonal transform unit 64 in FIG. 3. 
0233. The output subject to inverse orthogonal transform 

is decoded by being added with the prediction image Supplied 
from the switch 125 by the computing unit 115. The deblock 
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ing filter 116 removes the block distortion of the decoded 
image, then Supplies to the frame memory 119 for storage, 
and also outputs to the screen rearranging buffer 117. 
0234. The screen rearranging buffer 117 performs rear 
ranging of images. Specifically, the sequence of frames rear 
ranged for encoding sequence by the screen rearranging 
buffer 62 in FIG. 3 is rearranged to the original display 
sequence. The D/A conversion unit 118 converts the image 
supplied from the screen rearranging buffer 117 from digital 
to analog, and outputs to an unshown display for display. 
0235. The switch 120 reads out an image to be subjected to 
interprocessing and animage to be referenced from the frame 
memory 119, outputs to the motion prediction/compensation 
unit 122, and also reads out an image to be used for intra 
prediction from the frame memory 119, and supplies to the 
intra prediction unit 121. 
0236 Information indicating the intra prediction mode 
obtained by decoding the header information is supplied from 
the lossless decoding unit 112 to the intra prediction unit 121. 
The intra prediction unit 121 generates, based on this infor 
mation, a prediction image, and outputs the generated predic 
tion image to the switch 125. 
0237 Of the information obtained by decoding the header 
information, the inter prediction mode information, motion 
vector information, reference frame information, and so forth 
are Supplied from the lossless decoding unit 112 to the motion 
prediction/compensation unit 122. The interprediction mode 
information is transmitted thereto for each macroblock. The 
Motion vector information and reference frame information 
are transmitted thereto for each current block. 

0238. The motion prediction/compensation unit 122 gen 
erates pixel values of the prediction image for the current 
block in the prediction mode which the interprediction mode 
information Supplied from the lossless decoding unit 112 
indicates. At this time, the motion prediction/compensation 
unit 122 uses the filter coefficient from the adaptive interpo 
lation filter setting unit 123, motion vector information, and 
the integer pixel precision reference image pixel values 
obtained from the frame memory 119 to generate the pixel 
values of the prediction image. The generated prediction 
image pixel values are Supplied to the computing unit 115 via 
the Switch 125. 

0239. Of the information obtained by decoding the header 
information, the adaptive interpolation filter setting unit 123 
is supplied from the lossless decoding unit 112 with the filter 
coefficients for the adaptive interpolation filter for large block 
sizes and Small block sizes. In accordance with a control 
signal from the block determining unit 124, the adaptive 
interpolation filter setting unit 123 supplies one or the other of 
filter coefficients for large block sizes and small block sizes to 
the motion prediction/compensation unit 122. 
0240. The block detecting unit 124 supplies a control sig 
nal for selecting a filter coefficient for large block sizes or 
small block sizes to the adaptive interpolation filter setting 
unit 123, in accordance with the block size indicated in the 
inter prediction mode information Supplied to the motion 
prediction/compensation unit 122. 
0241. In other words, the block determining unit 124 clas 
sifies blocks indicated in the inter prediction mode informa 
tion into a class of block sizes greater than 8x8 and a class of 
block sizes 8x8 and Smaller, and Supplies control signals for 
selecting a filter coefficient corresponding to the class. 
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0242. The switch 125 selects the prediction image gener 
ated by the motion prediction/compensation unit 122 or intra 
prediction unit 121 and Supplies this to the computing unit 
115. 
0243) Note that with the image encoding device 51 in FIG. 
3, calculation of filter coefficients for adaptive interpolation 
filters is performed within the device. In contrast with this, at 
the image decoding device 101, filter coefficients which are 
encoded and sent thereto are Switched between in accordance 
with block size for motion compensation and thus used. 
Configuration Example of Motion Prediction/Compensation 
Unit and Adaptive Interpolation Filter Setting Unit 
0244 FIG. 14 is a block diagram illustrating a detailed 
configuration example of the motion prediction/compensa 
tion unit 122 and adaptive interpolation filter setting unit 123. 
Note that in FIG. 14, the Switches 120 and 125 in FIG. 13 are 
omitted. 
0245. With the example in FIG. 14, the motion prediction/ 
compensation unit 122 is configured of a mode/motion infor 
mation buffer 131 and a motion compensation unit 132. 
0246 The adaptive interpolation filter setting unit 123 is 
configured of a large block adaptive filter coefficient buffer 
141 and a small block adaptive filter coefficient buffer 142. 
0247 The mode/motion information buffer 131 stores 
inter prediction mode information for each macroblock from 
the lossless decoding unit 112, and motion vector information 
for the current block. 
0248. The motion compensation unit 132 reads out the 
motion vector information and corresponding interprediction 
mode information from the mode/motion information buffer 
131, and generates pixel values of a prediction image for the 
current block to be subjected to decoding processing, using 
reference image pixel values obtained from the frame 
memory 119. At this time, the motion compensation unit 132 
uses a filter coefficient from the large block adaptive filter 
coefficient buffer 141 or the small block adaptive filter coef 
ficient buffer 142 as a coefficient for the adaptive interpola 
tion filter. The generated prediction image pixel values are 
supplied to the computing unit 115 via the switch 125. 
0249. The large block adaptive filter coefficient buffer 141 
stores filter coefficients for large block sizes for each slice 
from the lossless decoding unit 112. The small block adaptive 
filter coefficient buffer 142 stores filter coefficients for small 
block sizes for each slice from the lossless decoding unit 112. 
0250) A control signal corresponding to the block size for 
motion compensation is Supplied from the block determining 
unit 124 to one or the other of the large block adaptive filter 
coefficient buffer 141 and small block adaptive filter coeffi 
cient buffer 142. 
0251. The filter coefficients for large block sizes stored in 
the large block adaptive filter coefficient buffer 141 are read 
out in accordance with control signals from the block deter 
mining unit 124 and Supplied to the motion compensation 
unit 132. The filter coefficients for small block sizes stored in 
the small block adaptive filter coefficient buffer 142 are read 
out in accordance with control signals from the block deter 
mining unit 124 and Supplied to the motion compensation 
unit 132. 

Description of Decoding Processing of Image Decoding 
Device 
0252) Next, the decoding processing that the image decod 
ing device 101 executes will be described with reference to 
the flowchart in FIG. 15. 



US 2012/0147963 A1 

0253) In step S131, the storage buffer 111 stores the trans 
mitted image. In step S132, the lossless decoding unit 112 
decodes the compressed image Supplied from the storage 
buffer 111. Specifically, the I picture, P picture, and B picture 
encoded by the lossless encoding unit 66 in FIG. 3 are 
decoded. 

0254. At this time, the motion vector information, refer 
ence frame information, prediction mode information (infor 
mation indicating the intra prediction mode or inter predic 
tion mode), filter coefficients of the adaptive interpolation 
filter, and so forth are also decoded. 
0255 Specifically, in the event that the prediction mode 
information is intra prediction mode information, the predic 
tion mode information is Supplied to the intra prediction unit 
121. In the event that the prediction mode information is inter 
prediction mode information, the difference motion vector 
information and reference frame information corresponding 
to the prediction mode information are Supplied to the motion 
prediction/compensation unit 122. Also, the filter coefficients 
are Supplied to the adaptive interpolation filter setting unit 
123 for each slice. 

0256 In step S133, the inverse quantization unit 113 
inversely quantizes the transform coefficient decoded by the 
lossless decoding unit 112 using a property corresponding to 
the property of the quantization unit 65 in FIG. 3. In step 
S134, the inverse orthogonal transform unit 114 subjects the 
transform coefficient inversely quantized by the inverse quan 
tization unit 113 to inverse orthogonal transform using a 
property corresponding to the property of the orthogonal 
transform unit 64 in FIG. 3. Thus, difference information 
corresponding to the input of the orthogonal transform unit 64 
in FIG. 3 (the output of the computing unit 63) has been 
decoded. 

0257. In step S135, the computing unit 115 adds the pre 
diction image selected in the processing in later-described 
step S141 and input via the switch 125, to the difference 
information. Thus, the original image is decoded. In step 
S136, the deblocking filter 116 subjects the image output 
from the computing unit 115 to filtering. Thus, block distor 
tion is removed. In step S137, the frame memory 119 stores 
the filtered image. 
0258. In step S138, the intra prediction unit 121 or motion 
prediction/compensation unit 122 performs the correspond 
ing image prediction processing in response to the prediction 
mode information Supplied from the lossless decoding unit 
112. 

0259. That is, in the event that the intra prediction mode 
information has been Supplied from the lossless decoding unit 
112, the intra prediction unit 121 performs the intra prediction 
processing in the intra prediction mode. In the event that the 
interprediction mode information has been supplied from the 
lossless decoding unit 112, the motion prediction/compensa 
tion unit 122 performs the motion prediction and compensa 
tion processing in the interprediction mode. At this time, the 
motion prediction/compensation unit 122 generates predic 
tion image pixel values of the current block, using the filter 
coefficient set at the adaptive interpolation filter setting unit 
123, the motion vector information, and the integer pixel 
precision reference image pixel values obtained from the 
frame memory 119. 
0260 While the details of the prediction processing in step 
S138 will be described later with reference to FIG. 16, 
according to this processing, the prediction image generated 
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by the intra prediction unit 121 or the prediction image gen 
erated by the motion prediction/compensation unit 122 is 
supplied to the switch 125. 
0261. In step S139, the switch 125 selects the prediction 
image. Specifically, the prediction image generated by the 
intra prediction unit 121 or the prediction image generated by 
the motion prediction/compensation unit 122 is Supplied. 
Accordingly, the Supplied prediction image is selected, Sup 
plied to the computing unit 115, and in step S134, as 
described above, added to the output of the inverse orthogonal 
transform unit 114. 
0262. In step S140, the screen rearranging buffer 117 per 
forms rearranging. Specifically, the sequence of frames rear 
ranged for encoding by the screen rearranging buffer 62 of the 
image encoding device 51 is rearranged to the original display 
Sequence. 
0263. In step S141, the D/A conversion unit 118 performs 
D/A conversion of the image from the screen rearranging 
buffer 117. This image is output to an unshown display, and 
the image is displayed. 

Description of Prediction Processing of Image Decoding 
Device 
0264. Next, the prediction processing in step S138 in FIG. 
15 will be described with reference to the flowchart in FIG. 
16. 
0265. In step S171, the intra prediction unit 121 deter 
mines whether or not the current block has been subjected to 
intra encoding. Upon the intra prediction mode information 
being Supplied from the lossless decoding unit 112 to the intra 
prediction unit 121, in step S171 the intra prediction unit 121 
determines that the current block has been subjected to intra 
encoding, and the processing proceeds to step S172. 
0266. In step S172, the intra prediction unit 121 obtains 
the intra prediction mode information, and in step S173 per 
forms intra prediction. 
0267 That is to say, in the event that the image to be 
processed is an image to be subjected to intra processing, the 
necessary image is read out from the frame memory 119, and 
supplied to the intra prediction unit 121 via the switch 120. In 
step S173, the intra prediction unit 121 performs intra predic 
tion in accordance with the intra prediction mode information 
obtained in step S172 to generate a prediction image. The 
generated prediction image is output to the Switch 125. 
0268. On the other hand, in the event that determination is 
made in step S171 that intra encoding has not been per 
formed, the processing proceeds to step S174. 
0269. In the event that the image to be processed is an 
image to be subjected to inter processing, the motion predic 
tion/compensation unit 122 is Supplied with the interpredic 
tion mode information, reference frame information, and 
motion vector information, from the lossless decoding unit 
112. Also, the filter coefficients for the adaptive interpolation 
filter are supplied from the adaptive interpolation filter setting 
unit 123. 
0270. In step S174, the adaptive interpolation filter setting 
unit 123 obtains the filter coefficients for the adaptive inter 
polation filter. Of the obtained filter coefficients, large block 
size filter coefficients are stored in the large block adaptive 
filter coefficient buffer 141. Of the obtained filter coefficients, 
smallblock size filter coefficients are stored in the smallblock 
adaptive filter coefficient buffer 142. 
0271 In step S175, the motion prediction/compensation 
unit 122 obtains the prediction mode information and so forth 
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from the lossless decoding unit 112. That is to say, the inter 
prediction mode information, reference frame information, 
and motion vector information, are obtained. The obtained 
motion vector information and inter prediction mode infor 
mation are stored in the mode/motion information buffer 131. 
0272. In step S176, the block determining unit 124 
switches between large block size filter coefficients and small 
block size filter coefficients in accordance with the interpre 
diction mode information stored in the mode/motion infor 
mation buffer 131. 
0273 That is to say, the block determining unit 124 Sup 
plies control signals for selecting filter coefficients for large 
block sizes or small block sizes to the adaptive interpolation 
filter setting unit 123, in accordance with the block size indi 
cated in the interprediction mode information Supplied to the 
motion prediction/compensation unit 122. 
0274. A large block size filter coefficient stored in the large 
block adaptive filter coefficient buffer 141 is read out in 
accordance with a control signal from the block determining 
unit 124 and Supplied to the motion compensation unit 132. 
Alternatively, a small block size filter coefficient stored in the 
small block adaptive filter coefficient buffer 142 is read out in 
accordance with a control signal from the block determining 
unit 124 and Supplied to the motion compensation unit 132. 
(0275. In step S177, the motion compensation unit 132 
performs motion compensation using the filter coefficient 
switched in step S176. That is to say, the motion compensa 
tion unit 132 generates pixel values for a prediction image for 
the current block with a filter coefficient that has been 
Switched using the motion vector information from the mode/ 
motion information buffer 131, inter prediction mode infor 
mation, and preference image pixel values from the frame 
memory 119. The generated prediction image is output to the 
Switch 125. 
0276 Thus, with the image encoding device 51, classifi 
cation is performed in the slice into a class of large block sizes 
and a class of small block sizes, and filter coefficient values 
for an adaptive interpolation filter are calculated for each 
classified class. That is to say, at the image encoding device 
51, filter coefficient values which are optimal corresponding 
to local natures in the frame can be calculated. 
0277 Also, at the image decoding device 101, of the filter 
coefficient values sent thereto, filter coefficient values corre 
sponding to the block size (class) are set and used. That is to 
say, at with the image decoding device 101, filter coefficient 
values which are optimal corresponding to local natures in the 
frame can be set. 
0278. Accordingly, motion prediction and compensation 
corresponding to local natures in the frame can be performed. 
As a result, encoding efficiency can be improved. 
0279. Note that while in the above description, classifica 
tion is performed depending on whether the block sizes is 
greater than an 8x8 pixel block, or equal or Smaller, and filter 
coefficients are calculated and Switching is performed, but is 
not restricted to this. That is to say, classification may be 
performed into classes with a block other than a 8x8 block as 
a reference, and classification may be made into three or more 
types of classes. 
0280 For example, in a case of the number of classifica 
tion classes being three, the prediction efficiency is better than 
with the case of two, but more coefficients are transmitted. On 
the other hand, in a case of the number of classification classes 
being two, fewer coefficients are transmitted, but prediction 
efficiency is lower as compared to the case of three. 
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0281 Also, in the case of a Ppicture, the number of bits to 
be transmitted is great to begin with, so effects of increased 
number of coefficients to be transmitted are small, but in the 
case of a B picture, the number of bits to be transmitted is 
small to begin with, so effects of increased number of coef 
ficients to be transmitted are great. Accordingly, an arrange 
ment may be made wherein the number of classified classes 
are Switched in accordance with the picture type for example 
(e.g., classification into two classes and classification into 
three classes). Such as having classification into three classes 
for P pictures and classification into two classes for B pic 
tures. 

0282 Also, while the size of macroblocks has been 
described with regard to the case of 16x16 pixels in the above 
description, the present invention can also be applied to 
extended macroblock sizes as described in the above-de 
scribed NPL 4. 

Description of Application to Extended Macroblock Sizes 
0283 FIG. 17 is a diagram illustrating an example of an 
extended macroblock size proposed in NPL 4. With NPL 4. 
the macroblock size is extended to 32x32 pixels. 
0284. Macroblocks made up of 32x32 pixels divided into 
blocks (partitions) of 32x32 pixels, 32x16 pixels, 16x32 pix 
els, and 16x16 pixels are shown from the left in order on the 
uppertier in FIG. 17. Blocks made up of 16x16 pixels divided 
into blocks of 16x16 pixels, 16x8 pixels, 8x16 pixels, and 
8x8 pixels are shown from the left in order on the middle tier 
in FIG. 17. Also, blocks made up of 8x8 pixels divided into 
blocks of 8x8 pixels, 8x4 pixels, 4x8 pixels, and 4x4 pixels 
are shown from the left in order on the lower tier in FIG. 17. 
0285. In other words, the macroblocks of 32x32 pixels 
may be processed as blocks of 32x32 pixels, 32x16 pixels, 
16x32 pixels, and 16x16 pixels shown on the upper tier in 
FIG. 17. 
0286 Also, the blocks of 16x16 pixels shown on the right 
side on the upper tier may be processed as blocks of 16x16 
pixels, 16x8 pixels, 8x16 pixels, and 8x8 pixels shown on the 
middle tier in the same way as with the H.264/AVC format. 
0287. The blocks of 8x8 pixels shown on the right side on 
the middle tier may be processed with blocks of 8x8 pixels, 
8x4 pixels, 4x8 pixels, and 4x4 pixels shown on the lower tier 
in the same way as with the H.264/AVC format. 
0288 These blocks can be classified into the following 
three hierarchical levels. That is to say, the blocks of 32x32 
pixels, 32x16 pixels, and 16x32 pixels shown at the uppertier 
in FIG. 17 will be referred to as a first hierarchical level. The 
block of 16x16 pixels at the right hand of the upper tier, and 
the blocks of 16x16 pixels, 16x8 pixels, and 8x16 pixels, at 
the middle tier, will be referred to as a second hierarchical 
level. The block of 8x8 pixels at the right hand of the middle 
tier, and the blocks of 8x8 pixels, 8x4 pixels, 4x8 pixels, and 
4x4 pixels, at the bottom tier, will be referred to as a third 
hierarchical level. 
0289. By employing such a hierarchical structure, with the 
proposal in NPL 1, regarding a 16x16 pixel block or less, a 
greater block is defined as a Superset thereof while maintain 
ing compatibility with the H.264/AVC format. 
0290. As for a method how to apply the present invention 
to extended macroblock sizes proposed as described above, 
there is a method wherein, for example, in the current slice, 
adaptive filter coefficients are calculated for each hierarchical 
level, and the filter coefficients calculated for each hierarchi 
cal level are added to the compressed image and transmitted 
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to the decoding side. That is to say, this is a method where 
classification is performed into classes at each hierarchical 
level in the current slice. An arrangement may be made 
where, at this time, flag information relating to whether a filter 
coefficients is to be sent or not sent for each hierarchical level 
(class) is added to the compressed image and transmitted to 
the decoding side. 
0291. In the event that flag information is not transmitted 
to the decoding side and is not received at the decoding side, 
an interpolation filter is set by one of the following methods. 
0292 That is to say, as a first method, in the event that flag 
information is not received, a 6-tap FIR filter stipulated in the 
H.264/AVC format is set for the interpolation filter to be used. 
0293 As a second method, in a case where a filter coeffi 
cient corresponding to the first hierarchical level is received 
but no filter coefficient corresponding to the second hierar 
chical level is received, for example, the filter coefficient 
corresponding to the first hierarchical level which is a hierar 
chical level with greater block sizes than the second hierar 
chical level is set for the second hierarchical level as well. 
0294 By applying this second method, the same filter 
coefficient can be used for the first hierarchical level and 
second hierarchical level, and a difference filter coefficient 
used for the third hierarchical level, for example. 
0295 For the third method, in a case where no filter coef 
ficient corresponding to the current hierarchical level is 
received in the current slice, there is a method where a filter 
coefficient corresponding to the same hierarchical level in a 
slice one before or one after the current slice is used for the 
current hierarchical level in the current slice. 
0296. In the example in FIG. 17, macroblocks regarding 
which encoding is performed using relatively large block 
sizes such as with the first hierarchical level and second 
hierarchical level do not include relatively high-frequency 
components. In comparison, macroblocks regarding which 
encoding is performed using relatively Small block sizes Such 
as with the third hierarchical level are thought to include 
high-frequency components to a certain extent. 
0297 Accordingly, at the time of performing encoding 
using extended macroblocks such as shown in FIG. 17, filter 
coefficients are calculated individually inaccordance with the 
hierarchical levels with difference block sizes. Accordingly, 
improvement in encoding capabilities suitable for local 
natures which the image has can be realized. 
0298. Note that the number of taps of the filter may be 
different for each hierarchical level as well. 
0299 That is to say, an arrangement may be made wherein 
a 4-tap filter is applied to the first hierarchical level and 
second hierarchical level thought to not include relatively 
high frequency components, and a 6-tap filter is applied to the 
third hierarchical level including relatively high frequency 
components. 
0300 Further, a filter may be used with a different number 
of taps for P pictures and B pictures. 
0301 Also, filter classification according to block sizes 
described above may be applied to slice types as well. 
0302) That is to say, for P slices which have a relatively 
great amount of code generated in an inter slice, even if two 
types of filter coefficients in accordance with block size are 
had, the overhead information thereof is relatively small. 
0303. On the other hand, regarding B slices, the amount of 
code generated is relatively small, if two types of filter coef 
ficients are had, the overhead information thereof may dete 
riorate encoding efficiency. In Such a case, an arrangement 
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may be made where filter classification according to the 
present invention is applied to P slices but not applied to B 
slices. 
0304) Note that the above-described application methods 
regarding extended macroblock sizes can be applied to a case 
of being based on the H.264/AVC format described with 
reference to FIG. 3 through FIG. 16 above. 
0305 Description has been made so far based on the 
H.264/AVC format for an encoding format, but the present 
invention is not restricted to this, and another encoding for 
mat/decoding format may be applied which performs motion 
compensation using an adaptive interpolation filter. 
0306 Note that the present invention may be applied to an 
image encoding device and an image decoding device used at 
the time of receiving image information (bit streams) com 
pressed by orthogonal transform such as discrete cosine 
transform or the like and motion compensation via a network 
medium Such as satellite broadcasting, a cable television, the 
Internet, a cellular phone, or the like, for example, as with 
MPEG, H.26x, or the like. Also, the present invention may be 
applied to an image encoding device and an image decoding 
device used at the time of processing image information on 
storage media Such as an optical disc, a magnetic disk, and 
flash memory. Further, the present invention may be applied 
to a motion prediction compensation device included in Such 
an image encoding device and an image decoding device and 
so forth. 
0307 The above-described series of processing may be 
executed by hardware, or may be executed by software. In the 
event of executing the series of processing by Software, a 
program making up the Software thereof is installed in a 
computer. Here, examples of the computer include a com 
puter built into dedicated hardware, and a general-purpose 
personal computer whereby various functions can be 
executed by various types of programs being installed thereto. 

Configuration Example of Personal Computer 
0308 FIG. 18 is a block diagram illustrating a configura 
tion example of the hardware of a computer which executes 
the above-described series of processing using a program. 
(0309. With the computer, a CPU (Central Processing Unit) 
201, ROM (Read Only Memory) 202, and RAM (Random 
Access Memory) 203 are mutually connected by a bus 204. 
0310. Further, an input/output interface 205 is connected 
to the bus 204. An input unit 206, an output unit 207, a storage 
unit 208, a communication unit 209, and a drive 210 are 
connected to the input/output interface 205. 
0311. The input unit 206 is made up of a keyboard, a 
mouse, a microphone, and so forth. The output unit 207 is 
made up of a display, a speaker, and so forth. The storage unit 
208 is made up of a hard disk, nonvolatile memory, and so 
forth. The communication unit 209 is made up of a network 
interface and so forth. The drive 210 drives a removable 
medium 311 Such as a magnetic disk, an optical disc, a mag 
neto-optical disk, semiconductor memory, or the like. 
0312. With the computer thus configured, for example, the 
CPU201 loads a program stored in the storage unit 208 to the 
RAM 203 via the input/output interface 205 and bus 204, and 
executes the program, and accordingly, the above-described 
series of processing is performed. 
0313 The program that the computer (CPU201) executes 
may be provided by being recorded in the removable medium 
211 serving as a package medium or the like, for example. 
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Also, the program may be provided via a cable or wireless 
transmission medium Such as a local area network, the Inter 
net, or digital broadcasting. 
0314 With the computer, the program may be installed in 
the storage unit 208 via the input/output interface 205 by 
mounting the removable medium 211 on the drive 210. Also, 
the program may be received by the communication unit 209 
via a cable or wireless transmission medium, and installed in 
the storage unit 208. Additionally, the program may be 
installed in the ROM 202 or storage unit 208 beforehand. 
0315 Note that the program that the computer executes 
may be a program wherein the processing is performed in the 
time sequence along the sequence described in the present 
Specification, or may be a program wherein the processing is 
performed in parallel or at necessary timing Such as when 
call-up is performed. 
0316 The embodiments of the present invention are not 
restricted to the above-described embodiment, and various 
modifications may be made without departing from the 
essence of the present invention. 
0317 For example, the above-described image encoding 
device 51 and image decoding device 101 may be applied to 
an optional electronic device. Hereafter, an example thereof 
will be described. 

Configuration Example of Television Receiver 

0318 FIG. 19 is a block diagram illustrating a principal 
configuration example of a television receiver using the 
image decoding device to which the present invention has 
been applied. 
0319. A television receiver 300 shown in FIG. 19 includes 
a terrestrial tuner 313, a video decoder 315, a video signal 
processing circuit 318, a graphics generating circuit 319, a 
panel driving circuit 320, and a display panel 321. 
0320. The terrestrial tuner 313 receives the broadcast 
wave signals of a terrestrial analog broadcast via an antenna, 
demodulates, obtains video signals, and Supplies these to the 
video decoder 315. The video decoder 315 subjects the video 
signals supplied from the terrestrial tuner 313 to decoding 
processing, and Supplies the obtained digital component sig 
nals to the video signal processing circuit 318. 
0321. The video signal processing circuit 318 subjects the 
video data supplied from the video decoder 315 to predeter 
mined processing Such as noise removal or the like, and 
Supplies the obtained video data to the graphics generating 
circuit 319. 

0322 The graphics generating circuit 319 generates the 
Video data of a program to be displayed on a display panel 
321, or image data due to processing based on an application 
to be Supplied via a network, or the like, and Supplies the 
generated video data or image data to the panel driving circuit 
320. Also, the graphics generating circuit 319 also performs 
processing Such as Supplying video data obtained by gener 
ating video data (graphics) for the user displaying a screen 
used for selection of an item or the like, and Superimposing 
this on the video data of a program, to the panel driving circuit 
320 as appropriate. 
0323. The panel driving circuit 320 drives the display 
panel 321 based on the data Supplied from the graphics gen 
erating circuit 319 to display the video of a program, or the 
above-described various screens on the display panel 321. 
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0324. The display panel 321 is made up of an LCD (Liquid 
Crystal Display) and so forth, and displays the video of a 
program or the like in accordance with the control by the 
panel driving circuit 320. 
0325 Also, the television receiver 300 also includes an 
audio A/D (Analog/Digital) conversion circuit 314, an audio 
signal processing circuit 322, an echo cancellation/audio syn 
thesizing circuit 323, an audio amplifier circuit 324, and a 
speaker 325. 
0326. The terrestrial tuner 313 demodulates the received 
broadcast wave signal, thereby obtaining not only a video 
signal but also an audio signal. The terrestrial tuner 313 
Supplies the obtained audio signal to the audio A/D conver 
sion circuit 314. 
0327. The audio A/D conversion circuit 314 subjects the 
audio signal supplied from the terrestrial tuner 313 to A/D 
conversion processing, and Supplies the obtained digital 
audio signal to the audio signal processing circuit 322. 
0328. The audio signal processing circuit 322 subjects the 
audio data supplied from the audio A/D conversion circuit 
314 to predetermined processing Such as noise removal or the 
like, and Supplies the obtained audio data to the echo cancel 
lation/audio synthesizing circuit 323. 
0329. The echo cancellation/audio synthesizing circuit 
323 supplies the audio data supplied from the audio signal 
processing circuit 322 to the audio amplifier circuit 324. 
0330. The audio amplifier circuit 324 subjects the audio 
data Supplied from the echo cancellation/audio synthesizing 
circuit 323 to D/A conversion processing, subjects to ampli 
fier processing to adjust to predetermined Volume, and then 
outputs the audio from the speaker 325. 
0331 Further, the television receiver 300 also includes a 
digital tuner 316, and an MPEG decoder 317. 
0332 The digital tuner 316 receives the broadcast wave 
signals of a digital broadcast (terrestrial digital broadcast, BS 
(Broadcasting Satellite)/CS (Communications Satellite) digi 
tal broadcast) via the antenna, demodulates to obtain MPEG 
TS (Moving Picture Experts Group-Transport Stream), and 
supplies this to the MPEG decoder 317. 
0333. The MPEG decoder 317 descrambles the scram 
bling given to the MPEG-TS supplied from the digital tuner 
316, and extracts a stream including the data of a program 
serving as a playback object (viewing object). The MPEG 
decoder317 decodes an audio packet making up the extracted 
stream, Supplies the obtained audio data to the audio signal 
processing circuit 322, and also decodes a video packet mak 
ing up the stream, and Supplies the obtained video data to the 
video signal processing circuit 318. Also, the MPEG decoder 
317 supplies EPG (Electronic Program Guide) data extracted 
from the MPEG-TS to a CPU 332 via an unshown path. 
0334. The television receiver 300 uses the above-de 
scribed image decoding device 101 as the MPEG decoder317 
for decoding video packets in this way. Accordingly, in the 
same way as with the case of the image decoding device 101, 
of the filter coefficient values of the adaptive interpolation 
filter sent thereto, filter coefficient values corresponding to 
the block size (class) are set and used. Accordingly, motion 
prediction and compensation corresponding to local natures 
in the frame can be performed. 
0335. The video data supplied from the MPEG decoder 
317 is, in the same way as with the case of the video data 
supplied from the video decoder 315, subjected to predeter 
mined processing at the video signal processing circuit 318. 
The video data Subjected to predetermined processing is then 
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Superimposed as appropriate on the generated video data and 
So forth at the graphics generating circuit 319, Supplied to the 
display panel 321 via the panel driving circuit 320, and the 
image thereof is displayed thereon. 
0336. The audio data supplied from the MPEG decoder 
317 is, in the same way as with the case of the audio data 
supplied from the audio A/D conversion circuit 314, sub 
jected to predetermined processing at the audio signal pro 
cessing circuit 322. The audio data subjected to predeter 
mined processing is then Supplied to the audio amplifier 
circuit 324 via the echo cancellation/audio synthesizing cir 
cuit 323, and Subjected to D/A conversion processing and 
amplifier processing. As a result thereof, the audio adjusted in 
predetermined volume is output from the speaker 325. 
0337 Also, the television receiver 300 also includes a 
microphone 326, and an A/D conversion circuit 327. 
0338. The A/D conversion circuit 327 receives the user's 
audio signal collected by the microphone 326 provided to the 
television receiver 300 serving as for audio conversation. The 
A/D conversion circuit 327 subjects the received audio signal 
to A/D conversion processing, and Supplies the obtained digi 
tal audio data to the echo cancellation/audio synthesizing 
circuit 323. 
0339. In the event that the user (user A)'s audio data of the 
television receiver 300 has been supplied from the A/D con 
version circuit 327, the echo cancellation/audio synthesizing 
circuit 323 perform echo cancellation with the user A's audio 
data taken as a object. After echo cancellation, the echo can 
cellation/audio synthesizing circuit 323 outputs audio data 
obtained by synthesizing with other audio data and so forth, 
from the speaker 325 via the audio amplifier circuit 324. 
0340. Further, the television receiver 300 also includes an 
audio codec 328, an internal bus 329, SDRAM (Synchronous 
Dynamic Random Access Memory) 330, flash memory 331, 
a CPU 332, a USB (Universal Serial Bus) I/F 333, and a 
network I/F 334. 
0341 The A/D conversion circuit 327 receives the user's 
audio signal collected by the microphone 326 provided to the 
television receiver 300 serving as for audio conversation. The 
A/D conversion circuit 327 subjects the received audio signal 
to A/D conversion processing, and Supplies the obtained digi 
tal audio data to the audio codec 328. 
0342. The audio codec 328 converts the audio data Sup 
plied from the A/D conversion circuit 327 into the data of a 
predetermined format for transmission via a network, and 
supplies to the network I/F 334 via the internal bus 329. 
0343. The network I/F334 is connected to the network via 
a cable mounted on a network terminal 335. The network I/F 
334 transmits the audio data supplied from the audio codec 
328 to another device connected to the network thereof, for 
example. Also, the network I/F 334 receives, via the network 
terminal 335, the audio data transmitted from another device 
connected thereto via the network for example, and Supplies 
this to the audio codec 328 via the internal bus 329. 
0344) The audio codec 328 converts the audio data Sup 
plied from the network I/F 334 into the data of a predeter 
mined format, and Supplies this to the echo cancellation/audio 
synthesizing circuit 323. 
0345 The echo cancellation/audio synthesizing circuit 
323 performs echo cancellation with the audio data supplied 
from the audio codec 328 taken as a object, and outputs the 
data of audio obtained by Synthesizing with other audio data 
and so forth, from the speaker 325 via the audio amplifier 
circuit 324. 
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(0346. The SDRAM 330 stores various types of data nec 
essary for the CPU 332 performing processing. 
0347 The flash memory 331 stores a program to be 
executed by the CPU 332. The program stored in the flash 
memory 331 is read out by the CPU 332 at predetermined 
timing such as when activating the television receiver 300, or 
the like. EPG data obtained via a digital broadcast, data 
obtained from a predetermined server via the network, and so 
forth are also stored in the flash memory 331. 
0348 For example, MPEG-TS including the content data 
obtained from a predetermined server via the network by the 
control of the CPU332 is stored in the flash memory 331. The 
flash memory 331 supplies the MPEG-TS thereof to the 
MPEG decoder317 via the internal bus 329 by the control of 
the CPU 332, for example. 
(0349 The MPEG decoder 317 processes the MPEG-TS 
thereof in the same way as with the case of the MPEG-TS 
supplied from the digital tuner 316. In this way, the television 
receiver 300 receives the content data made up of video, 
audio, and so forth via the network, decodes using the MPEG 
decoder 317, whereby video thereof can be displayed, and 
audio thereof can be output. 
0350 Also, the television receiver 300 also includes a light 
reception unit 337 for receiving the infrared signal transmit 
ted from a remote controller 351. 
0351. The light reception unit 337 receives infrared rays 
from the remote controller 351, and outputs a control code 
representing the content of the user's operation obtained by 
demodulation, to the CPU 332. 
0352. The CPU 332 executes the program stored in the 
flash memory 331 to control the entire operation of the tele 
vision receiver 300 according to the control code supplied 
from the light reception unit 337, and so forth. The CPU 332, 
and the units of the television receiver 300 are connected via 
an unshown path. 
0353. The USE I/F 333 performs transmission/reception 
of data as to an external device of the television receiver 300 
which is connected via a USB cable mounted on a USB 
terminal 336. The network I/F 334 connects to the network 
via a cable mounted on the network terminal 335, also per 
forms transmission/reception of data other than audio data as 
to various devices connected to the network. 
0354. The television receiver 300 uses the image decoding 
device 101 as the MPEG decoder 317, whereby local natures 
in the frame can be handled, and accordingly encoding effi 
ciency can be improved. As a result thereof, the television 
receiver 300 can more speedily obtain a decoded image with 
higher definition from broadcast wave signals received via the 
antenna, or the content data obtained via the network, and 
display this. 

Configuration Example of Cellular Phone 
0355 FIG. 31 is a block diagram illustrating a principal 
configuration example of a cellular phone using the image 
encoding device and image decoding device to which the 
present invention has been applied. 
0356. A cellular phone 400 shown in FIG. 31 includes a 
main control unit 450 configured so as to integrally control 
the units, a power Supply circuit unit 451, an operation input 
control unit 452, an image encoder 453, a camera I/Funit 454, 
an LCD control unit 455, an image decoder 456, a multiplex 
ing/separating unit 457, a recording/playback unit 462, a 
modulation/demodulation circuit unit 458, and an audio 
codec 459. These are mutually connected via a bus 460. 
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0357 Also, the cellular phone 400 includes operation keys 
419, a CCD (Charge Coupled Devices) camera 416, a liquid 
crystal display 418, a storage unit 423, a transmission/recep 
tion circuit unit 463, an antenna 414, a microphone (MIC) 
421, and a speaker 417. 
0358 Upon a call being ended and a power key being 
turned on by the user's operation, the power Supply circuit 
unit 451 activates the cellular phone 400 in an operational 
state by Supplying power to the units from a battery pack. 
0359 The cellular phone 400 performs various operations 
Such as transmission/reception of an audio signal, transmis 
sion/reception of an e-mail and image data, image shooting, 
data recoding, and so forth, in various modes such as a voice 
call mode, a data communication mode, and so forth, under 
control of a main control unit 450 made up of a CPU, ROM, 
RAM, and so forth. 
0360 For example, in the voice call mode, the cellular 
phone 400 converts the audio signal collected by the micro 
phone (MIC) 421 into digital audio data by the audio codec 
459, Subjects this to spectrum spread processing at the modu 
lation/demodulation circuit unit 458, subjects this to digital/ 
analog conversion processing and frequency conversion pro 
cessing at the transmission/reception circuit unit 463. The 
cellular phone 400 transmits the signal for transmission 
obtained by the conversion processing thereof to an unshown 
base station via the antenna 414. The signal for transmission 
(audio signal) transmitted to the base station is Supplied to the 
communication partner's cellular phone via the public tele 
phone network. 
0361. Also, for example, in the voice call mode, the cel 
lular phone 400 amplifies the reception signal received at the 
antenna 414, at the transmission/reception circuit unit 463, 
further Subjects to frequency conversion processing and ana 
log/digital conversion processing, Subjects to spectrum 
inverse spread processing at the modulation/demodulation 
circuit unit 458, and converts into an analog audio signal by 
the audio codec 459. The cellular phone 400 outputs the 
converted and obtained analog audio signal thereof from the 
speaker 417. 
0362. Further, for example, in the event of transmitting an 
e-mail in the data communication mode, the cellular phone 
400 accepts the text data of the e-mail input by the operation 
of the operation keys 419 at the operation input control unit 
452. The cellular phone 400 processes the text data thereof at 
the main control unit 450, and displays on the liquid crystal 
display 418 via the LCD control unit 455 as an image. 
0363 Also, the cellular phone 400 generates e-mail data at 
the main control unit 450 based on the text data accepted by 
the operation input control unit 452, the user's instructions, 
and so forth. The cellular phone 400 subjects the e-mail data 
thereof to spectrum spread processing at the modulation/ 
demodulation circuit unit 458, and Subjects to digital/analog 
conversion processing and frequency conversion processing 
at the transmission/reception circuit unit 463. The cellular 
phone 400 transmits the signal for transmission obtained by 
the conversion processing thereof to an unshown base station 
via the antenna 414. The signal for transmission (e-mail) 
transmitted to the base station is Supplied to a predetermined 
destination via the network, mail server, and so forth. 
0364 Also, for example, in the event of receiving an 
e-mail in the data communication mode, the cellular phone 
400 receives the signal transmitted from the base station via 
the antenna 414 with the transmission/reception circuit unit 
463, amplifies, and further Subjects to frequency conversion 
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processing and analog/digital conversion processing. The 
cellular phone 400 subjects the reception signal thereof to 
spectrum inverse spread processing at the modulation/de 
modulation circuit unit 458 to restore the original e-mail data. 
The cellular phone 400 displays the restored e-mail data on 
the liquid crystal display 418 via the LCD control unit 455. 
0365. Note that the cellular phone 400 may record (store) 
the received e-mail data in the storage unit 423 via the record 
ing/playback unit 462. 
0366. This storage unit 423 is an optional rewritable stor 
age medium. The storage unit 423 may be, for example, 
semiconductor memory Such as RAM, built-in flash memory, 
or the like, may be a hard disk, or may be a removable medium 
Such as a magnetic disk, a magneto-optical disk, an optical 
disc, USB memory, a memory card, or the like. It goes with 
out saying that the storage unit 423 may be other than these. 
0367 Further, for example, in the event of transmitting 
image data in the data communication mode, the cellular 
phone 400 generates image data by imaging at the CCD 
camera 416. The CCD camera 416 includes a CCD serving as 
an optical device such as a lens, diaphragm, and so forth, and 
serving as a photoelectric device, which images a Subject, 
converts the intensity of received light into an electrical sig 
nal, and generates the image data of an image of the Subject. 
The image data thereof is subjected to compression encoding 
at the image encoder 453 using a predetermined encoding 
format, for example, such as MPEG2, MPEG4, or the like, via 
the camera I/F unit 454, and accordingly, the image data 
thereof is converted into encoded image data. 
0368. The cellular phone 400 employs the above-de 
scribed image encoding device 51 as the image encoder 453 
for performing Such processing. Accordingly, in the same 
way as with the case of the image encoding device 51, the 
image encoder 453 classifies into a class of large block seizes 
and a class of Small block sizes in the slice, and calculates 
filter coefficient values for the adaptive interpolation filter for 
each classified class. Accordingly, motion prediction and 
compensation corresponding to local natures in the frame can 
be performed. 
0369. Note that, at this time simultaneously, the cellular 
phone 400 converts the audio collected at the microphone 
(mike) 421 from analog to digital at the audio codec 459, and 
further encodes this during imaging by the CCD camera 416. 
0370. The cellular phone 400 multiplexes the encoded 
image data Supplied from the image encoder 453, and the 
digital audio data supplied from the audio codec 459 at the 
multiplexing/separating unit 457 using a predetermined 
method. The cellular phone 400 subjects the multiplexed data 
obtained as a result thereof to spectrum spread processing at 
the modulation/demodulation circuit unit 458, and subjects to 
digital/analog conversion processing and frequency conver 
sion processing at the transmission/reception circuit unit 463. 
The cellular phone 400 transmits the signal for transmission 
obtained by the conversion processing thereof to an unshown 
base station via the antenna 414. The signal for transmission 
(image data) transmitted to the base station is Supplied to the 
communication partner via the network or the like. 
0371. Note that in the event that image data is not trans 
mitted, the cellular phone 400 may also display the image 
data generated at the CCD camera 416 on the liquid crystal 
display 418 via the LCD control unit 455 instead of the image 
encoder 453. 
0372. Also, for example, in the event of receiving the data 
of a moving image file linked to a simple website or the like 
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in the data communication mode, the cellular phone 400 
receives the signal transmitted from the base station at the 
transmission/reception circuit unit 463 via the antenna 414, 
amplifies, and further Subjects to frequency conversion pro 
cessing and analog/digital conversion processing. The cellu 
lar phone 400 subjects the received signal to spectrum inverse 
spread processing at the modulation/demodulation circuit 
unit 458 to restore the original multiplexed data. The cellular 
phone 400 separates the multiplexed data thereof at the mul 
tiplexing/separating unit 457 into encoded image data and 
audio data. 
0373 The cellular phone 400 decodes the encoded image 
data at the image decoder 456 using the decoding format 
corresponding to a predetermined encoding format such as 
MPEG2, MPEG4, or the like, thereby generating playback 
moving image data, and displays this on the liquid crystal 
display 418 via the LCD control unit 455. Thus, moving 
image data included in a moving image file linked to a simple 
website is displayed on the liquid crystal display 418, for 
example. 
0374. The cellular phone 400 employs the above-de 
scribed image decoding device 101 as the image decoder 456 
for performing such processing. Accordingly, in the same 
way as with the image decoding device 101, of the filter 
coefficient values for the adaptive interpolation filter sent 
thereto, the image decoder 456 sets filter coefficient values 
corresponding to the block size (class). Accordingly, motion 
prediction and compensation corresponding to local natures 
in the frame can be performed. 
0375. At this time, simultaneously, the cellular phone 400 
converts the digital audio data into an analog audio signal at 
the audio codec 459, and outputs this from the speaker 417. 
Thus, audio data included in a moving image file linked to a 
simple website is played, for example. 
0376 Note that, in the same way as with the case of e-mail, 
the cellular phone 400 may record (store) the received data 
liked to a simile website or the like in the storage unit 423 via 
the recording/playback unit 462. 
0377 Also, the cellular phone 400 analyzes the two-di 
mensional code obtained by being imaged by the CCD cam 
era 416 at the main control unit 450, whereby information 
recorded in the two-dimensional code can be obtained. 
0378. Further, the cellular phone 400 can communicate 
with an external device at the infrared communication unit 
481 using infrared rays. 
0379 The cellular phone 400 employs the image encoding 
device 51 as the image encoder 453, whereby local natures in 
the frame can be handled, so the encoding efficiency can be 
improved. As a result, the cellular phone 400 can provide 
encoded data (image data) with excellent encoding efficiency 
to another device. 
0380 Also, the cellular phone 400 employs the image 
decoding device 101 as the image decoder456, whereby local 
natures in the frame can be handled, so encoding efficiency 
can be improved. As a result thereof, the cellular phone 400 
can obtain a decoded image with higher definition from a 
moving image file linked to a simple website, and display this, 
for example. 
0381. Note that description has been made so far wherein 
the cellular phone 400 employs the CCD camera 416, but the 
cellular phone 400 may employ an image sensor (CMOS 
image sensor) using CMOS (Complementary Metal Oxide 
Semiconductor) instead of this CCD camera 416. In this case 
as well, the cellular phone 400 can image a Subject and 
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generate the image data of an image of the Subject in the same 
way as with the case of employing the CCD camera 416. 
0382 Also, description has been made so far regarding the 
cellular phone 400, but the image encoding device 51 and 
image decoding device 101 may be applied to any kind of 
device in the same way as with the case of the cellular phone 
400 as long as it is a device having the same imaging function 
and communication function as those of the cellular phone 
400, for example, such as a PDA (Personal Digital Assis 
tants), smartphone, UMPC (Ultra Mobile Personal Comput 
ers), netbook, notebook-sized personal computer, or the like. 

Configuration Example of Hard Disk Recorder 
0383 FIG. 32 is a block diagram illustrating a principal 
configuration example of a hard disk recorder which employs 
the image encoding device and image decoding device to 
which the present invention has been applied. 
(0384. A hard disk recorder (HDD recorder) 500 shown in 
FIG.32 is a device which stores, in a built-inhard disk, audio 
data and video data of a broadcast program included in broad 
cast wave signals (television signals) received by a tuner and 
transmitted from a satellite or a terrestrial antenna or the like, 
and provides the stored data to the user at timing according to 
the user's instructions. 
0385. The hard disk recorder 500 can extract audio data 
and video data from broadcast wave signals, decode these as 
appropriate, and store in the built-in hard disk, for example. 
Also, the hard disk recorder 500 can also obtain audio data 
and video data from another device via the network, decode 
these as appropriate, and store in the built-in hard disk, for 
example. 
0386 Further, the hard disk recorder 500 decodes audio 
data and video data recorded in the built-inhard disk, supplies 
to a monitor 560, and displays an image thereof on the Screen 
of the monitor 560, for example. Also, the hard disk recorder 
500 can output sound thereof from the speaker of the monitor 
56O. 
(0387. The hard disk recorder 500 decodes audio data and 
Video data extracted from the broadcast wave signals 
obtained via the tuner, or the audio data and video data 
obtained from another device via the network, supplies to the 
monitor 560, and displays an image thereof on the screen of 
the monitor 560, for example. Also, the hard disk recorder 
500 can output sound thereof from the speaker of the monitor 
56O. 
0388. It goes without saying that operations other than 
these may be performed. 
0389. As shown in FIG. 32, the hard disk recorder 500 
includes a reception unit 521, a demodulation unit 522, a 
demultiplexer 523, an audio decoder 524, a video decoder 
525, and a recorder control unit 526. The hard disk recorder 
500 further includes EPG data memory 527, program 
memory 528, work memory 529, a display converter 530, an 
OSD (On Screen Display) control unit 531, a display control 
unit 532, a recording/playback unit 533, a D/A converter 534, 
and a communication unit 535. 
0390 Also, the display converter 530 includes a video 
encoder 541. The recording/playback unit 533 includes an 
encoder 551 and a decoder 552. 
0391 The reception unit 521 receives the infrared signal 
from the remote controller (not shown), converts into an 
electrical signal, and outputs to the recorder control unit 526. 
The recorder control unit 526 is configured of, for example, a 
microprocessor and so forth, and executes various types of 
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processing in accordance with the program stored in the pro 
gram memory 528. At this time, the recorder control unit 526 
uses the work memory 529 according to need. 
0392 The communication unit 535, which is connected to 
the network, performs communication processing with 
another device via the network. For example, the communi 
cation unit 535 is controlled by the recorder control unit 526 
to communicate with a tuner (not shown), and to principally 
output a channel selection control signal to the tuner. 
0393. The demodulation unit 522 demodulates the signal 
supplied from the tuner, and outputs to the demultiplexer 523. 
The demultiplexer 523 separates the data supplied from the 
demodulation unit 522 into audio data, video data, and EPG 
data, and outputs to the audio decoder 524, video decoder 
525, and recorder control unit 526, respectively. 
0394 The audio decoder 524 decodes the inputaudio data, 
for example, using the MPEG format, and outputs to the 
recording/playback unit 533. The video decoder 525 decodes 
the input video data, for example, using the MPEG format, 
and outputs to the display converter 530. The recorder control 
unit 526 supplies the input EPG data to the EPG data memory 
527 for storing. 
0395. The display converter 530 encodes the video data 
supplied from the video decoder 525 or recorder control unit 
526 into, for example, the video data conforming to the NTSC 
(National Television Standards Committee) format using the 
video encoder 541, and outputs to the recording/playback unit 
533. Also, the display converter 530 converts the size of the 
screen of the video data supplied from the video decoder 525 
or recorder control unit 526 into the size corresponding to the 
size of the monitor 560. The display converter 530 further 
converts the video data of which the screen size has been 
converted into the video data conforming to the NTSC format 
using the video encoder 541, converts into an analog signal, 
and outputs to the display control unit 532. 
0396 The display control unit 532 superimposes, under 
the control of the recorder control unit 526, the OSD signal 
output from the OSD (On Screen Display) control unit 531 on 
the video signal input from the display converter 530, and 
outputs to the display of the monitor 560 for display. 
0397 Also, the audio data output from the audio decoder 
524 has been converted into an analog signal using the D/A 
converter 534, and supplied to the monitor 560. The monitor 
560 outputs this audio signal from a built-in speaker. 
0398. The recording/playback unit 533 includes a hard 
disk as a storage medium in which video data, audio data, and 
so forth are recorded. 
0399. The recording/playback unit 533 encodes the audio 
data supplied from the audio decoder 524 by the encoder 551 
using the MPEG format, for example. Also, the recording/ 
playback unit 533 encodes the video data supplied from the 
video encoder 541 of the display converter 530 by the encoder 
551 using the MPEG format. The recording/playback unit 
533 synthesizes the encoded data of the audio data thereof, 
and the encoded data of the video data thereof using the 
multiplexer. The recording/playback unit 533 amplifies the 
synthesized data by channel coding, and writes the data 
thereof in the hard disk via a recording head. 
0400. The recording/playback unit 533 plays the data 
recorded in the hard disk via a playback head, amplifies, and 
separates into audio data and video data using the demulti 
plexer. The recording/playback unit 533 decodes the audio 
data and video data by the decoder 552 using the MPEG 
format. The recording/playback unit 533 converts the 
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decoded audio data from digital to analog, and outputs to the 
speaker of the monitor 560. Also, the recording/playback unit 
533 converts the decoded video data from digital to analog, 
and outputs to the display of the monitor 560. 
0401 The recorder control unit 526 reads out the latest 
EPG data from the EPG data memory 527 based on the user's 
instructions indicated by the infrared signal from the remote 
controller which is received via the reception unit 521, and 
supplies to the OSD control unit 531. The OSD control unit 
531 generates image data corresponding to the input EPG 
data, and outputs to the display control unit 532. The display 
control unit 532 outputs the video data input from the OSD 
control unit 531 to the display of the monitor 560 for display. 
Thus, EPG (Electronic Program Guide) is displayed on the 
display of the monitor 560. 
0402. Also, the hard disk recorder 500 can obtain various 
types of data Such as video data, audio data, EPG data, and so 
forth supplied from another device via the network such as the 
Internet or the like. 

(0403. The communication unit 535 is controlled by the 
recorder control unit 526 to obtain encoded data such as video 
data, audio data, EPG data, and so forth transmitted from 
another device via the network, and to supply this to the 
recorder control unit 526. The recorder control unit 526 sup 
plies the encoded data of the obtained video data and audio 
data to the recording/playback unit 533, and stores in the hard 
disk, for example. At this time, the recorder control unit 526 
and recording/playback unit 533 may perform processing 
such as re-encoding or the like according to need. 
0404 Also, the recorder control unit 526 decodes the 
encoded data of the obtained video data and audio data, and 
supplies the obtained video data to the display converter 530. 
The display converter 530 processes, in the same way as the 
video data supplied from the video decoder 525, the video 
data supplied from the recorder control unit 526, supplies to 
the monitor 560 via the display control unit 532 for displaying 
an image thereof. 
04.05 Alternatively, an arrangement may be made wherein 
in accordance with this image display, the recorder control 
unit 526 supplies the decoded audio data to the monitor 560 
via the D/A converter 534, and outputs audio thereoffrom the 
speaker. 
0406. Further, the recorder control unit 526 decodes the 
encoded data of the obtained EPG data, and supplies the 
decoded EPG data to the EPG data memory 527. 
0407. The hard disk recorder 500 thus configured employs 
the image decoding device 101 as the video decoder 525, 
decoder 552, and a decoder housed in the recorder control 
unit 526. Accordingly, in the same way as with the image 
decoding device 101, of the filter coefficient values of the 
adaptive interpolation filter sent thereto, the video decoder 
525, decoder 552, and decoderhoused in the recorder control 
unit 526 set and use filter coefficient values corresponding to 
the block size (class). Accordingly, encoding efficiency can 
be improved. 
0408. Accordingly, the hard disk recorder 500 can realize 
high-speed processing. As a result thereof, the hard disk 
recorder 500 can obtain a decoded image, for example, from 
the encoded data of video data received via the tuner, the 
encoded data of video data read out from the hard disk of the 
recording/playback unit 533, or the encoded data of video 
data obtained via the network, and display on the monitor 
560, at higher speeds. 
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04.09. Also, the hard disk recorder 500 employs the image 
encoding device 51 as the encoder 551. Accordingly, in the 
same way as with the encoder 551, the encoder 551 classifies 
into a class of large block seizes and a class of Small block 
sizes in the slice, and calculates filter coefficient values for the 
adaptive interpolation filter for each classified class. Accord 
ingly, motion prediction and compensation corresponding to 
local natures in the frame can be performed. 
0410. Accordingly, the hard disk recorder 500 can realize 
high-speed processing, and also improve the encoding effi 
ciency of encoded data to be recorded in the hard disk, for 
example. As a result thereof, the hard disk recorder 500 can 
use the storage region of the hard disk more efficiently. 
0411 Note that description has been made so far regarding 
the hard disk recorder 500 for recording video data and audio 
data in the hard disk, but it goes without saying that any kind 
of recording medium may be employed. For example, even 
with a recorder to which a recording medium other thana hard 
disk, such as flash memory, optical disc, a video tape, or the 
like, is applied, in the same way as with the case of the 
above-described hard disk recorder 500, the image encoding 
device 51 and image decoding device 101 can be applied 
thereto. 

Configuration Example of Camera 

0412 FIG. 33 is a block diagram illustrating a principal 
configuration example of a camera employing the image 
decoding device and image encoding device to which the 
present invention has been applied. 
0413. A camera 600 shown in FIG.33 images a subject, 
displays an image of the Subject on an LCD 616, and records 
this in a recording medium 633 as image data. 
0414. A lens block 611 inputs light (i.e., video of a subject) 
to a CCD/CMOS 612. The CCD/CMOS 612 is an image 
sensor employing a CCD or CMOS, converts the intensity of 
received light into an electrical signal, and Supplies to a cam 
era signal processing unit 613. 
0415. The camera signal processing unit 613 converts the 
electrical signal supplied from the CCD/CMOS 612 into 
color difference signals of Y. Cr, and Cb, and supplies to an 
image signal processing unit 614. The image signal process 
ing unit 614 subjects, under the control of a controller 621, the 
image signal Supplied from the camera signal processing unit 
613 to predetermined image processing, or encodes the image 
signal thereof by an encoder 641 using the MPEG format for 
example. The image signal processing unit 614 Supplies 
encoded data generated by encoding an image signal, to a 
decoder 615. Further, the image signal processing unit 614 
obtains data for display generated at an on-screen display 
(OSD) 620, and supplies this to the decoder 615. 
0416. With the above-described processing, the camera 
signal processing unit 613 takes advantage of DRAM (Dy 
namic Random Access Memory) 618 connected via a bus 617 
to hold image data, encoded data encoded from the image 
data thereof, and so forth in the DRAM 618 thereof according 
to need. 

0417. The decoder 615 decodes the encoded data supplied 
from the image signal processing unit 614, and Supplies 
obtained image data (decoded image data) to the LCD 616. 
Also, the decoder 615 supplies the data for display supplied 
from the image signal processing unit 614 to the LCD 616. 
The LCD 616 synthesizes the image of the decoded image 
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data, and the image of the data for display, Supplied from the 
decoder 615 as appropriate, and displays a synthesized image 
thereof. 
0418. The on-screen display 620 outputs, under the con 
trol of the controller 621, data for display such as a menu 
screen or icon or the like made up of a symbol, characters, or 
a figure to the image signal processing unit 614 via the bus 
617. 
0419 Based on a signal indicating the content com 
manded by the user using an operating unit 622, the controller 
621 executes various types of processing, and also controls 
the image signal processing unit 614, DRAM 618, external 
interface 619, on-screen display 620, media drive 623, and so 
forth via the bus 617. A program, data, and so forth necessary 
for the controller 621 executing various types of processing 
are stored in FLASH ROM 624. 
0420 For example, the controller 621 can encode image 
data stored in the DRAM 618, or decode encoded data stored 
in the DRAM 618 instead of the image signal processing unit 
614 and decoder 615. At this time, the controller 621 may 
perform encoding and decoding processing using the same 
format as the encoding and decoding format of the image 
signal processing unit 614 and decoder 615, or may perform 
encoding and decoding processing using a format that neither 
the image signal processing unit 614 nor the decoder 615 can 
handle. 
0421. Also, for example, in the event that start of image 
printing has been instructed from the operating unit 622, the 
controller 621 reads out image data from the DRAM 618, and 
supplies this to a printer 634 connected to the external inter 
face 619 via the bus 617 for printing. 
0422 Further, for example, in the event that image record 
ing has been instructed from the operating unit 622, the con 
troller 621 reads out encoded data from the DRAM 618, and 
supplies this to a recording medium 633 mounted on the 
media drive 623 via the bus 617 for storing. 
0423. The recording medium 633 is an optional readable/ 
Writable removable medium, for example, such as a magnetic 
tape, a magneto-optical disk, an optical disc, semiconductor 
memory, or the like. It goes without saying that the recording 
medium 633 is also optional regarding the type of a remov 
able medium, and accordingly may be a tape device, or may 
be a disc, or may be a memory card. It goes without saying 
that the recoding medium 633 may be a non-contact IC card 
or the like. 
0424. Alternatively, the media drive 623 and the recording 
medium 633 may be configured so as to be integrated into a 
non-transportable recording medium such as a built-in hard 
disk drive, SSD (Solid State Drive), or the like. 
0425 The external interface 619 is configured of, for 
example, a USB input/output terminal and so forth, and is 
connected to the printer 634 in the event of performing print 
ing of images. Also, a drive 631 is connected to the external 
interface 619 according to need, on which the removable 
medium 632 Such as a magnetic disk, optical disc, or mag 
neto-optical disk or the like is mounted as appropriate, and a 
computer program read out therefrom is installed in the 
FLASH ROM 624 according to need. 
0426 Further, the external interface 619 includes a net 
work interface to be connected to a predetermined network 
such as a LAN, the Internet, or the like. For example, in 
accordance with the instructions from the operating unit 622, 
the controller 621 can read out encoded data from the DRAM 
618, and supply this from the external interface 619 to another 
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device connected via the network. Also, the controller 621 
can obtain, via the external interface 619, encoded data or 
image data Supplied from another device via the network, and 
hold this in the DRAM 618, or supply this to the image signal 
processing unit 614. 
0427. The camera 600 thus configured employs the image 
decoding device 101 as the decoder 615. Accordingly, in the 
same way as with the image decoding device 101, of the filter 
coefficient values of the adaptive interpolation filter sent 
thereto, the decoder 615 sets and uses filter coefficient values 
corresponding to the block size (class). 
0428. Accordingly, the camera 600 can realize high-speed 
processing, and also generate a prediction image with high 
precision. As a result thereof, the camera 600 can obtain a 
decoded image with higher definition, for example, from the 
image data generated at the CCD/CMOS 612, the encoded 
data of video data read out from the DRAM 618 or recording 
medium 633, or the encoded data of video data obtained via 
the network, and display on the LCD 616. 
0429. Also, the camera 600 employs the image encoding 
device 51 as the encoder 641. Accordingly, in the same way as 
with the image decoding device 51, the encoder 641 classifies 
into a class of large block seizes and a class of Small block 
sizes in the slice, and calculates filter coefficient values for the 
adaptive interpolation filter for each classified class. Accord 
ingly, motion prediction and compensation corresponding to 
local natures in the frame can be performed. 
0430. Accordingly, the camera 600 can improve encoding 
efficiency of encoded data to be recorded in the hard disk, for 
example. As a result thereof, the camera 600 can use the 
storage region of the DRAM 618 or recording medium 633 in 
a more effective manner at higher speeds. 
0431. Note that the decoding method of the image decod 
ing device 101 may be applied to the decoding processing that 
the controller 621 performs. Similarly, the encoding format of 
the image encoding device 51 may be applied to the encoding 
processing that the controller 621 performs. 
0432 Also, the image data that the camera 600 image may 
be a moving image, or may be a still image. 
0433. It goes without saying that the image encoding 
device 51 and image decoding device 101 may be applied to 
a device or system other than the above-described devices. 

REFERENCE SIGNS LIST 

0434 51 image encoding device 
0435 66 lossless encoding unit 
0436 74 intra prediction unit 
0437 75 motion prediction/compensation unit 
0438 76 adaptive interpolation filter calculating unit 
0439 77 block determining unit 
0440 81 integer pixel precision motion prediction unit 
0441 82 decimal pixel precision motion prediction unit 
0442 83 mode determining unit 
0443 84 decimal pixel precision motion prediction unit 
0444 85 motion compensation unit 
0445 91 motion information buffer 
0446 92 large block filter calculating unit 
0447 93 small block filter calculating unit 
0448) 101 image decoding device 
0449 112 lossless decoding unit 
0450 121 intra prediction unit 
0451 122 motion prediction/compensation unit 
0452 123 adaptive interpolation filter setting unit 
0453 124 block determining unit 
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0454. 131 mode/motion information buffer 
0455 132 motion compensation unit 
0456) 141 large block adaptive filter coefficient buffer 
0457 142 small block adaptive filter coefficient buffer 
1. An image processing device comprising: 
motion prediction means configured to perform motion 

prediction of a current block regarding which encoding 
processing is to be performed in candidate prediction 
modes, using a first filter coefficient that has been set 
beforehand; 

block determining means configured to classify into 
classes in accordance with block sizes indicated by an 
optimal prediction mode determined regarding said cur 
rent block from said candidate prediction mode in which 
motion prediction has been performed by said motion 
prediction means; and 

filter coefficient calculating means configured to calculate 
a second filter coefficient which minimizes prediction 
error, for each of said classes classified by said block 
determining means. 

2. The image processing device according to claim 1, 
wherein said motion prediction means perform motion pre 
diction of said current block in said candidate prediction 
modes using said second filter coefficient calculated by said 
filter coefficient calculating means; 

said image processing device further comprising: 
mode determining means configured to determine, from 

said candidate prediction modes in which motion pre 
diction has been performed by said motion prediction 
means using said second filter coefficient, said optimal 
prediction mode regarding said current block; 

motion compensation means configured to perform motion 
compensation for said current block in said optimal pre 
diction mode determined from said candidate prediction 
modes in which motion prediction has been performed 
by said motion prediction means; and 

encoding means configured to encoding difference 
between a prediction image of said current block 
obtained by said motion compensation by said motion 
compensation means, and an original image. 

3. The image processing device according to claim 2, 
wherein said encoding means encode said second filter coef 
ficient calculated for each of said classes by said filter coef 
ficient calculating means. 

4. The image processing device according to claim 2, 
wherein said encoding means encode flag information indi 
cating sending of said second filter coefficient for each of said 
classes, and said second filter coefficient of a class regarding 
which said flag information has been encoded. 

5. The image processing device according to claim 4. 
wherein, regarding a prediction mode for a block size classi 
fied into a class where said flag information is not encoded, 
said motion prediction means perform motion prediction of 
said current block using said first filter coefficient. 

6. The image processing device according to claim 4. 
wherein, regarding a prediction mode for a block size classi 
fied into a class where said flag information is not encoded, 
said motion prediction means perform motion prediction of 
said current block using said second filter coefficient of a 
class of a block size greater than that of that class. 

7. The image processing device according to claim 4. 
wherein, regarding a prediction mode for a block size classi 
fied into a class where said flag information is not encoded in 
a current slice, said motion prediction means perform motion 
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prediction of said current block using said second filter coef 
ficient of the same class in a slice prior to said current slice. 

8. The image processing device according to claim 1, 
wherein said block determining means classify into said 
classes depending on whether or not said block size is greater 
than an 8x8 block. 

9. The image processing device according to claim 1, 
wherein said block determining means classify into said 
classes depending on whether said block size is greater than a 
16x16 block, or a 16x16 block or smaller but greater than an 
8x8 block, or an 8x8 block or smaller. 

10. An image processing method comprising the steps of 
an image processing device 

performing motion prediction of a current block regard 
ing which encoding processing is to be performed in 
candidate prediction modes, using a first filter coeffi 
cient that has been set beforehand, 

classifying into classes in accordance with block sizes 
indicated by an optimal prediction mode determined 
regarding said current block from said candidate pre 
diction mode in which motion prediction has been 
performed, and 

calculating a second filter coefficient which minimizes 
prediction error, for each of said classes classified. 

11. An image processing device comprising: 
decoding means configured to decode motion vector infor 

mation of a current block regarding which decoding 
processing is to be performed; 

filter coefficient setting means configured to set, from filter 
coefficients calculated to minimize prediction error, for 
each of classes classified into classes in accordance with 
block sizes, a filter coefficient in accordance with the 
block size of said current block; and 

prediction image generating means configured to generate 
a prediction image of said current block, using said 
motion vector information decoded by said decoding 
means and said filter coefficient set by said filter coeffi 
cient setting means. 

12. The image processing device according to claim 11, 
wherein said decoding means decode said filter coefficients 
for each class, encoded for each slice; 

and wherein said filter coefficient setting means set, from 
said filter coefficients for each class that have been 
decoded by said decoding means, a filter coefficient in 
accordance with the block size of said current block. 

13. The image processing device according to claim 12, 
wherein said decoding means also decode prediction mode 
information of said current block; 

and wherein said filter coefficient setting means set a filter 
coefficient in accordance with the block size of said 
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current block, in accordance with a block size indicated 
by said prediction mode information decoded by said 
decoding means. 

14. The image processing device according to claim 12, 
wherein said decoding means decode flag information indi 
cating sending of said filter coefficient of said each class 
encoded for each slice, and said filter coefficient of a class 
regarding which said flag information has been decoded. 

15. The image processing device according to claim 14, 
wherein, for a current block of a block size classified into a 
class regarding which said flag information is not decoded, 
said prediction image generating means generate a prediction 
image using a filter coefficient that has been set beforehand. 

16. The image processing device according to claim 14, 
wherein, for a current block of a block size classified into a 
class regarding which said flag information is not decoded, 
said prediction image generating means generate a prediction 
image using said filter coefficient of a class of a block size 
greater than that class. 

17. The image processing device according to claim 14, 
wherein, for a prediction mode of a block size classified into 
a class regarding which said flag information is not decoded 
in a current slice, said prediction image generating means 
generate a prediction image of said current block using said 
filter coefficient of the same class in a slice prior to said 
current slice. 

18. The image processing device according to claim 11, 
wherein classifying into said classes is performed depending 
on whether or not said block size is greater than an 8x8 block. 

19. The image processing device according to claim 11, 
wherein classifying into said classes is performed depending 
on whether said block size is greater than a 16x16 block, or a 
16x16 block or smaller but greater than an 8x8 block, or an 
8x8 block or smaller. 

20. An image processing method comprising the steps of 
An image processing device 

decoding motion vector information of a current block 
regarding which decoding processing is to be per 
formed, 

setting, from filter coefficients calculated to minimize 
prediction error, for each of classes classified into 
classes in accordance with block sizes, a filter coeffi 
cient inaccordance with the block size of said current 
block, and 

generating a prediction image of said current block, 
using said motion vector information that has been 
decoded and said filter coefficient that has been set. 
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